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Abstract

Spatiotemporal graph neural networks (STGNNs)
have shown promising results in many domains, from
forecasting to epidemiology. However, understand-
ing the dynamics learned by these models and ex-
plaining their behaviour is significantly more com-
plex than for models dealing with static data. In-
spired by Koopman theory, which allows a simpler
description of intricate, nonlinear dynamical sys-
tems, we introduce an explainability approach for
temporal graphs. We present two methods to in-
terpret the STGNN’s decision process and identify
the most relevant spatial and temporal patterns in
the input for the task at hand. The first relies on
dynamic mode decomposition (DMD), a Koopman-
inspired dimensionality reduction method. The sec-
ond relies on sparse identification of nonlinear dy-
namics (SINDy), a popular method for discovering
governing equations, which we use for the first time
as a general tool for explainability. We show how
our methods can correctly identify interpretable fea-
tures such as infection times and infected nodes in
the context of dissemination processes.

1 Introduction

Many complex phenomena can be described by the
dynamics of items interacting with each other in
space and time, leading to complex spatiotemporal
relationships that are naturally modelled by tem-
poral graphs (TGs) [10]. Examples are roads and
junctions in traffic dynamics [39], arms and legs
during human motions [17], infections during social
contacts [13], social interactions during events [12],
brain activity [6], atmospheric events [26], and many
more.

Due to their complexity, it is difficult for machine
learning models to take advantage of both spatial
and temporal patterns. Recently, spatiotemporal
graph neural networks (STGNNs) have emerged as
powerful baselines in this scenario [23, 30, 8, 7]. As
a result, model explainability for STGNNs has be-
come a primary concern in the field [14]. Despite

preliminary works extending standard explainability
techniques to STGNNSs for some specific applications
in the energy and medical fields [37, 36, 6, 1], the
presence of both spatial and temporal components
combined with the black-box nature of neural net-
works still makes these models particularly difficult
to interpret.

Koopman theory allows to reformulate a compli-
cated nonlinear dynamical system into a simpler lin-
ear representation, at the cost of moving to a po-
tentially infinite-dimensional state space. This ap-
proach is particularly useful in many real-world sce-
narios where the explicit equations of the dynami-
cal system are unknown, but many observation data
are available. Since deep learning models can be
seen as dynamical systems, Koopman theory was re-
cently applied to design interpretable deep learning
architectures [24, 25], or to perform post hoc anal-
yses [31]. Additionally, relevant to TGs is the work
done in [28, 27], which is however limited to the anal-
ysis of metastable states of the human microbiome.

We extend this line of work by introducing a
spatiotemporal model that is trained to transform
the complex dynamics of the input TG into a
linear dynamics of the embeddings while preserv-
ing the model’s accuracy and being interpretable.
Analysing the model’s embeddings with Koopman-
inspired techniques, like dynamic mode decomposi-
tion (DMD), allows us to recover both the temporal
patterns and the subgraphs that are responsible for
the model’s decision-making process. Additionally,
we propose for the first time to use sparse identifi-
cation of nonlinear dynamics (SINDy) — a popular
algorithm introduced to find governing equations for
complex dynamics — as an explainability method for
TGs.

We apply our approach on a Graph Convolutional
Recurrent Network (GCRN), but our techniques are
general and can be applied to any STGNNs. In
our experiments, we demonstrate how the proposed
methods correctly highlight important features of
the input TG. In particular, in the case of dissemi-
nation processes, the explanations accurately locate
the times an infection occurs and the nodes involved.



2 Background

2.1 Koopman operator theory

In [19], Koopman proved how to translate a finite-
dimensional nonlinear dynamical system into an
infinite-dimensional linear one. Consider a discrete’
dynamical system on a D-dimensional state space
M

Ty = F(wy), (1)

with state € € M and flow map F : M — M. Let
@ : M — C be an observable of the Hilbert space
L?, i.e. p is measurable and the Lebesgue integral of
the square of the absolute value of ¢ is finite. Then
define the (discrete-time) Koopman operator  as

rp(xe) = p(F(xt)) = p(Tt41)- (2)

The Koopman operator acts on the infinite-
dimensional space of observables but has the benefit
of being linear

r(apr1(z) +bps(x)) = ap1(F(x)) + bpa(F(x)) 3)
= akp1(x) + brpa(x).

2.1.1 Dynamic mode decomposition

In some rare cases, it is possible to find a finite-
dimensional subspace of L2, so the Koopman op-
erator, restricted to that subspace, is both finite-
dimensional and linear, allowing the well-studied de-
scriptions of linear systems [29].

Recently, some data-driven approaches, founded
on Koopman theory, have increased in popularity [3].
The idea is to approximate x using trajectories
{z;}1_, collected from real dynamical systems, re-
inforced using a library of nonlinear functions, and
then use the approximated « to simulate and analyse
the system.

One of the first classes of algorithms introduced
to approximate x was dynamic mode decomposition
(DMD) [33]. It was introduced in fluid dynamics and
transport processes to extract relevant information
directly from data, without necessarily knowing the
governing equation of the dynamics. The link to the
Koopman operator was only clarified later [20, 2].

Suppose we have a dynamical system described
by (1), of which we collect some measurements h; =
o(xy) € RE at regularly spaced times t;, then we
can build two matrices of snapshots

Op) hT—l)
).

Then the matrix C € RFXF given by H' ~ CH,
that is C = H'H'? approximates the Koopman

H = (hy, ho, ..

4
H' = (o, hs. .. @

1The description can be extended to the continuous
case [29], but our application uses discrete time, so we will
focus on the discrete case only.

2Where 1 is the Moore-Penrose pseudoinverse.

operator [20]. Since the matrix C can be large,
the DMD algorithm takes first a singular value de-
composition (SVD) or principal component analy-
sis (PCA) of the data matrix H, before producing
a rank-reduced matrix C [20]. The projection of
states h; on the i-th eigenvector of C, s()(t), is
called Koopman mode and contains useful informa-
tion about the dynamics.

The original DMD algorithm described above has
been further developed to extend its use and appli-
cability to a wider range of contexts, beyond the
fluid dynamics case, and to tackle some of its short-
comings. A review of DMD variations can be found
in [34, 3]. For implementations in Python, we refer
to [11, 15].

2.1.2 Sparse identification of nonlinear dy-
namics

In the context of discovering and approximating
governing equations from data, another approach,
alternative to DMD, was introduced under the
name sparse identification of nonlinear dynamics
(SINDy) in [5]. The idea is to approximate the dy-
namics in (1) with a library of pre-determined non-
linear functions, only a few of which will be rele-
vant [4].

Consider the following matrices of snapshots of
the system’s state x; € RY

X = (1:1,332,. .. ,JZTfl)T € R(T-DxD

mT)T e R(T-DxD.

()

X/ = ($2,5E3,...,
and a library of J candidate nonlinear functions

O(X) = (I,X2,... sin(X),...) e RI-DxDxJ,
(6)
where each function is applied to X element-wise.
The dynamical system (1) can now be approximated
with
X' =0(X)¢, (7)
where € € R” is a sparse vector, obtained via sparse
regression, that selects only a few of the most rele-
vant terms of the library ©.

If we write & = (&;,...,&7)", then equation (7)
becomes

J
Trira =Y, O(X)ra &, (8)
j=1

where each component {; expresses the importance
of the j-th nonlinear function in © for the system’s
dynamics.

2.2 Spatiotemporal models
2.2.1 Temporal graph

In the present work, we focus on temporal graphs
(TGs), i.e. data that express spatial relations like



graphs in which both node labels and the topology
are time-dependent. For a formal treatment of TGs
and recent reviews of methods and tasks applied
on TGs and time series with dependencies expressed
as a graph, we refer to [23, 9, 10].

In this work, we rely on the following definition
of TG.

Definition 2.1 (Discrete time TG). Given a set of
nodes V and a set of edges £, we define a temporal
graph as a sequence of graphs

G:={(V,&)}io1, (9)

with V; € V and & C €. Each node v € V; is
equipped with a feature vector ¥ € RP.

To simplify the notation, we will not consider fea-
tures on edges, and the feature of the n-th node at
time ¢ will be represented by x:,. The adjacency
matrix is

(A = {1 if (v, vm) € & ’ (10)

0 otherwise

and it varies with time since edges are not guaran-
teed to exist at all times. We will denote by Ng the
number of TGs in a dataset.

2.2.2 Graph Convolutional Recurrent Net-
work

To process TGs, we use a slightly modified ver-
sion of GCRN [35], which, according to the taxon-
omy in [23], is a snapshot-based model, i.e. it uses
a Graph Convolution Network (GCN) [18] as static
model to produce a node embedding for each time
step, then a Recurrent Neural Network (RNN) to
processes the time-evolution.

The encoder is composed of L layers of the follow-
ing Long Short-Term Memory (LSTM) module

wi N = GON({@m }o, e, (0, At)

Yne = U(W“a:t(j’gN +Wh"h; 1 ,.0)

Frne =W zgON 4+ Whih,_y ., 0)

Gtnt = tanh(Wxg:BSSN +Whh, 4, (11
Ot = a(W”wSSN +W"h 1 .0)

Cing = Jine @ C—1.n6+ 0 OGinge

hine = 04 ne O tanh(c ),

where AMi(vy,) represents the neighbourhood of the
n-th node v,, at time ¢.

For node-level tasks, the embedding for the n-th
node is given by h,, € RFZ, obtained by concatenat-
ing along the layer dimension the embeddings of the
last time step h7,, € RY. On the other hand, the
output y of a graph-level task is given by processing

with an Multi-Layer Perceptron (MLP) the sum of
all node embeddings h = Z‘Vil h, € RF'E:

n

y = MLP(h) € R. (12)

In the case of a TG binary classification task, the
model is trained using a binary cross-entropy term
between the model’s output y and the class label §

+ (1 —g)log(1 —o(y))).
(13)

gbce(ya 17) = - (g IOg U(y)

3 Methods

3.1 GCRN with linear dynamics

In general, the sequence of states h;, does not
evolve according to the linear dynamics of (2). To
overcome this, we introduce an internal state

ilt-l—mn,@ = KTht#'hé? (14)

where K € RF*F is a trainable parameter that acts
as Koopman operator on h;,. Moreover, to train
K, we add the following terms to the loss:

e a binary cross-entropy term f.. between the
Koopman-reconstructed output § = MLP(h)
and the class label y;

e an observable loss £,ps, which is a ridge regres-
sion loss term between the TG embedding at
time t, h;, and the corresponding Koopman-
reconstructed embedding hy

Cobs(he, he) = MSE(hy, hy) + 6(K),  (15)
where /5 is a weight decay regularisation.

These two terms represent regularisation losses
that force the model’s encoder to represent an ob-
servable ¢ that satisfies the Koopman operator defi-
nition (2), as proposed by [22] and by [24] in a deep
learning setting.

We note that the sole purpose of K and the in-
ternal state fNLt,n is to encourage the state h;, to
follow thm, whose dynamics is, by construction, lin-
ear. They are not used to produce the output y,
nor are they involved in the explainability methods
described below.

The complete loss is then

l = lyce + lrec + Blobs, (16)

where « and [ are hyper-parameters.

The proposed model is depicted in Figure 1. No-
tice that, even if here we focus on a GCRN, the pro-
posed approach can be extended to other STGNNSs.
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Figure 1: The left-hand side, in green, depicts an example of TG, with node features x; and adjacency
matrix A;. In blue, the GCRN processes the input and provides an embedding h; for each time step. The
inner yellow box represents the mechanism that encourages the dynamics of embeddings h; to be linear:
the loss fops in (15) pushes ki1 to be a linear transformation of h; (as an example, the picture shows a
2-dimensional rotation). In red, an MLP produces the final output.

3.2 Research hypotheses

The task of providing an instance-based explanation
is usually declined in computing weights that high-
light which parts of the input are more relevant. In
the case of TGs, that means finding a weight wy ()
for time step ¢, and spatial weights wg(n) for node
n, or we(n,m) for edge (n,m). To properly mea-
sure the performance of our explainability methods
we require ground truth for each of these quantities.
We call my(t) the time ground truth, mg(n) the spa-
tial ground truth on nodes, and me(n, m) the spatial
ground truth on edges.

Thanks to the proposed regularisation, the model

ht+1 = GCRN(ht,$t7At). (17)

exhibits an approximately linear internal dynamics.?
On this premise, we introduce two separate post hoc
explainability methods — the first based on DMD,
the second on SINDy — that provide either temporal
or spatial explanations for TGs, or both.

We state here the hypotheses on how DMD and
SINDy can explain the GCRN model.

1. The dynamics of at least one DMD mode s (t)
of the TG’s embedding is driven by the input.
Hence, the time ¢t when a significant change hap-
pens indicates that something important to the
downstream task occurs in the input. Then, we
can use the derivative ds(¥ () /dt to compute the
time weight wy(t).

3Refer to Appendix A for a comment on how to extend
Koopman to non-autonomous systems.

2. The DMD mode of a node embedding sg)(t)
at each time step (in particular, the last one
T) identifies whether that node is important for
the output or not, and so it is a proxy for the
spatial explanation wg(n).

3. SINDy’s regression weights £; can be used to
compute the edge explanation, i.e. we(n, m).

3.2.1 Explainability using DMD

Thanks to the auxiliary losses in (16), we expect the
dynamics of the embeddings of the node h;, and
of the whole TG h; to be approximately linear. We
can then apply DMD to analyse the trajectories of
the GCRN’s states and shed some light on the input
and its processing by GCRN.

To reduce the computational complexity of the
analysis, a common first step [31] is to apply PCA
or SVD to reduce the dimensionality of the embed-
dings from FL to f. Let h}, € R and hj € Rf be
the embeddings of the nodes and the whole TG, re-
spectively, projected onto the principal components.

To apply DMD on the whole dataset we use ridge
regression to fit an operator C € R/*f on a training
portion of the TGs’ embeddings dataset

fs+1 = Ch;. (18)
We can then diagonalise C, with eigenvalues \; € C
and eigenvectors v; € Cf, and study the dynam-
ics along the eigenspaces (v;). We denote s()(t) =
v, h} the Koopman mode at time ¢ on the i-th
eigenspace (ordered according to the magnitude of
the corresponding eigenvalue A;). The analysis of



Koopman modes is then performed on the valida-
tion set, which allows us to evaluate the generalisa-
tion capability of the explainability framework.

On the other hand, to apply DMD on the nodes
we focus on a single TG at a time, say G, and
consider its nodes’ embeddings h; , to fit a matrix
Cg € Rf*f

;-ﬁ-l,n = Cgh;,n' (19)

As in the previous case, we diagonalise Cg and com-
pute Koopman modes for nodes, s(z)( t). Unlike be-
fore, however, we cannot split the nodes of the TG
G in training and validation sets. Thus, we fit and
analyse Cg on all nodes.

When |\;| < 1, we expect both s@(¢) and 5% (t)
to decay to 0 and contribute little to the final state
(see hypotheses 1 and 2). Meanwhile, when |);| ~ 1,
its dynamics reflect crucial input features, both on
its topology and its time dependency, meaning that
the i-th mode explains the model’s output. For this
reason, we define the time weight directly from the
mode derivative as

_|ds(¢)
| dt

Wy

; (20)

and the node weight as a distance from the average

|V|Z ()

Hypotheses 1 and 2 can be tested by comparing
equations (20) and (21) with my(¢) and ms(n), re-
spectively.

The same approach allows us to define a com-
bined explanation for the whole TG G which ac-
counts jointly for both spatial and temporal pat-
terns. Indeed, we can modify definition (21) by con-
sidering all times and not just the last one. So we
define

(21)

WO~ R0, @)

such that w!” (n) = w(gi) (T,n). We refer to the Ap-
pendix D for a discussion of this approach.

3.2.2 Explainability using SINDy

Being a data-driven method to approximate govern-
ing equations, also SINDy can learn and store useful
information about the dynamics of hj ,,. In our case,
the matrices defined in equations (5 ) become

H (hll n?h’l2n""7 /T 1n) RT_Lf 23
H/ _ / / RT 1f ( )
n ( 2mn '3 mo Tn)

where n = 1,..., N. The difficult and somewhat ar-
bitrary part of SINDy is the choice of the library

of nonlinearities ©. In our case though, we can
take advantage of this flexibility to enforce a bias in
the reconstructed dynamics. Due to the GCN layer,
each node’s state is a nonlinear combination of the
neighbouring nodes. Therefore, we can consider as
nonlinearities only those terms involving couples of
neighbouring nodes

©(H,) = (H H: H,H,,,...,H,H> (24)
LHyHy,,, ..., HH?, . ...),

where all operations are performed element-wise,
and node’s indices m; refer to all those nodes that
are connected to the n-th node at least once, i.e. all
those m; for which there exists a time ¢ such that
(A¢)pm; = 1. While we could consider higher-order
terms such as H2 H?2, and other nonlinear functions,
for the sake of simplicity, we consider up to third-
degree monomials.

After introducing an extra index for the node di-
mension, equation (8) becomes

i
t+1,n,d — § O(H,

where the index j = 1,...,J spans over the mono-
mials of ©, each corresponding by construction to an
edge of the input TG. We can then interpret &, ; as
a weight that measures how important the edge cor-
responding to the j-th monomial is for the dynamics
of the n-th node embedding, h!,. This allows us to
construct a weight for each edge (n,m) as

N
= Z Z |€n’,j .

n’=1j~(n,m)

t ,d,j g’ﬂ,jﬂ (25)

(26)

In equation (26), one sum is over all monomials’
weights &,/ ; that refer to the same edge (n,m),
which expresses how important the edge (n,m) is
for the n/-th node. The inner sum is needed be-
cause different monomials refer to the same edge, e.g.
the terms H,, H2 and H2H,, both relate to (n,m).
The outer sum over all nodes takes into account how
important edge (n,m) is for the whole TG. Once we
have a weight for each edge we(n,m), we can then
compare it with the ground truth me(n,m) to test
hypothesis 3.

4 Experiments

To ensure reproducibility, we open-source our code
and experimental setup.?

4.1 Datasets

The employed datasets consist of TGs whose time-
varying topologies describe different types of social

4GitHub repository


https://github.com/NGMLGroup/Koopman-TGNN-Interpretability

interactions. We refer to Appendix B for a de-
scription of each dataset. The time-varying node
labels z;, € {0,1} are produced via a dissemina-
tion process simulated with the susceptible-infected
model [32]. TGs of class 1 represent a dissemina-
tion process. In TGs of class 0 the infected nodes
at each time step, originally found via the same dis-
semination process, are shuffled randomly across the
nodes. In each dataset the two classes are balanced.
The choice of the employed datasets is motivated
by the presence of ground truths for explainability,
but the described analyses are general and could be
applied to data from different fields.

The time ground truth ms(¢) provides the number
of infections occurring at each time step ¢ between
any two adjacent nodes. That is, a time step ¢t con-
tributes to my(t) if ¢ pxt.m = 0 and i1 nTet1,m =
1 for some adjacent nodes n, m. The spatial ground
truth on nodes mg(n) indicates which nodes have
been infected: mg(n) = 1 if node n has been in-
fected, ms(n) = 0 otherwise. The spatial ground
truth on edges me(n, m) is computed by finding the
edges that transmit the infection: me(n,m) = 1 if
there has been an infection between nodes n and m,
0 otherwise.

4.2 Metrics

To test hypothesis 1, we measure the correlation be-

tween the time ground truth my(¢) and the time

weight wg)(t). Since DMD modes can be quite

noisy and my(t) is very sharp, we consider a reg-

ularised time ground truth obtained by convolving

my(t) with a uniform filter, to make it smoother.
We consider different metrics:

o F'1 with threshold. F1 score between the
time ground truth and those time steps when

w? (t) > d, with ¢ being a threshold.

o F'1 with window average. As above, but in ad-
dition, we first take a running average of w,(f) (t)
to reduce noise, with window size w.

o Mann-Whitney U test. It compares the statisti-
cal distribution of wéi)(t) in an interval around
the time ground truth values, with the distribu-
tion of w,gl)(t) in random intervals. We choose
the Mann-Whitney U test because it is non-
parametric and it doesn’t require the two groups
to have the same size. We perform this test
comprehensively on all the graphs of class 1.

For hypothesis 2, we compare ws(-,i)(n) with the ex-
planation ground truth mgs(n). Since finding the
explanation is a binary classification problem for
each node, we can measure the area under the curve

(AUC) score between ne (n) and mgs(n). Notice

that we offered two ways of computing wgi)(n): one

considering the whole TGs dataset coming from
equation (18), and the other by focusing on one in-
put TG at a time from equation (19). In the first
case, we call the metric AUCrq, in the latter we call
it AUCpode.

For hypothesis 3, we use weights we(n,m) from
equation (26), and compare them with me(n, m) via
an AUC score. We call it AUC?) if the SINDy li-

edge
brary © contains only quadratic terms, and AUCé?C’l)ge
if © contains cubic terms as well.

4.3 Results

Before testing the proposed interpretability tools, we
search the GCRN hyperparameters that yield the
best classification accuracy. Since the F1 scores de-
pend on the threshold § and the window size w, we
perform a grid search on these parameters too. We
refer to Appendix C for details. At the bottom of
Table 1, which reports results over TGs from class 1,
we also report the accuracy of the underlying GCRN
model used in our analysis.

Time explanations To test hypothesis 1, we re-
port in Table 1 the F1 scores, that compare the time
weights wgl) with the time ground truth ms, and
the Mann-Whitney U test p-values. For F1 scores

we also report a baseline value, computed by con-
sidering a naif explainer that outputs wEZ)(t) =1 for
all t. As we can see, although the F1 score never
reaches, on average, the maximum value of 1, the
score is significantly higher than the baseline value
for all datasets. In Figure 3 we report two examples
of time explanations from the Facebook dataset: on
the top, the detection is obtained from thresholding

w.gi)(t) directly, while in the bottom we first apply

the window average on wﬁi)(t).

We further verify hypothesis 1 with the Mann-
Whitney U test, which shows that the distribution
for of w@ around the ground truth and the dis-
tribution f, at random times are statistically very

2000 —l

1500

3 falt)
=0l

1000
500 4 "
0 T

Figure 2: Comparison between the distribution fu
and the distribution f, for the Facebook dataset.




Table 1: Results of experiments.

Metrics Facebook Infectious DBLP Highschool Tumblr

MW p-value 0.00 0.00 0.00 0.00 0.00
; Threshold (F1) 0.34+£0.15 046=£0.12 0.31+£0.20 0.34+0.11 0.43+£0.15
= Wind. avg. (F1) 0.46+0.22 0.43+0.13 0.50+0.19 0.32+£0.13 0.50+0.18

F1 baseline 0.004 £0.014 0.03 = 0.06 0 0.03£0.04 0.01+0.02

g AUCii)ge 0.60+0.16 0.78+0.11 0.89+0.10 0.76+0.10 0.90=+0.07
~ AUC((;Z)ge 0.72+0.14 0.88+0.08 0.89+0.10 0.80+£0.09 0.87+0.10
3, AUCrq 0.83+0.17 0.76+0.14 0.73+£0.17 0.54+0.16 0.95+0.04
Z AUCrode 0.77+0.23 0.69+£0.16 0.76+£0.19 0.62+£0.12 0.94+£0.08
Accuracy 0.98 0.98 1.00 0.94 1.00

— () Sl 3
s@® (t) %
¢  Detected 2 2

0 20 40 60 80 100
Time ¢

—_— m(t)
sO(t)

7%  Detected

()

0 20 40 60 80 100
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(b) Time explanation via window average. The F1 score is 0.81.

Figure 3: Examples of time explanations for the Facebook dataset. The red line represents the smoothed
ground truth my(¢), the yellow line is the relevant Koopman mode s (t), the background colour scale shows

the explanation weight w,gi) (t), the stars highlight those times ¢ where w,(j) (t) > 0.



different. As reported in Table 1, the test gives p-
values much smaller than 0.05 for all datasets. Fig-
ure 2 shows the two distributions for the Facebook
dataset.

Spatial explanations To evaluate hypotheses 2
and 3, we report the AUC scores in Table 1. All
proposed methods that provide spatial explanations
perform consistently well, with some differences be-
tween the different datasets. We can notice that
AUCS)ge is almost always larger than AUCde)ge, as
expected, since adding more nonlinearities into the
library © makes SINDy more expressive. In Fig-
ure 4, we report an example of an explanation on
both nodes and edges.

Despite the analysis presented being instance-
based, we can leverage our methods to infer some-
thing more general about the behaviour of the
trained model. For example, we notice that the
weight w(gl) (t,n) effectively recognises whether the n-
th node is infected or not at time ¢. This means that
the quantity ), w(gZ) (t,n) computed on the whole
TG is proportional to the number of infected nodes
at each time step t. In other words, it reveals a be-
haviour of the GCRN that transcends the specific
input, namely that it learns to count infected nodes.
Even though this information alone is not sufficient
to tell the two classes apart, it is an implicit feature
that emerges as the model learns to solve the task at
hand. Therefore, we argue that the proposed tools
could also interpret the model behaviour besides the
input data.

5 Conclusion

In this work, we introduce an explainability ap-
proach based on Koopman theory for STGNNs. We
show that a modified STGNNs can be trained to
represent a Koopman observable, allowing a data-
driven analysis of the dynamical system implied by
the model’s embeddings which makes the model in-
terpretable. Even though the model represents in-
puts with complicated spatial and temporal relation-
ships, we manage to effectively capture relevant spa-
tial and temporal patterns that can explain the de-
cision process of the GCRN.
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Supplementary Materials

A Extension to non-autonomous systems
The dynamical system implied by the GCRN
ht+1 = GvCl%l\I(ht7 I, At) (27)

is non-autonomous, unlike the one used in (1). Nonetheless, we can extend its state space to the product
space of the original one and the input space, and transform it into an autonomous system

ht+1 = GCRN(ht, Ty, At)
Li41 = fm(wtyAt) . (28)
A1 = fa(Ayg)

Such a transformation provides the theoretical ground to apply the Koopman theory presented in section 2,
even though we only apply our methods to the dynamics of h;.

B Description of datasets

The datasets employed in the experiments consist of TGs whose time-varying topologies describe different
types of social interactions. The Facebook dataset is based on the activity of the New Orleans Facebook
community over three months [38]; Infectious dataset on face-to-face contacts between visitors of the So-
cioPattern project [16]; DBLP dataset on co-author graphs from the DBLP database with the publication
year as timestamp; Highschool dataset on a contact network from the SocioPattern project of interactions
between high school students in twenty seconds intervals over seven days; Tumblr dataset on a graph con-
taining quoting between Tumblr users [21]. Table 2 reports the details of each dataset, such as the number
of TGs Ng, the length of the temporal sequence T, the minimum and maximum number of nodes |V| and
edges |£].

C Hyperparameters and implementation details

The presented methods depend on several hyperparameters. Some of these are used to define the architecture
and the training of the GCRN employed, others are involved in the explainability methods. Table 3 shows
all possible values considered and the optimal hyperparameters configuration used for each dataset. In order
to find the best values, we perform a grid search. For those parameters related to the model’s architecture
and training, we select the values that yield the highest performance in terms of classification accuracy. For
the parameters related to the explainability methods, we use the F1 scores defined in Section 4.2 as the
validation metric.

Table 2: Description of datasets.

Dataset ~ Ng T V]| I€]

Facebook 995 106 71-100 176-362
Infectious 200 50 50-50  218-1010

DBLP 755 48  25-99 96-380
Highschool 180 205 26-60 302-1178

Tumblr 373 91 25-99 96-380
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The quality of the temporal explanation, used to test hypothesis 1, is measured via F1 score, which depends
on a threshold § that highlights those time steps ¢ such that wtz) (t) > §. As threshold ¢ we either use a
(4)

fraction of the maximum value of wy” (t), i.e.
§=14"- max wi (1), (29)

or we consider the distribution of values of w,(;i)(t) and use instead

0 = fa, + Tu,s (30)

where f,,, and o, are the time average and standard deviation respectively. In the first case, we report in
Table 3 the value of §’, in the second case we write i, + o,

D Combined spatiotemporal explanations

As in section 3.2.1, we use the DMD modes to define a spatiotemporal weight

w (t,n) = [sP(t) — ﬁ 3@, (31)
m
and compare it with a spatiotemporal ground truth mg. (¢, n).

To assess qualitatively the agreement with the ground truth we refer to Figure 5, which shows an example
of a spatiotemporal explanation from the Facebook dataset. The colour scale in the background represents
w(gZ) (t,n) and the red boxes the ground truth mgzt)(t7 n).

On the other hand, to provide a more quantitative measure of the agreement between the spatiotemporal

explanation w(gZ ) (t,n) and the mask mg(¢,n), one option is to rely on the Brier score, defined as

. 2

BS(t) := ﬁ 3 (w(g”(t,n) - mst(t,n)) . (32)
n=1

We choose the Brier score to measure accuracy because it correctly accounts for imbalanced classes and it
also provides an easily interpretable outcome, where BS(¢) = 0 is the best value and BS(¢) = 1 is the worst.
The Brier score is depicted at the bottom of Figure 5: the bumps in the plot correspond to the region with
more disagreement between the prediction and the ground truth. In particular, we notice that there is a
delay before the explanation realises that a node got infected, and two nodes are false positives, but the
Brier score is consistently close to 0.

Table 3: Selected hyperparameters.

Parameter  Candidates Facebook Infectious DBLP Highschool Tumblr
. RNN type LSTM, GRU LSTM LSTM LSTM  LSTM LSTM
2 F 16, 32, 64 64 16 16 16 16
g L 1,...,10 5 9 5 8 8
A& MLP layers 1,...,3 1 3 1 1 1
= o 1 (fixed) 1 1 1 1 1
Q 3 0, 0.05, 0.1, 0.5, 1.0 0.5 0.05 0.05 0.1 0.5
Batch size 16, 32, 64, 128, 256 16 16 16 32 16
. Dim.red. PCA, SVD SVD PCA SVD PCA SVD
g f 10, 16, 32, 64 10 16 16 16 16
- 1) 0.4,0.45,...,0.95 or fy, + Ow, 0.4 0.4 0.4 tw, + O, 0.4
& w 2,....6 6 6 6 6 6
= Modei 0,1 0 1 1 0 0
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TG G at three times, t = 50, 80, 100. Nodes in the ground truth are highlighted in red. Bottom: It shows

the value of the Brier score BS(t).

13



	Introduction
	Background
	Koopman operator theory
	dmd
	sindy

	Spatiotemporal models
	tg
	gcrn


	Methods
	gcrn with linear dynamics
	Research hypotheses
	Explainability using dmd
	Explainability using sindy


	Experiments
	Datasets
	Metrics
	Results

	Conclusion
	Extension to non-autonomous systems
	Description of datasets
	Hyperparameters and implementation details
	Combined spatiotemporal explanations

