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Abstract

Fine-tuning pre-trained large language mod-001
els (LLMs) on a diverse array of tasks has be-002
come a common approach for building models003
that can solve various natural language pro-004
cessing (NLP) tasks. However, where and to005
what extent these models retain task-specific006
knowledge remains largely unexplored. This007
study investigates the task-specific information008
encoded in pre-trained LLMs and the effects009
of instruction tuning on their representations010
across a diverse set of over 60 NLP tasks. We011
use a set of matrix analysis tools to examine012
the differences between the way pre-trained and013
instruction-tuned LLMs store task-specific in-014
formation. Our findings reveal that while some015
tasks are already encoded within the pre-trained016
LLMs, others greatly benefit from instruction017
tuning. Additionally, we pinpointed the layers018
in which the model transitions from high-level019
general representations to more task-oriented020
representations. This finding extends our un-021
derstanding of the governing mechanisms of022
LLMs and facilitates future research in the023
fields of parameter-efficient transfer learning024
and multi-task learning.1025

1 Introduction026

While pre-trained LLMs exhibit impressive per-027

formance across diverse tasks and demonstrate re-028

markable generalization capabilities (Brown et al.,029

2020; Wei et al., 2022b; Touvron et al., 2023;030

Chowdhery et al., 2023; OpenAI et al., 2024), the031

representations they learn and the task-specific032

information encoded during pre-training remain033

largely opaque and unexplored.034

Recent research has investigated fine-tuning035

strategies to adapt LLMs to specific tasks, includ-036

ing supervised fine-tuning on task-specific datasets037

and instruction tuning (Mishra et al., 2022; Chung038

1We will make our code and data publicly available upon
acceptance.
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Figure 1: An illustration of our findings using the Llama
2 7B model (Touvron et al., 2023) as an example. We
show that when instruction tuning on T different tasks,
the layers are divided into three functional sections: the
shared layers (layers 1 to 10) form general representa-
tions shared among all tasks, the transition layers (layers
10 to 15) transition the representations into task-specific
information, and the refinement layers (layers 16 to 32)
continue to refine the representations toward specific
tasks.

et al., 2022; Sanh et al., 2022). While these ap- 039

proaches have shown promising results in tailor- 040

ing LLMs for improved task performance, a com- 041

prehensive understanding of their impact on the 042

learned representations is still lacking. 043

In this study, we perform a set of analyses to 044

investigate task-specific information encoded in 045

pre-trained LLMs and the effects of instruction 046

tuning on their representations. The analysis lever- 047

ages a sub-population analysis technique called 048

Model-Oriented Sub-population and Spectral Anal- 049

ysis (MOSSA; Zhao et al. 2022), which provides 050

an alternative to traditional probing methods for 051

analyzing model representations within specific 052

sub-populations of the training data. MOSSA in- 053

volves comparing two models: a control model 054

trained on the data relevant to the sub-population 055

of interest (e.g., a particular task), and an experi- 056

mental model that is identical to the control model 057

but is also trained on additional data from different 058
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sources (e.g., multiple tasks). By analyzing the rep-059

resentational differences between these models, we060

can isolate the task-specific information encoded061

within the control model for the sub-population of062

interest.063

To compare the representations learned by differ-064

ent LLM variants, we leverage the Center Kernel065

Alignment (CKA; Kornblith et al., 2019) metric.066

CKA measures the alignment between representa-067

tions in a kernel space, providing a robust measure068

of similarity that is insensitive to scaling and cen-069

tering. By using MOSSA and CKA, we investigate070

the following research questions:071

1. To what extent are different NLP tasks already072

encoded in pre-trained LLMs?073

2. In what ways does instruction tuning modify074

the representational landscape of LLMs?075

3. Do the representational effects of instruction076

tuning generalize to unseen tasks?077

Through an extensive analysis spanning over078

60 diverse NLP tasks following the Flan frame-079

work (Longpre et al., 2023), we shed light on the080

underlying mechanisms that govern the encoding081

and adaptation of task-specific information within082

LLMs under instruction tuning. A key finding of083

our work is the identification of three functional084

groups of layers: a) shared layers, in which more085

general information is learned and shared across086

tasks; b) transition layers, in which task-specific087

information is intensified; c) refinement layers, in088

which the LLMs continue to refine their represen-089

tations towards task-specific predictions. Our find-090

ings contribute to a deeper understanding of the091

inner workings of LLMs and hold promising im-092

plications for future research in parameter-efficient093

fine-tuning (PEFT), multi-task learning (MTL), and094

model compression, benefiting a wide range of095

NLP applications.096

We structure this study as follows: §2 describes097

our methodology for our analysis, while §3 outlines098

the experimental setup and tools used to train and099

analyze our LLMs. §4 then attempts to answer100

each of the research questions outlined above by101

presenting and analyzing our results. Finally, in §5,102

we summarize our key findings and discuss their103

potential implications.104

2 Methodology105

We leverage the MOSSA framework introduced by106

Zhao et al. (2022). Unlike standard probing meth-107

ods (Belinkov et al., 2017a,b; Giulianelli et al., 108

2018), which build a model to predict a down- 109

stream task for quantifying encoded information, 110

MOSSA compares representations from two mod- 111

els: a control model trained on data of interest and 112

an experimental model trained on additional data 113

from different sources. Here, the data of interest 114

refers to tasks. Probing methods, while useful, can 115

be limited because they rely on different metrics to 116

evaluate performance across various tasks, making 117

it challenging to directly compare the amount of 118

information stored about tasks as diverse as sen- 119

timent analysis and translation. MOSSA, on the 120

other hand, circumvents this issue by comparing 121

the latent representations of models rather than 122

their downstream performance metrics. MOSSA 123

calculates the similarity between the representa- 124

tions of the control and experimental models, thus 125

representing the information captured from the rel- 126

evant sub-population of data through their latent 127

representations. By comparing different models to 128

each other, we can learn what information is cap- 129

tured when a subset of the data is used versus the 130

whole dataset. 131

We use matrix analysis to compare representa- 132

tion similarity between the experimental model, 133

such as pre-trained, instruction-tuned, and corre- 134

sponding single-task control models trained on indi- 135

vidual tasks. Intuitively, a high similarity between 136

the experimental and control models indicates the 137

experimental model stores task-specific informa- 138

tion learned by the control model, which was fine- 139

tuned solely on data from that task. The similarity 140

is measured using the CKA metric, which quanti- 141

fies the similarity between two representations in a 142

kernel space. 143

Formally, let [T ] be an index set of tasks, and let 144

E be the experimental model and Ct be the control 145

model for task t ∈ [T ]. We assume a set of inputs 146

X =
⋃T

t=1Xt, where each Xt = {xt,1, . . . ,xt,n} 147

represents a set of input instructions for task t. For 148

simplicity, we assume that all sets have the same 149

size n, although this is not a strict requirement. 150

For each t ∈ [T ] and i ∈ [n], we apply the exper- 151

imental model E and the control model Ct to the 152

input instruction xt,i to obtain two corresponding 153

representations yt,i ∈ Rd and zt,i ∈ Rdt , respec- 154

tively. Here, d is the dimension of the experimental 155

model’s representations, and dt is the dimension 156

of the control model representations for task t. To 157

obtain the representations yt,i and zt,i, we use the 158

last token’s representation following previous work 159
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(Qiu et al., 2024; Wang et al., 2024), as LLMs160

are decoder-only and the last token captures all161

input information. These representations can be162

extracted from any layers of the respective models.163

By stacking these vectors into two matrices for164

each task t, we obtain the paired matrices Yt ∈165

Rn×d and Zt ∈ Rn×dt . We calculate the CKA166

value between Yt and Zt following the procedure:167

• Computing the kernel matrices KYt ∈ Rn×n168

and KZt ∈ Rn×n for Yt and Zt, respectively,169

using the same kernel function (e.g., linear, Gaus-170

sian, or polynomial).2171

• Centering the kernel matrices by KYt = KYt −172
1
n1KYt − 1

nKYt1 + 1
n21KYt1, similarly for173

KZt , where 1 is a matrix of ones.174

• Computing the CKA value by first compute the175

Frobenius inner product of the centered Gram176

matrices: HSIC(KYt ,KZt) = Tr(K⊤
Yt

KZt),177

where Tr denotes the trace of a matrix. Then178

normalize the CKA value:179

CKA(Yt,Zt)=
HSIC(KYt

,KZt
)√

HSIC(KYt
,KYt

)·HSIC(KZt
,KZt

)
. (1)180

While other similarity metrics like SVCCA181

(Raghu et al., 2017) exist, they have a limitation182

due to the constraint of being invariant to invertible183

linear transformations, which requires the num-184

ber of data points to be greater than the number185

of representation dimensions. We use CKA as it186

has shown robust results when the data sample is187

smaller (Kornblith et al., 2019), as is sometimes188

the case for datasets used in our work.189

Our method provides an approach to quantify190

the task-specific information encoded in the repre-191

sentations of LLMs. By comparing the experimen-192

tal model’s representations with those of single-193

task control models, we can gain insights into the194

extent to which the experimental model captures195

task-specific knowledge and how this knowledge196

is distributed across its representations.197

3 Experimental Setup198

Data We use the Flan 2021 dataset (Wei et al.,199

2022a) to fine-tune our LLMs. The Flan dataset is200

a comprehensive collection of more than 60 NLP201

datasets, including both language understanding202

and generation tasks. These datasets are organized203

into twelve task clusters, where datasets within a204

2For linear kernel, which is what we use in our experiment,
KYt = YtY

⊤
t , and KZt = ZtZ

⊤
t .

given cluster belong to the same task type. To en- 205

hance instruction diversity, we follow the approach 206

of Wei et al. (2022a) and use ten unique natural lan- 207

guage instruction templates for each dataset. These 208

templates provide varying descriptions of the task 209

to be performed. Our instruction tuning pipeline 210

combines all datasets and randomly samples from 211

each dataset during training. To mitigate the impact 212

of dataset size imbalances, we limit the number of 213

training examples per task cluster to 50k and use 214

the examples-proportional mixing scheme (Raffel 215

et al., 2020) with a mixing rate maximum of 3,000 216

per task. This means that no task receives addi- 217

tional sampling weight for examples in excess of 218

3,000. We provide further details about the dataset 219

in Appendix A. 220

Models We have two types of models: the exper- 221

imental model E, fine-tuned using all T available 222

tasks, and the single-task model Ct for t ∈ [T ], 223

fine-tuned only on the t-th task. In some exper- 224

iments, the model E can also be the pre-trained 225

model. We use the Llama 2 models (Touvron et al., 226

2023) as the starting training checkpoint for both E 227

and Ct. Specifically, we use the 7B variant, which 228

consists of 32 layers and 4096 hidden dimensions. 229

Training We use LoRA (Hu et al., 2022) for fine- 230

tuning our LLMs, with the rank r set to 8. We 231

use the AdamW optimizer (Loshchilov and Hutter, 232

2019) with a learning rate of 5 × 10−5 for fine- 233

tuning the instruction dataset. We use the same vo- 234

cabulary, tokenizer, and learning rate scheduler for 235

Llama 2-7B as in Touvron et al. (2023). We train 236

the multi-task model E (which we refer to as Llama 237

2-SFT in our experiment) for a maximum of 100K 238

steps and the single-task models Ct for a maximum 239

of 10K steps, using validation set cross-entropy 240

loss for early stopping. Our multi-task models are 241

trained on four NVIDIA A100 GPUs with a batch 242

size of 16 per GPU, while single-task models are 243

trained on one NVIDIA A100 GPU with a batch 244

size of 16.We use PyTorch (Paszke et al., 2019), 245

the HuggingFace library (Wolf et al., 2020), and 246

the LLaMA-Factory library (Zheng et al., 2024) for 247

all model implementations and LoRA fine-tuning. 248

4 Experiments and Results 249

To shed light on the underlying mechanisms of 250

MTL (Caruana, 1997) in LLMs, we start by ex- 251

amining what NLP tasks are encoded in the pre- 252

trained LLM representations, establishing a base- 253
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Figure 2: Distribution of CKA similarities across all layers for the pre-trained Llama 2 model and the instruction-
tuned Llama 2-SFT model. The boxplots illustrate the spread and variation of CKA similarities between each model
and the control models across different tasks. The comparison between the two models highlights the impact of
instruction tuning on shaping task-specific representations in different layers.
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Figure 3: Distribution of CKA similarities across all lay-
ers for the pre-trained Llama 2 model and the instruction-
tuned Llama 2-SFT model, grouped by different task
clusters.

line for comparison with the instruction-tuned254

model (§4.1). Then, using matrix analysis methods,255

we contrast the representational properties of the256

pre-trained and instruction-tuned LLMs to under-257

stand the effects of instruction tuning (§4.2, 4.3,258

and 4.4). Finally, we evaluate the generalization of259

our findings to unseen tasks (§4.5).260

4.1 Task Information in Pre-trained LLMs261

To identify task-relevant information in pre-trained262

LLMs, we compared representations from the pre-263

trained Llama 2 model with task-specific fine-tuned 264

models ({Ct}t). Figure 2 shows the distribution 265

of CKA similarities across all tasks and layers for 266

the Llama 2 model. The CKA similarities between 267

pre-trained Llama 2 and control models generally 268

decrease through higher layers. 269

Llama 2 maintains high CKA similarities in ear- 270

lier layers, and since CKA compares against con- 271

trol models fine-tuned on individual tasks, this sug- 272

gests that representational changes in the earlier 273

layers are minimal across tasks. However, we ob- 274

serve widespread variance in CKA values across 275

different tasks in the middle and higher layers, sug- 276

gesting that some tasks are better captured in the 277

Llama 2 model representations than others. 278

To gain a more fine-grained understanding, we 279

analyzed the CKA results at the task cluster level, 280

where each cluster consists of a group of similar 281

tasks. The Flan dataset organizes tasks into 12 dif- 282

ferent clusters, detailed in Appendix A. We present 283

CKA results for a selection of representative clus- 284

ters in Figures 3, with the full results provided in 285

Appendix B.2. 286

For clusters like closed-book QA, commonsense 287

reasoning, paraphrase detection, and sentiment 288

analysis, which heavily rely on general linguistic 289

and semantic understanding, the CKA similarity 290

for Llama 2 is high. This indicates that pre-trained 291

models already encode these tasks well in their 292

representations. Conversely, for clusters like coref- 293

erence resolution, reading comprehension, struc- 294

tured data to text generation, summarization, and 295

translation, which require specialized, structured, 296

or domain-specific knowledge involving complex 297

transformations or extended context management, 298
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(a) Llama 2 L1 (b) Llama 2 L10 (c) Llama 2 L15 (d) Llama 2 L20 (e) Llama 2 L32

(f) Llama 2-SFT L1 (g) Llama 2-SFT L10 (h) Llama 2-SFT L15 (i) Llama 2-SFT L20 (j) Llama 2-SFT L32

Figure 4: t-SNE visualizations of the representations for each task cluster in different layers of the pre-trained
Llama 2 model and the instruction-tuned Llama 2-SFT model. Each subplot presents the t-SNE projection of the
representations, color-coded by task cluster, for a specific layer of the respective model. “Reading comp.” denotes
reading comprehension tasks, and “reading comp. w/ c.s.” denotes reading comprehension tasks with commonsense
reasoning.
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Figure 5: Average number of dimensions required to
explain 99% of the representational variance across all
tasks, as a function of the layer number.

the CKA similarities are low, suggesting that next299

token prediction at pre-training is insufficient for300

encoding these tasks.301

4.2 Impact of Instruction Tuning302

Mapping Layers to Their Functionality To in-303

vestigate how instruction tuning affects the rep-304

resentations learned by LLMs, we compared the305

instruction-tuned model (Llama 2-SFT) with task-306

specific fine-tuned control models. As illustrated307

in Figure 2, the CKA similarities between Llama 2-308

SFT and the control models do not decrease as sig-309

nificantly as those for the pre-trained model (Llama310

2) across layers. In the early layers (1 to 9), we ob-311

serve that for many tasks, the CKA scores are lower 312

for Llama 2-SFT compared to Llama 2, indicat- 313

ing that Llama 2-SFT representations diverge from 314

those of the control models, which were fine-tuned 315

on individual tasks (thus specializing in them). This 316

suggests that, unlike the Llama 2 model, training 317

Llama 2-SFT on a high number of tasks encourages 318

it diverge from the control models’ representations 319

and learn more general representations in the lower 320

layers, a characteristic typical of MTL models. We 321

denote layers 1-9 as “shared layers”, as our find- 322

ings suggest their representations are shared across 323

tasks, similar to more studied MTL models. 324

In the middle layers (10-15), there is a significant 325

transition, with the Llama 2-SFT model exhibiting 326

high similarity to all control models. This indi- 327

cates that these layers encode a high degree of task- 328

specific information, as their representations are 329

almost identical to those of the specialized control 330

models. We denote layers 10-15 as “transitional 331

layers”, as our findings suggest the transition to 332

task-specific representations occurs within these 333

layers. This trend continues, albeit to a lesser ex- 334

tent, up to the final layers (16-32), which we denote 335

as “refinement layers”, as they keep refining the 336

representations up to the final prediction. Based on 337

our findings, we can map each layer in the Llama 338

2-SFT model to its corresponding function with re- 339

spect to MTL (see Figure 1). While previous work 340
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(b) Coleman-Liau index

Figure 6: Pearson correlation results between the CKA similarities for all tasks and their reading difficulty among
all layers. Higher values in reading difficulty measures correspond to greater reading difficulty.

(Wei et al., 2022a; Chung et al., 2022) has empiri-341

cally demonstrated the effectiveness of instruction342

tuning for improving performance on a variety of343

NLP tasks, to the best of our knowledge, we are the344

first to propose such a mapping. In the following345

sections, we provide additional analyses to further346

validate our mapping.347

Examining individual task clusters Figures 3348

demonstrates that for tasks that are not well en-349

coded in the pre-trained Llama 2 (e.g., structured350

data to text generation, translation), the CKA sim-351

ilarities from the instruction-tuned Llama 2-SFT352

remained high throughout all transition and refine-353

ment layers (10-32). Instruction tuning for these354

tasks induced significant representational shifts,355

adapting the model’s internal structure to meet356

their specific demands. This aligns with prior work357

(Aghajanyan et al., 2021) showing that tasks re-358

quiring more sophisticated reasoning and modeling359

benefit greatly from task-specific tuning of pre-360

trained language models.361

4.3 Representation Clustering and Variance362

Analysis363

To further investigate representational differences,364

we used t-SNE (Van der Maaten and Hinton, 2008)365

to visualize task clusters across layers. Figure 4366

presents a representative selection of layers, includ-367

ing a shared layer (layer 1), transition layers (layers368

10 and 15), and refinement layers (layers 20 and369

32). The full results for all layers are provided370

in Appendix B.2. In the first layer, both Llama 2371

and Llama 2-SFT exhibit similar clustering. How-372

ever, as we move to the transition layers, from373

layers 10 to 15, the Llama 2-SFT model forms374

more distinct task clusters compared to the Llama375

2 model. This is further evidence that instruction 376

tuning transforms the representations towards task- 377

specificity in the transition layers. This clustering 378

becomes increasingly pronounced in refinement 379

layers, highlighting the effectiveness of instruction 380

tuning in differentiating task-specific information 381

and enhancing the ability to specialize representa- 382

tions for different tasks. 383

To quantify these differences, we performed vari- 384

ance analysis on the representations. We sought 385

to determine if the model’s ability to retain a large 386

amount of task-specific information for many tasks 387

affects its representation complexity. We analyzed 388

the number of principal components required to 389

explain 99% of the variance in representation ma- 390

trices across layers. The average number of com- 391

ponents over all tasks is presented in Figure 5. In 392

the shared layers, both Llama 2 and Llama 2-SFT 393

models require a similar number of dimensions. 394

Then, in the transition layers, Llama 2-SFT model 395

begins to require more dimensions, suggesting it 396

captures more complex task-specific information. 397

This further demonstrates that the transition layers 398

are indeed the layers where the transition to the 399

task-specific representations occurs. 400

4.4 Assessing Task Specific Information via 401

Readability 402

In the preceding sections, we observed that the 403

Llama 2 model exhibited a high variance in the 404

amount of task-specific information stored across 405

different tasks. In contrast, the Llama 2-SFT model 406

demonstrated a low variance, storing a high level 407

of task-specific information in its transition and 408

refinement layers. While the Llama 2-SFT model 409

exhibited low variance, we aimed to investigate the 410

task priorities within the representation and identify 411

6



1 5 10 15 20 25 30
Layer

0.0

0.2

0.4

0.6

0.8

1.0
C

K
A

 S
im

ila
rit

y

Llama 2
Llama 2-SFT

Figure 7: Distribution of CKA similarities across all layers for the pre-trained Llama 2 model and the instruction-
tuned Llama 2-SFT model on unseen tasks.

features that could predict it. Previous research by412

Zhao et al. (2022) has shown that when masked lan-413

guage models, such as BERT (Devlin et al., 2019),414

are trained on data from multiple domains, they415

tend to allocate their parameters to store domain-416

specific information. Unlike our approach, which417

examines instruction-level representations using418

the last token of an instruction, their study used the419

MOSSA method to analyze contextualized word420

embeddings, allowing them to focus on domain-421

specific words. We followed a similar analysis422

to examine task-specific information, which is423

strongly related to domain-specific information (as424

tasks can be viewed as domains). We used read-425

ability as a proxy for domain-specific information,426

relying on the finding by Pitler and Nenkova (2008)427

that texts with more domain-specific and less com-428

monly used words tend to have lower readability,429

resulting in higher reading difficulty scores.430

We used two highly popular reading difficulty431

measures: the Flesch-Kincaid grade level score432

(Kincaid et al., 1975) and the Coleman-Liau Index433

(Coleman and Liau, 1975). The Flesch-Kincaid434

score assesses text readability based on factors like435

average sentence length and syllables per word,436

with lower scores indicating easier reading. Sim-437

ilarly, the Coleman-Liau Index estimates the re-438

quired reading grade level based on characters,439

words, and sentences, with higher values corre-440

sponding to greater difficulty. We conducted Pear-441

son correlation analyses between CKA similarity442

and reading difficulty measures for all tasks across443

all layers. As illustrated in Figure 6a, we found a444

positive correlation between CKA similarity and445

the Flesch-Kincaid score for Llama 2-SFT. This446

correlation rapidly increases between layer 10 and447

layer 15 (the transition layers) and then saturates.448

These transitional layers are where task special- 449

ization transformations occur, as discussed earlier. 450

This correlation is much weaker for the Llama 451

2 model. A similar pattern is observed with the 452

Coleman-Liau Index, as shown in Figure 6b. These 453

findings suggest that instruction-tuned models en- 454

code more information for tasks with more task- 455

specific vocabulary, as measured by their texts’ 456

readability indices. These findings thus suggest 457

that instruction-tuned models encode and preserve 458

task-specific information in the transition layers 459

and retain it through the refinement layers, com- 460

plementing our earlier findings. Moreover, we pre- 461

viously noted that one of the advantages of CKA, 462

compared to other similarity metrics, is its mini- 463

mal requirement for a large number of data points 464

in the analysis. To verify this, we conducted a 465

correlation analysis between data size and CKA 466

similarity, with the results presented in Figure 10 467

in Appendix B.2. The analysis revealed no clear 468

correlation between data size and CKA similarities, 469

indicating that the number of data points used for 470

CKA per task does not impact the CKA similarity. 471

4.5 Evaluating Representations on Unseen 472

Tasks 473

While our previous analyses focused on evaluating 474

representations against models trained on the same 475

task data, it is crucial to examine how well our find- 476

ings generalize to unseen tasks. To investigate this, 477

we held out a set of seven tasks, including conversa- 478

tional question answering, question classification, 479

math problems, linguistic acceptability, and word 480

sense disambiguation (details in Appendix A). Our 481

instruction-tuned models had no exposure to any 482

of these seven tasks during training. 483

The CKA similarity results in Figure 7 reveal an 484

7



interesting pattern. For the lower layers (up to layer485

12), the Llama 2 model exhibited slightly higher486

CKA similarities than Llama 2-SFT for several487

tasks, similar to what we find in §4.2. This indi-488

cates that while the Llama 2-SFT model was not489

trained using these tasks, it produced more diver-490

gent representations in lower layers and thus more491

general than the ones produced by Llama 2 (we re-492

fer the reader to shared layers discussion in §4.2 for493

more details). However, as we move to the middle494

and higher layers responsible for encoding more495

specialized, task-specific knowledge, the Llama496

2-SFT model began matching and ultimately sur-497

passing the CKA similarities of the Llama 2 model.498

We can also see high variances between task simi-499

larities for both models, showing that we can not500

identify transition layers for Llama 2-SFT in this501

setup, just shared and refinement layers. These502

findings suggest that in addition to being trained on503

instructions, instruction-tuned models benefit from504

more general and thus better feature representations505

in their lower layers, which boost their performance506

for unseen instruction-based tasks compared to pre-507

trained LLMs.508

5 Discussion509

Our study offers comprehensive insights into the510

impact of instruction tuning on the representations511

learned by LLMs. Previous work has discussed the512

benefits of instruction tuning (Wei et al., 2022b;513

Chung et al., 2022; Longpre et al., 2023), but ours514

is the first to analyze their effects from a represen-515

tational perspective.516

Our analysis revealed that LLMs instruction-517

tuned on multiple tasks learned different represen-518

tations in the lower layers compared to LLMs tuned519

on individual tasks. Similar to MTL, such repre-520

sentations can be shared and leveraged across tasks521

(Maurer et al., 2016). Our analysis uncovered a522

key novel finding – we observed clear differences523

between pre-trained and instruction-tuned models,524

with the most significant representational transfor-525

mations occurring in the middle transitional layers.526

This finding highlights the critical role of middle527

layers in encoding the specialized task knowledge528

induced by instruction tuning. Similarly, previous529

studies in multilingual settings have also identi-530

fied language-neutral transformations in the middle531

layers of the network (Muller et al., 2021; Zhao532

et al., 2023). Furthermore, our analysis suggests533

that in the refinement layers, instruction-tuned mod-534

els continue to shape representations toward spe- 535

cific tasks but without substantial representational 536

changes with respect to task-specific information. 537

Overall, our finding about functionality for differ- 538

ent layers in LLMs generally aligns with previous 539

findings on BERT, which have shown that lower 540

layers are more general, while upper layers are 541

known to be more task-specific (Rogers et al., 2020; 542

Merchant et al., 2020). 543

Our correlation analysis also revealed insights 544

into the relationship between representations and 545

task complexity. Instruction-tuned models exhib- 546

ited a positive correlation with reading complexity 547

measures in the transition and refinement layers, 548

suggesting better encoding of task-specific infor- 549

mation for tasks with more specific vocabulary – 550

a capability not observed in pre-trained models. 551

Notably, instruction tuning enabled models to pre- 552

serve and enhance task-specific information across 553

a broader range of layers, as evidenced by higher 554

CKA similarities compared to control models. Our 555

evaluation of unseen tasks further underscored the 556

benefits of instruction tuning for improving general- 557

ization, with instruction-tuned models outperform- 558

ing their pre-trained counterparts in deeper layers 559

responsible for encoding complex task knowledge. 560

This aligns with empirical evidence from Wei et al. 561

(2022a) but also highlights how representational 562

changes facilitated by instruction tuning strengthen 563

cross-task transfer capabilities. 564

6 Conclusion 565

Our study used several analyses to investigate 566

how instruction tuning shapes representations in 567

LLMs. These analyses revealed that unlike the 568

pre-trained LLM (Llama 2), the instruction-tuned 569

model (Llama 2-SFT) retained a high amount of 570

task-specific information for all tasks from the mid- 571

dle layers onward. Moreover, we were able to map 572

the layers of Llama 2-SFT into three groups based 573

on their functionality: shared layers (layers 1-9), 574

transition layers (10-15), and refinement layers (16- 575

32). In addition to expanding our understanding 576

of LLMs, such mapping can greatly benefit future 577

research in the fields of PEFT, MTL, and model 578

compression. We also demonstrated that our map- 579

ping does not generalize to unseen tasks, revealing 580

that a potential additional reason for the strong gen- 581

eralization capabilities of instruction-tuned models 582

to unseen tasks can be related to their multi-task 583

nature of producing more general representations. 584
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Limitations585

While our study provides valuable insights into the586

impact of instruction tuning on the representations587

learned by LLMs, there are several limitations that588

should be considered.589

Firstly, the instruction tuning in our experiments590

was implemented using LoRA instead of full fine-591

tuning. While LoRA is computationally efficient592

and effective in many scenarios, it may not capture593

the full range of representational changes that full594

fine-tuning can achieve. This limitation might have595

influenced the depth of insights into how instruc-596

tion tuning affects the model representations.597

Secondly, our study exclusively used the Llama598

2 model due to limited computational resources599

available. Although Llama 2 is a powerful and600

widely used LLM, relying on a single model limits601

the generalizability of our findings. Different mod-602

els may exhibit varied representational dynamics603

and responses to instruction tuning. Expanding our604

analysis to include multiple models from different605

architectures would provide a more comprehensive606

understanding of these effects.607

Additionally, we conducted our experiments on608

the 7B parameter version of Llama 2. While this609

model size is substantial, it is not the largest avail-610

able. Larger models, with their greater capacity and611

potentially different representational capabilities,612

might show different patterns in response to fine-613

tuning. Investigating multiple model sizes would614

help ascertain whether the observed trends hold615

across different scales.616

Moreover, our experiments focused solely on617

NLP tasks and did not explore fine-tuning on code618

or other specialized domains. Coding tasks of-619

ten involve unique representational challenges and620

might reveal different insights into the impact of621

fine-tuning. Including such tasks in future work622

would broaden the scope and applicability of our623

findings.624
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A Dataset Details922

This appendix provides a detailed overview of the923

datasets used in this study. We followed Wei et al.924

(2022a) and organized all tasks into the following925

task clusters:926

• Closed-book Question Answering (QA) re-927

quires models to answer questions about the928

world without direct access to the answer-929

containing information.930

• Commonsense Reasoning tests the capacity931

for physical or scientific reasoning infused932

with common sense.933

• Coreference Resolution identifies expres-934

sions referring to the same entity within a935

given text.936

• Natural Language Inference (NLI) focuses937

on the relationship between two sentences,938

typically evaluating if the second sentence is939

true, false, or possibly true based on the first940

sentence.941

• Paraphrase Detection involves evaluating if942

two sentences have the same meaning. While943

it can be considered a form of bidirectional944

entailment, it remains distinct from NLI in945

academic contexts.946

• Reading Comprehension assesses the ability947

to answer questions based on a given passage948

containing the necessary information.949

• Reading Comprehension with Common-950

sense merges the tasks of reading comprehen-951

sion and commonsense reasoning.952

• Sentiment Analysis is a traditional NLP task953

that determines whether a text expresses a pos-954

itive or negative sentiment.955

• Struct-to-Text involves generating natural956

language descriptions from structured data.957

• Translation is the task of translating text from958

one language to another.959

• Summarization involves creating concise960

summaries from longer texts.961

• Unseen clusters uses the original miscella-962

neous task cluster from Wei et al. (2022a)963

which includes:964

1. Conversational question-answering; 965

2. Evaluating context-sentence word mean- 966

ings; 967

3. Linguistic acceptability; 968

4. Math questions; 969

5. Question classification. 970

We provide tasks contained in each cluster in 971

Table 1. 972

B Additional Results 973

B.1 Results on Model Evaluation 974

We provide the results on all control models and 975

instruction-tuned Llama 2-SFT in Table 3 (for nat- 976

ural language understanding tasks) and Table 4 (for 977

natural language generation tasks). To further eval- 978

uate the validness of our instruction tuning, we 979

also benchmark our models on two popular bench- 980

mark datasets: MMLU (Hendrycks et al., 2021) 981

and BBH (Suzgun et al., 2022). We provide re- 982

sults in Table 2. We can see that Llama 2-SFT 983

outperforms Llama 2 on both of these benchmarks. 984

B.2 Results on Analysis 985

Here we provide additional results on our analysis. 986

We provide the distribution of CKA similarities for 987

all layers by tasks clusters in Figure 8 and 9. We 988

also provide Pearson correlation results between 989

the CKA similarities for all tasks and their data 990

size among all layers in Figure 10. Lastly, we 991

provide the t-SNE visualizations of representations 992

in different layers of Llama 2 in Figure 11. We 993

provide the same visualizations for Llama 2-SFT 994

in Figure 12. 995
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Task Cluster Dataset Task Cluster Dataset

Natural language
inference

ANLI

Reading
comprehension

BoolQ
CB DROP
MNLI MultiRC
QNLI OBQA
SNLI SQuADv1
WNLI SQuADv2
RTE

Commonsense
reasoning

COPA
Sentiment
analysis

IMDB
HellaSwag Sentiment140
PiQA SST-2
StoryCloze Yelp

Closed-book
QA

ARC Paraphrase
detection

MRPC
NQ QQP
TriviaQA Paws Wiki

STS-B

Coreference
resolution

DPR Reading
comprehension
with commonsense

CosmosQA
Winogrande ReCoRD
WSC273

Struct to text

CommonGen
Translation

En–Fr from WMT’14
DART WMT’16
E2ENLG En–Es from Paracrawl
WebNLG

Summarization

AESLC

Unseen

CoQA
CNN-DM QuAC
Gigaword WiC
MultiNews TREC
Newsroom CoLA
Samsum Math questions
XSum
AG News
Opinion Abstracts - Rotten Tomatoes
Opinion Abstracts - iDebate
Wikilingua English

Table 1: Dataset details grouped by task clusters. For WMT’16, we include En–De, En–Tr, En–Cs, En–Fi, En–Ro,
and En–Ru translation pairs. For all details about each dataset including the data set size, please refer to Wei et al.
(2022a).

MMLU BBH
Llama 2 41.25 32.82
Llama 2-SFT 47.81 37.49

Table 2: Results for Llama 2 and Llama 2-SFT on
MMLU and BBH. We use a 0-shot evaluation for
MMLU to assess our models. For BBH, we follow
the default evaluation protocol and use a 3-shot evalua-
tion.
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Dataset Metric Result
Llama 2-SFT Control Model

Natural Language Inference
ANLI (r1) Accuracy 51.87 54.45
ANLI (r2) Accuracy 49.45 55.85
ANLI (r3) Accuracy 47.48 54.14
CB Accuracy 49.59 83.17
MNLI (matched) Accuracy 87.25 88.64
MNLI (mismatched) Accuracy 87.72 89.41
QNLI Accuracy 83.00 86.46
SNLI Accuracy 82.96 84.06
WNLI Accuracy 71.22 69.64
RTE Accuracy 81.52 81.21

Reading Comprehension
BoolQ Accuracy 83.53 88.18
DROP F1 44.42 52.05
MultiRC F1 72.19 73.92
OBQA Accuracy 64.92 65.37
SQuADv1 F1 73.91 74.24
SQuADv2 F1 22.75 23.55

Commonsense Reasoning
COPA Accuracy 83.56 76.97
HellaSwag Accuracy 71.43 73.49
PiQA Accuracy 78.21 78.43
StoryCloze Accuracy 85.81 84.82

Sentiment Analysis
IMDB Accuracy 72.06 74.54
Sentiment140 Accuracy 45.52 44.53
SST-2 Accuracy 79.14 79.03
Yelp Accuracy 74.35 74.40

Closed-book QA
ARC (Challenge) Accuracy 59.09 52.83
ARC (Easy) Accuracy 67.18 65.72
TriviaQA Accuracy 59.00 59.26
NQ Accuracy 28.79 31.18

Paraphrase Detection
MRPC Accuracy 78.35 84.73
QQP Accuracy 84.91 87.37
PAWS Wiki Accuracy 91.77 94.15
STS-B Accuracy 47.46 51.20

Coreference Resolution
DPR Accuracy 85.12 72.53
Winogrande Accuracy 69.68 69.93
WSC273 Accuracy 55.78 47.24

Read. Comp. w/ Commonsense
CosmosQA Accuracy 66.60 69.36
ReCoRD Accuracy 85.13 85.78

Unseen
CoQA Accuracy 66.60 73.93
QuAC Accuracy 18.29 33.99
WiC Accuracy 56.47 70.77
TREC Accuracy 57.05 80.25
CoLA Accuracy 34.85 70.91
Math Questions Accuracy 4.43 35.50

Table 3: Performance metrics grouped by natural language understanding task clusters for Llama 2-SFT and control
models (Llama 2 model individually fine-tuned on each task). “Read. Comp. w/ Commonsense” denotes reading
comprehension with commonsense.
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Dataset Metric Result
Llama 2-SFT Control Model

Struct-to-Text
CommonGen ROUGE-L 45.92 46.52
DART ROUGE-L 55.46 57.28
E2ENLG ROUGE-L 50.17 50.96
WebNLG ROUGE-L 62.92 65.22

Translation
WMT’14 En–Fr BLEU 59.30 59.29
WMT’16 En–De BLEU 56.84 57.45
WMT’16 En–Tr BLEU 39.41 43.58
WMT’16 En–Cs BLEU 46.92 47.21
WMT’16 En–Fi BLEU 48.57 50.28
WMT’16 En–Ro BLEU 56.03 57.70
WMT’16 En–Ru BLEU 51.41 52.12
ParaCrawl En–Es BLEU 54.76 56.39

Summarization
AESLC ROUGE-L 29.98 31.68
CNN-DM ROUGE-L 17.38 19.59
Gigaword ROUGE-L 28.69 30.22
MultiNews ROUGE-L 15.17 16.61
Newsroom ROUGE-L 18.95 22.43
Samsum ROUGE-L 36.36 37.72
XSum ROUGE-L 25.51 29.57
AG News ROUGE-L 77.26 80.99
Opinion Abstracts - Rotten Tomatoes ROUGE-L 19.36 21.70
Opinion Abstracts - iDebate ROUGE-L 18.90 23.14
Wikilingua English ROUGE-L 30.22 32.18

Table 4: Performance metrics grouped by natural language generation task clusters for Llama 2-SFT and control
models (Llama 2 model individually fine-tuned on each task).
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Figure 8: Distribution of CKA similarities across all layers for the pre-trained Llama 2 model and the instruction-
tuned Llama 2-SFT model, grouped by different task clusters.
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Figure 9: Distribution of CKA similarities across all layers for the pre-trained Llama 2 model and the instruction-
tuned Llama 2-SFT model, grouped by different task clusters.
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Figure 10: Pearson correlation results between the CKA similarities for all tasks and their data size among all layers.
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Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Layer 6 Layer 7 Layer 8 Layer 9 Layer 11

Layer 12 Layer 13 Layer 14 Layer 16 Layer 17

Layer 18 Layer 19 Layer 20 Layer 21 Layer 22

Layer 23 Layer 24 Layer 25 Layer 26 Layer 27

Layer 28 Layer 29 Layer 30 Layer 31 Layer 32

Figure 11: t-SNE visualizations of the representations for each task cluster in different layers of the pre-trained
Llama 2 model. Each subplot presents the t-SNE projection of the representations, color-coded by task cluster, for a
specific layer of the respective model. “Reading comp.” denotes reading comprehension tasks, and “reading comp.
w/ c.s.” denotes reading comprehension tasks with commonsense reasoning. We omit layer 10 and 15 to fit in one
page and as we have provided them earlier.
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Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Layer 6 Layer 7 Layer 8 Layer 9 Layer 11

Layer 12 Layer 13 Layer 14 Layer 16 Layer 17

Layer 18 Layer 19 Layer 20 Layer 21 Layer 22
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Layer 28 Layer 29 Layer 30 Layer 31 Layer 32

Figure 12: t-SNE visualizations of the representations for each task cluster in different layers of the instruction-tuned
Llama 2-SFT model. Each subplot presents the t-SNE projection of the representations, color-coded by task cluster,
for a specific layer of the respective model. “Reading comp.” denotes reading comprehension tasks, and “reading
comp. w/ c.s.” denotes reading comprehension tasks with commonsense reasoning. We omit layer 10 and 15 to fit
in one page and as we have provided them earlier.
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