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Abstract

Emerging reasoning LLMs such as OpenAl-ol and DeepSeek-R1 have achieved
strong performance on complex reasoning tasks by generating long chain-of-
thought (CoT) traces. However, these long CoTs result in increased token us-
age, leading to higher inference latency and memory consumption. As a result,
balancing accuracy and reasoning efficiency has become essential for deploying
reasoning LLMs in practical applications. Existing long-to-short (Long2Short)
methods aim to reduce inference length but often sacrifice accuracy, revealing
a need for an approach that maintains performance while lowering token costs.
To address this efficiency-accuracy tradeoff, we propose TokenSqueeze, a novel
Long2Short method that condenses reasoning paths while preserving performance
and relying exclusively on self-generated data. First, to prevent performance
degradation caused by excessive compression of reasoning depth, we propose to
select self-generated samples whose reasoning depth is adaptively matched to the
complexity of the problem. To further optimize the linguistic expression without
altering the underlying reasoning paths, we introduce a distribution-aligned linguis-
tic refinement method that enhances the clarity and conciseness of the reasoning
path while preserving its logical integrity. Comprehensive experimental results
demonstrated the effectiveness of TokenSqueeze in reducing token usage while
maintaining accuracy. Notably, DeepSeek-R1-Distill-Qwen-7B fine-tuned by using
our proposed method achieved a 50% average token reduction while preserving
accuracy on the MATHS500 benchmark. TokenSqueeze exclusively utilizes the
model’s self-generated data, enabling efficient and high-fidelity reasoning without
relying on manually curated short-answer datasets across diverse applications. Our
code is available at https://github.com/zhangyx1122/TokenSqueezel

1 Introduction

Large Language Models (LLMs) have revolutionized artificial intelligence with their exceptional
performance in complex reasoning tasks, such as mathematical problem-solving and algorithmic pro-
gramming [3}40, 18, 15,[10,138,139]. Recent advancements in this field primarily stem from enhancing
models’ ability to use extended chain-of-thought (CoT) reasoning in reinforcement learning-based
self-play training [31], as seen in OpenAl-ol [14] and DeepSeek-R1 [11]]. These models leverage
multi-step reasoning to simulate human cognitive strategies, including hypothesis generation, iterative
refinement, and self-correction [9].
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Although long CoT enables deep reasoning abilities, it introduces issues like increased inference
latency and memory usage, making models impractical for time-sensitive or resource-constrained
applications [20, 8]. Meanwhile, this has also led to an "overthinking" phenomenon, where models
produce redundant reasoning steps that do not contribute meaningful value in simpler tasks, thereby
impeding their effectiveness in real-world applications [36, [17} 281 [7,134]]. This is particularly evident
in LLM-based agent systems, where the multi-turn trial-and-error nature necessitates swift and
concise reasoning for effective interactions and timely decision-making.

Some existing methods aim to improve efficiency through inference-time compression [3} [35],
using prompt-based approaches or modified decoding strategies to shorten outputs. However, these
techniques often face performance limitations, as the underlying model remains unchanged. In
contrast, most current train-time strategies [30, [29] promote shorter responses by incorporating
penalty terms into either the reward or objective functions during training. Although effective in
reducing output length, these approaches often compromise essential reasoning steps, leading to
significant accuracy declines—a phenomenon known as the reasoning oversimplification dilemma.

In contrast, we argue that the concise and efficient short answers we pursue are a matter of expression
preference. Our experimental results demonstrate that when the reasoning length exceeds a certain
token threshold, the correlation between token number and model performance significantly weakens.
Hence, the Long2Short problem can be framed as a preference learning task that teaches the model
to answer in a succinct tone while preserving its reasoning depth. Furthermore, we argue that
maintaining adaptive reasoning depth, tailored to each problem’s complexity, is key to preserving
model performance.

In this study, we investigate the Long2Short problem from two perspectives: the creation of effective
long and short response pairs, and the formulation of preference learning objectives. To address
the Long2Short problem, we introduce TokenSqueeze, a novel training-time preference learning
method that enhances reasoning efficiency without the need for external teacher models or additional
annotations. Instead, our approach leverages self-generated reasoning data to meticulously construct
long and short preference pairs, ensuring scalability and resource efficiency. To generate differentiated
preference pairs, we introduce a data construction methodology that employs two key techniques: (1)
adaptive reasoning depth selection, which modulates reasoning depth based on problem complexity to
ensure essential steps are retained; and (2) intra-step refinement, which rewrites individual reasoning
steps to enhance information density while preserving their meaning. Additionally, to optimize these
compact and coherent reasoning traces, we incorporate length-aware signals into a preference-based
training objective, thereby promoting responses that are both concise and logically sound.

Our approach strikes a balance between efficiency and accuracy, showing that high-quality reasoning
can be achieved without relying on handcrafted short-answer datasets. The key contributions of this
work are as follows:

* We propose a method to generate high-quality long-short reasoning pairs by combining adap-
tive depth selection with intra-step linguistic refinement, without relying on external models or
annotations.

* We introduce a length-aware preference objective that explicitly reinforces the model’s preference
for concise reasoning.

» Extensive experiments show that our method significantly improves reasoning efficiency while
maintaining model performance, demonstrating its effectiveness, and broad applicability across
reasoning tasks.

2 Related Work

2.1 Online Reinforcement Learning with Length Penalty

Recent advances in reasoning efficiency have explored online reinforcement learning methods like
Proximal Policy Optimization (PPO) and Group Relative Policy Optimization (GRPO) [25] 26|
37]. These approaches modify the reward function in RL training to reward concise and correct
responses while penalizing verbose or incorrect ones, promoting reasoning compression. Notable
implementations include Kimi-k1.5 (RL) [29], which integrates a length penalty into its framework,
L1 [2]], which leverages reinforcement learning to satisfy prompt-specified length constraints during



training, and O1-Pruner [21]], which introduces a length-harmonizing reward mechanism based on
the length ratio between reference and predicted chain-of-thought sequences.

While effective, online RL methods are computationally expensive due to the need for response
sampling at each training step. This increases overhead and limits their scalability for large model
training. Moreover, large language models require many samples to generate efficient reasoning
traces, further raising the computational burden.

2.2 Offline Data-Driven Optimization Algorithms

In contrast to online methods, offline optimization approaches rely on existing response datasets,
avoiding repeated sampling during training and offering substantial computational savings. They
typically follow a two-stage process: first constructing concise reasoning datasets, then training the
model via supervised fine-tuning or direct preference optimization [24]].

Several studies have focused on constructing training datasets by identifying the shortest correct
responses from base model outputs. For instance, Kimi-k1.5 (DPO) [29] and Sky-T1-Flash [30]
construct training sets by selecting minimal-length correct samples from response pools, while
Self-Training [22] employs few-shot prompting to guide models toward generating shorter answers
before selection. Token-Budget [12]] adopts a prompt-search strategy to generate maximally concise
reasoning samples, and DAST [27] implements length-aware reward shaping to select preferred
training samples. These methods reduce token usage by selecting the shortest correct responses,
but this often leads to overly aggressive compression that removes essential reasoning steps and
harms accuracy. In addition, relying solely on unaltered model outputs may miss more concise yet
high-quality traces due to sampling variability. TokenSqueeze addresses both issues by combining
adaptive depth selection with trace refinement to improve training quality.

Alternative methods improve the quality of training data by rephrasing model-generated responses,
which are then used as supervision in the training process. These methods avoid the need for
extensive sampling through two primary strategies: prompt-based rephrasing with external LLMs,
as demonstrated by C30T [16], which employs GPT-4 [1]] for response refinement, and rule-based
content pruning exemplified by TokenSkip [33]], which uses importance-based token elimination,
along with Learn-to-Skip [19]], which integrates step merging and skipping mechanisms. While
efficient, these refinement methods can inadvertently remove important context or break coherence,
hurting reasoning quality. TokenSqueeze addresses this trade-off by rewriting reasoning steps into
denser forms under KL constraints, preserving information without external models.

3 Methodology

TokenSqueeze optimizes reasoning efficiency with a three-stage training method that balances logical
accuracy and linguistic conciseness. First, we adaptively filter self—generated reasoning traces to
maintain the approprlate depth (Section[3.T)). Next, we refine individual reasoning steps to compress
them while preserving meaning (Section [3.2)). Finally, we optlmlze the model using a composite
objective that promotes both correctness and brevity (Section 3.

3.1 Adaptive Reasoning Depth Selection

Our data construction pipeline starts by generating diverse reasoning traces through self-sampling
from the base language model. Unlike existing methods that simply select the shortest correct
responses [29} 130,16, [27]], we introduce an adaptive reasoning depth selection method that ensures
the appropriate trace length. Maintaining an appropriate reasoning depth is crucial for achieving
high accuracy, especially on complex problems. Previous studies have shown that while there is an
optimal range of chain lengths for high accuracy, this range shifts toward longer chains as problems
become more difficult [32].

We formalize the selection process using a dynamic quantile mechanism. Let « denote a tunable
hyperparameter, and define p = < as the fraction of correct responses among N total responses, with
c representing the number of correct samples. The adaptive quantile is computed as ¢ = o - (1 — p),
enabling the preferred chain length to vary naturally with problem difficulty.
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Figure 1: Overview of the TokenSqueeze. It first selects self-generated responses based on adaptive
reasoning depth, then rewrites them under KL constraints to improve information density, and finally
trains the model with a composite objective that promotes accuracy and brevity.

For each problem, we first sort all correct reasoning traces by token length, forming an ordered set
S = {m,72,...,7.} where 7; is the shortest and 7, the longest. The selection threshold index is
determined by & = [q - ¢|, and the subset {71, ..., 7} is chosen as the set of preferred positive
examples. Each selected trace 7; is further paired with longer incorrect responses to construct
contrastive preference samples, with up to M preference pairs generated per problem to maintain
data diversity, where we set M = 64 in our experiments.

This adaptive selection has two key advantages: (1) For easier problems with higher correctness rates,
it favors shorter reasoning chains, and (2) for harder problems with lower correctness rates, it retains
longer chains to capture critical logical steps. Overall, the resulting dataset ensures balanced coverage
across different difficulty levels while optimizing reasoning efficiency.

3.2 Intra-Step Linguistic Refinement via Distributional Alignment

Building on the preference pair construction from Section [3.1} we further improve the conciseness
of training samples through a systematic intra-step linguistic refinement method. While existing
methods typically use rule-based truncation or LLM-based rewriting to compress reasoning traces,
they often fail to guarantee logical integrity and can introduce information loss. To address these
issues, we propose an intra-step linguistic refinement method that minimizes information loss while
effectively reducing length.

Given a generated reasoning trace A = (p, s1, ..., SN ), consisting of a prompt p and a sequence of
reasoning steps {s;},, we aim to compress each step while preserving its informational content.

For each reasoning step s;, we first resample a set of K candidate rewrites {sz(-k) }E_ |, conditioned on
the preceding context A~; = (p, s1, ..., Si—1), where we set K = 64. Among these candidates, we
select the one that minimizes token length while satisfying a KL divergence constraint to preserve
downstream semantics. The optimization for each step can be formulated as:

mlg) {(s}) subjectto Dy, (Py(- Ip, s<i) || Po(-|p, s<i» § D) <e, )
sie{s;"}

where £(s}) represents the token length of the candidate, and £ > 0 is a tunable threshold that controls
the level of information preservation. Here, Py denotes the probability distribution over all possible
future responses, conditioned on the model parameters 6.



Question

Ina press conference before the All-Star Game, eight All-Stars will be taking questions. Three are Cubs, three are Red Sox,
and two are Yankees. If teammates insist on sitting together, how many ways can the eight All-Stars be seated in a row?

Ori§inal CcOoT Rewrite COT \

To determine the number of ways the eight All-Stars can be To determine the number of ways the eight All-Stars can be
seated in a row with each team sitting together, we can treat seated in a row with each team sitting together, we can treat
each team as a single unit or "block.” each team as a single unit or "block.”

First, we calculate the number of ways to arrange the three First, we have three blocks: one for each team (Cubs, Red
blocks (Cubs, Red Sox, Yankees). This is a permutation of Sox, Yankees). The number of ways to arrange these three
three distinct blocks, which is 3! = 6. blocks is 3! = 6.

Next, within each block, the feam members can be arranged Next, within each block, the team members can be arranged
among themselves. among themselves. The Cubs can be arranged in 3! ways, the
- The Cubs have 3 members, so they can be arranged in 3! = 6 Red Sox in 3! ways, and the Yankees in 2! ways.

ways. Multiplying these together gives the total number of

- The Red Sox also have 3 members, so they can be arranged arrangements: 31 x 31 x 31 x 21= 6 x 6 x 6 x 2 =432,

in 3! = 6 ways.

- The Yankees have 2 members, so they can be arranged in 2!

= 2 ways.

To find the total number of arrangements, we multiply the

number of ways to arrange the blocks by the number of ways

to arrange the members within each block: 6 (for the blocks)

x 6 (Cubs) x 6 (Red Sox) x 2 (Yankees) = 432.

A

Figure 2: Example of reasoning trace before and after intra-step linguistic refinement. The refined
version achieves higher information density while preserving logical integrity.

To estimate the KL divergence across full distributions, we apply a local token window approximation,
with the detailed derivation provided in the Appendix:

min(T,L)
DY ~ Z Dxr, (Qo(- | p, s<istij—1) | Qa(- | py S<is S5, t1:5-1)) - ()

Jj=1

Here, D%‘lﬂ corresponds to the KL divergence term defined in Equation (1} The index ¢; denotes the
j-th token in the consecutive reasoning steps following the i-th step s;. In particular, ¢; corresponds to
the first token of step s;1. If the tokens within step s;, 1 are insufficient to fill the token window, the
sequence continues by accumulating tokens from subsequent reasoning steps until the window reaches
its length limit or the response ends. y represents the conditional probability distribution over the
vocabulary at position j, given all preceding tokens. T" denotes the total number of tokens in the
following reasoning segment, and L = 512 is the fixed window size used to maintain computational
tractability.

More examples of refined reasoning traces are provided in the appendix for reference. Our refinement
method offers three key advantages over previous methods: (1) it ensures information preservation
through explicit KL divergence constraints, (2) it enables adaptive compression by adjusting the
ratio based on local context importance, and (3) it is model-agnostic, avoiding reliance on external
LLMs. Together, these features allow TokenSqueeze to achieve efficient and accurate reasoning trace
compression. [llustrative examples of refined reasoning traces, demonstrating improved clarity and
information density, are provided in the appendix.

3.3 Composite Optimization Objective

The final component of TokenSqueeze jointly optimizes the language model for reasoning fidelity
and conciseness through a composite preference-based objective. Building upon standard Direct
Preference Optimization (DPO), we introduce an adaptive length-aware margin to encourage efficient
reasoning traces without sacrificing logical correctness.

We define the underlying reward maximization as:

H}T%XEm,y [7’¢(£ZJ, y) - 5DKL(7T9||7Tref) - /\IOg f(y)] 5 3)

where £(y) denotes the token length of response y, A controls the strength of length regularization,
and [ regulates the divergence penalty from the reference policy 7.



Transforming this reward into a preference loss yields the DPO-L (Direct Preference Optimization
with Length-aware) objective:

Loror = ~Eayu ) lloga (6 <log M — log W) + Mlog ( L(yr) ) >] , @

7Tref(yw ‘I) 7Tref(yl |I) E(yw )

where (x, Y., y1) denotes the input along with the preferred (shorter, correct) and rejected (longer or
incorrect) responses. The additional logarithmic term log(¢(y;)/¢(y.,)) adaptively scales the margin
based on the relative length difference, strengthening preference signals for pairs exhibiting greater
compression gains while preserving standard behavior for comparable-length pairs.

To further stabilize training and prevent reward collapse on preferred responses during optimization,
we incorporate supervised fine-tuning on positive examples, resulting in the final composite objective:

T

Lrow = nLoro-L + (1 = 0)Ezy,) |~ Z log 7o (Yo |2, y5 ) | - 5
=1

where we set 17 = 0.5 to balance the two components.

This composite training formulation maintains the theoretical guarantees of DPO while explicitly
promoting compact, high-fidelity reasoning traces. Combined with adaptive sample selection and
intra-step refinement, it completes the TokenSqueeze method for efficient reasoning optimization.

4 [Experiments

4.1 Experimental Setup

4.1.1 Training Configurations

We train DeepSeek-R 1-Distill-Qwen-7B and DeepSeek-R1-Distill-Qwen-1.5B [[11]] models using
the TokenSqueeze method described in Sections[3.1] 3.2] and[3.3] All models are optimized with a
learning rate of 5 x 106 and a batch size of 128, using the Adam optimizer. Training is conducted
using the PyTorch framework on computing nodes equipped with 8 xXNVIDIA Tesla A100 GPUs.
Additional training details are provided in the appendix.

4.1.2 Datasets and Evaluation Metrics

We evaluate model performance on four benchmark datasets: AIME24, MATHS00 [13], AIME25, and
LiveCodeBench [23]]. As comparisons, we include several recent strong methods such as DAST [27]],
TrainEffi [4]. Notably, we also compared with a reproduced version of Kimi-k1.5 (DPO) [29]
following the experimental setup described in its official release, since the original implementation
is not released and the reported results are not based on Qwen-2.5 7B/1.5B model. In our result
tables, "baseline" refers to the unaugmented original model prior to applying any enhancements or
the TokenSqueeze method.

We report all results as the average of 16 independent runs to reduce variance and ensure robustness.
A sampling temperature of 0.6 is used consistently across AIME24, MATHS500, and AIME2S5 to
ensure fair comparison. For LiveCodeBench, we evaluate on problems dated from 2024.08.01 to
2025.01.31, following the setup used by DeepSeek-R1 [[L1]. This time window is chosen because it
contains fewer examples affected by data leakage, making it a more reliable benchmark for real-world
performance.

To evaluate model performance, we use four key metrics: Answer Accuracy, the percentage of
correctly solved problems; Average Length of Correct Responses (Len-T), the average number of
tokens in correct answers; Average Length of All Responses (Len-A), the average number of tokens
across all generated responses; and Area Under the Curve (AUC), which measures performance under
a 32K token budget by computing the area under the accuracy—token usage curve.



Table 1: Performance comparison of different training methods across two model sizes. TokenSqueeze
consistently improves token efficiency while maintaining or improving accuracy, achieving higher
AUC scores compared to baselines. Bolded metrics in the table indicate our method.

Dataset Method DeepSeek-R1-Distill-Qwen-7B ‘ DeepSeek-R1-Distill-Qwen-1.5B
Acc (%) Len-T Len-A AUC (%) ‘ Acc (%) Len-T Len-A AUC (%)
Baseline 55.5 7543 13337 41.6 28.9 7374 16906 225
Kimi-k1.5 (reproduced) [29]  51.2 5249 (-30.4%) 9221 (-30.9%) 41.8 28.1 5034 (-31.7%) 12159 (-28.1%)  23.8
AIME24 DAST (27 533 6339 (-16.0%) - - - - - -
TrainEffi [4] 56.0 - 10768 (-19.2%) - 31.7 - 9399 (-44.4%) -
TokenSqueeze 57.5 5157 (-31.6%) 9189 (-31.1%) 48.5 333 5841 (-20.8%) 10731 (-36.5%) 27.4
Baseline 92.8 3638 4190 83.6 83.9 3637 5412 76.1
Kimi-k1.5 (reproduced) 88.2 1698 (-53.3%) 2298 (-45.2%) 83.7 80.8 1870 (-48.6%) 3029 (-44.0%) 76.2
MATHS00 DAST 92.6 2802 (-23.0%) - - - - - -
TrainEffi 923 - 3259 (-22.2%) - 82.7 - 2818 (-47.9%) -
TokenSqueeze 924 1773 (-51.3%) 2045 (-51.2%) 87.5 83.2 2005 (-44.9%) 2750 (-49.2%) 78.1
Baseline 39.2 6646 14372 31.2 244 5818 16070 20.1
AIME25 Kimi-k1.5 (reproduced) 38.1 4337 (-34.7%) 10575 (-26.4%)  33.1 233 4528 (-22.2%) 13991 (-12.9%)  20.1
DAST! 39.1 4602 (-30.8%) - - - - - -
TokenSqueeze 39.8 4711 (-29.1%) 10550 (-26.6%)  34.1 244 4672 (-19.7%) 11169 (-30.5%) 20.9
. Baseline 31.3 3961 20690 275 13.4 2629 26513 12.3
Ll;:fc(’hde Kimi-k1.5 (reproduced) 248 3256 (-17.8%) 19242 (-7.0%) 22.3 12.5 2088 (-20.6%) 25318 (-4.5%) 12.6
DAST' 29.7 3494 (-11.8%) - - - - - -
TokenSqueeze 35.0 3200 (-19.2%) 15635 (-24.4%) 31.6 16.7 2587 (-1.6%) 24842 (-6.3%) 154

! Reproduced from the official open-source model, as the original paper did not report this result.
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Figure 3: TokenSqueeze outperforms the base model across token budgets on AIME24 and MATHS00,
with up to 15.5% higher accuracy on AIME24 (3K tokens) and 43.1% on MATHS500 (1K tokens).

4.2 Evaluation on General Reasoning Benchmarks

Table [I| summarizes the performance of TokenSqueeze compared to both base models and recent
strong methods across four benchmark datasets and two model scales. Overall, TokenSqueeze
consistently improves accuracy while significantly reducing token consumption, leading to better
token efficiency and higher AUC scores.

On the mathematical reasoning datasets AIME24, MATHS500, and AIME2S5, TokenSqueeze com-
presses token usage significantly without sacrificing accuracy. In MATHS00, it reduces the average
length of correct reasoning traces by nearly half, while maintaining accuracy close to the base
model. Similarly, on AIME24 and AIME2S5, it not only compresses the output effectively but also
improves or matches the base model’s accuracy, outperforming methods like Kimi-k1.5 (DPO) [29]]
and DAST [27]] in both efficiency and effectiveness. Notably, TokenSqueeze demonstrates stronger
compression performance on the 7B model compared to the 1.5B model across most metrics.

Beyond mathematical reasoning, TokenSqueeze also excels in programming tasks, demonstrating
its ability to generalize. On LiveCodeBench, which includes real-world coding challenges, Token-



Squeeze significantly improves accuracy and reduces output length, showing its robustness and
adaptability across domains.

In terms of AUC, which measures accuracy under token budget constraints, TokenSqueeze consistently
improves performance across all datasets, proving it to be an effective solution for enhancing reasoning
quality while reducing computational costs. Figure [3|further illustrates the efficiency gains: under
the same token budget, TokenSqueeze achieves up to 15.5% higher accuracy on AIME24 at 3k
tokens and 43.1% higher accuracy on MATHS500 at 1k tokens compared to the base model. These
results highlight TokenSqueeze’s success in balancing reasoning quality and efficiency, addressing
the long-standing trade-off between accuracy and computational cost in LLM tasks.

4.3 Ablation Study
4.3.1 Impact of Adaptive Reasoning Depth Selection

We first evaluate the contribution of TokenSqueeze’s adaptive selection mechanism, which adjusts
the threshold for selecting appropriate reasoning depths based on problem complexity. As shown in
Table 2] we compare four configurations for selecting training pairs from self-generated responses:
Shortest, Q-FIX, Q-DYN (w/ extra pos), and Q-DYN.

All configurations use the same preference-based learning method, where a correct response is
selected as the positive sample and paired with longer incorrect responses. In the Shortest baseline,
only the shortest correct trace is selected. Q-FIX selects correct responses at a fixed quantile of the
length ranking, without adapting to problem difficulty. Q-DYN introduces an adaptive threshold,
g = a x (1 — p), where p is the correctness rate and « = 0.2, allowing the reasoning depth to vary
with task complexity. Q-DYN (w/ extra pos) extends Q-DYN by including all correct traces longer
than 1.5x the positive sample length—as in the Kimi-k1.5 (DPO) [29] setting—as additional negative
samples.

Compared to Shortest, Q-FIX achieves higher
accuracy with only a moderate increase in re-
sponse length, suggesting that avoiding exces- 005 ] o Accuracy
sive compression is beneficial. Q-DYN (w/ extra —m— AUC

pos) further reduces response length, but at the 0875
cost of accuracy. We believe this accuracy drop |
is due to the inclusion of correct traces as nega- '

tive samples, which weakens the model’s ability 0.850
to distinguish correct from incorrect reasoning
and encourages excessive compression during
training. In contrast, Q-DYN achieves the high- 0.825
est accuracy on both datasets while maintaining v > o " " T
competitive length, supporting our hypothesis Hyperparameter o

that adapting reasoning depth to task complexity

is crucial for balancing efficiency and correct- Figure 4: Effect of the o parameter in adaptive
ness [32]. quantile selection. Moderate values (e.g., a =

0.2) provide the best balance between accuracy

To further explore the impact of the o parameter, apq token efficiency, while extreme values degrade
we conduct a comprehensive analysis and visual- - erformance.

ize the results in Figure ] We find that o = 0.2

strikes the best balance between accuracy and

token efficiency across both datasets. Extreme values, such as o = 0 or o = 1, degrade performance
due to either excessive compression or overly long reasoning chains that introduce noise and irrelevant
logic.
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4.3.2 Impact of Intra-Step Linguistic Refinement

Building on the preference data from Section 3.1} we now evaluate the effectiveness of intra-step
linguistic refinement in improving reasoning efficiency. We compare four rewriting methods: (1)
TokenSqueeze without refinement, (2) prompt-based rewriting using GPT-40-mini, (3) the TokenSkip
method from prior work, and (4) our proposed refinement method. As shown in Table 3} our method
achieves higher accuracy on both AIME24 and MATH500, performing similarly to the No Refinement
baseline. Notably, both GPT-40-mini and TokenSkip are less effective at reducing response length,



Table 2: Ablation results comparing different preference data configurations. Among all variants,
Q-DYN, the method adopted by TokenSqueeze, achieves the best overall performance.

M AIME24 \ MATHS500
ethod

Acc (%) Len AUC (%)\Acc (%) Len AUC (%)
Shortest 533 5960 43.7 90.8 1926 85.5
Q-FIX 55.0 6126 448 922 2054 86.5
Q-DYN (w/ extrapos) 52.3 5666 43.3 90.8 1742 86.0
Q-DYN 57.3 6190 46.5 92.8 2180 86.7

Table 3: TokenSqueeze achieves the highest accuracy by reducing both the number and length of
reasoning steps, demonstrating its effectiveness under compression and outperforming other methods.

M AIME24 \ MATHS500
ethod

Acc (%) Len AUC (%) Steps StepLen ‘ Acc (%) Len AUC (%) Steps StepLen
Baseline 555 7543 41.6 267.0 28.1 92.8 3638 83.6 100.2 34.8
No Refinement 573 6190 46.5 198.5 29.1 92.8 2180 86.7 55.0 35.1
40-mini Rewrite 30.1 6596 313 - - 79.0 3333 564 - -
TokenSkip Rewrite 54.4 6378 43.8 - - 843 2686 64.1 - -
TokenSqueeze 57.5 5157 485 1944 26.3 924 1773 875 575 30.6

likely due to diminished reasoning ability. This confirms that our refinement method preserves
essential information while shortening responses, offering a better balance between conciseness and
correctness.

To better understand how compression is achieved, we break down the total response length into two
components: the number of reasoning steps and the average tokens per step. The method without
refinement significantly reduces the number of steps but slightly increases the average length per step,
suggesting that compression primarily occurs along the reasoning depth axis. In contrast, our full
method achieves further reduction by shortening individual steps, highlighting the effectiveness of
linguistic-level refinement.

4.3.3 Impact of Composite Optimization Objectives

We further evaluate the effectiveness of TokenSqueeze’s multi-objective training strategy by compar-
ing four optimization variants, all trained on the same dataset: (1) Direct Preference Optimization
(DPO), (2) supervised fine-tuning (SFT) on selected samples only, (3) training with a combined DPO
and SFT loss, and (4) our full method, combining SFT loss with length-regularized DPO loss.

As shown in Table 4] our analysis reveals that pure DPO training, while effective at reducing
reasoning length, significantly degrades reasoning accuracy. Without safeguards, the reward for
preferred samples diminishes over time, leading to unstable, low-quality outputs. In contrast, SFT
training on positive samples maintains reasoning accuracy but achieves only modest reductions in
token usage, as it lacks mechanisms to penalize verbosity.

Combining DPO loss and SFT loss partially addresses these issues, recovering much of the accuracy
loss while enabling more effective compression. In this setup, the SFT loss helps stabilize training,
while the DPO loss encourages concise outputs. However, further analysis suggests that there is
still room for improvement, particularly in terms of better leveraging the dataset’s compression
potential. Our complete approach, which integrates SFT loss with a length-regularized DPO loss,
delivers the strongest performance by balancing accuracy with controlled output length. By explicitly
incorporating length signals into the optimization objective, TokenSqueeze effectively fine-tunes the
trade-off between brevity and logical completeness.

These findings underscore the importance of TokenSqueeze’s integrated training strategy. The SFT
loss provides stability during training, the DPO loss optimizes the model using preference signals,
and the length regularization component reinforces the model’s tendency to generate more concise
responses.



Table 4: Comparison of training objectives using the same data. Our method combining SFT and
length-regularized DPO achieves the best balance of accuracy and compression.

M AIME24 \ MATHS500
ethod

Acc (%) Len AUC (%) \ Acc (%) Len AUC (%)
DPO 48.3 4300 42.0 91.6 1974 86.1
SFT 56.0 5734 46.3 91.8 2271 85.5
DPO+SFT 57.0 5420 473 92.6 1865 87.4
TokenSqueeze 57.5 5157 48.5 92.4 1773 87.5

5 Limitation

While TokenSqueeze achieves substantial efficiency gains without compromising reasoning accuracy,
several limitations remain that we aim to address in future work.

Heuristic Hyperparameter Selection. Some hyperparameters—most notably the KL threshold
€ used during intra-step rewriting—were determined heuristically based on limited preliminary
experiments rather than systematic tuning. Although we conducted multiple experiments with varying
hyperparameter configurations to thoroughly validate the effectiveness of our method, we did not
have sufficient time or computational resources to perform exhaustive hyperparameter optimization.
We have not yet explored the sensitivity or mutual interactions of these parameters in depth. In
particular, € governs the trade-off between semantic fidelity and linguistic brevity: setting it too low
can restrict compression excessively, while setting it too high may cause semantic drift. A more
principled study of this balance, combined with adaptive or data-driven tuning strategies, could
improve robustness across tasks and model scales. In future work, we plan to develop an adaptive
mechanism that automatically adjusts € based on context difficulty and local token divergence.

Offline-only Setting. Our current framework operates entirely under an offline preference optimiza-
tion paradigm, where preference pairs are pre-generated and the model is trained without real-time
interaction with the environment. This design simplifies implementation and ensures training stability,
but it limits adaptivity—the model cannot continuously refine its reasoning strategy based on new
feedback or task distribution shifts. In the future, we plan to extend TokenSqueeze into an online
reinforcement learning setting, where preference generation, policy updates, and reward estimation
are jointly optimized. Such an extension could enable continual self-improvement and stronger
alignment between reasoning efficiency and task accuracy.

6 Conclusion

In this paper, we introduce TokenSqueeze, a method for compressing reasoning traces in large
language models using only self-generated training data, without manual annotations or teacher
models. TokenSqueeze addresses the reasoning oversimplification dilemma by combining adaptive
reasoning depth selection, intra-step linguistic refinement, and length-aware preference optimization
to maintain task performance. Extensive experiments on reasoning benchmarks, including math
and code tasks, show that TokenSqueeze significantly reduces token usage while preserving or even
improving accuracy, offering a practical path toward efficient, high-fidelity reasoning for real-world
deployment.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims in the abstract and introduction are clearly stated and well-supported
by the methods and experimental results presented in the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made
in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or NA
answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [NA]

Justification: The proposed method demonstrates broad applicability across multiple rea-
soning tasks and model sizes. As a result, we do not include a dedicated discussion of
limitations.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution is
low or images are taken in low lighting. Or a speech-to-text system might not be used
reliably to provide closed captions for online lectures because it fails to handle technical
jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and

how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to address

problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an important
role in developing norms that preserve the integrity of the community. Reviewers will be
specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper focuses on empirical methodology and practical effectiveness rather
than formal theoretical analysis.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they
appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper details model configurations, training setups, data construction
methods, evaluation protocols, and baselines, enabling faithful reproduction of the main
results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived well
by the reviewers: Making the paper reproducible is important, regardless of whether the
code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may be
necessary to either make it possible for others to replicate the model with the same dataset,
or provide access to the model. In general. releasing code and data is often one good
way to accomplish this, but reproducibility can also be provided via detailed instructions
for how to replicate the results, access to a hosted model (e.g., in the case of a large
language model), releasing of a model checkpoint, or other means that are appropriate to
the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct the
dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the
case of closed-source models, it may be that access to the model is limited in some
way (e.g., to registered users), but it should be possible for other researchers to have
some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code and data generation pipeline will be released upon acceptance, and
all experimental settings, datasets, and training configurations are described in detail to
support full reproducibility.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized ver-
sions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper clearly outlines the training framework, base models, batch size, and
key optimization parameters, demonstrating careful experimental design and reproducibility
consideration.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: For all experiments, results are averaged over 16 independent runs to reduce
variance and ensure robustness of the reported metrics.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall run
with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call
to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error of
the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% ClI, if the hypothesis of Normality
of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error
rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper specifies the type of compute used (8xXNVIDIA Tesla A100 GPUs),
batch size, learning rate, and training framework, which are sufficient to reproduce the
experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster, or
cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than
the experiments reported in the paper (e.g., preliminary or failed experiments that didn’t
make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research uses only self-generated data without involving human subjects,
personal data, or external annotations, and aligns with principles of transparency, safety, and
fairness.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [NA]

Justification: This paper presents a method for improving reasoning efficiency in language
models, which does not raise any direct societal concerns or cause potential social harm.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact
or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations (e.g.,
deployment of technologies that could make decisions that unfairly impact specific groups),
privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point
out that an improvement in the quality of generative models could be used to generate
deepfakes for disinformation. On the other hand, it is not needed to point out that a
generic algorithm for optimizing neural networks could enable people to train models that
generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional
or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not involve any models or datasets that pose a high risk for
misuse; all data is self-generated by open-source models using publicly available datasets.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

¢ Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith
effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All external codebases, datasets, and models used in our experiments (e.g.,
MATHS500, AIME24/25, LiveCodeBench, DeepSeek-R1) are properly cited with associated
versions and URLs, and their usage complies with publicly stated licenses or terms of use.

Guidelines:
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* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service
of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets|has curated
licenses for some datasets. Their licensing guide can help determine the license of a
dataset.

* For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper introduces TokenSqueeze and clearly states that the code will be
released upon acceptance, with a placeholder URL provided for reference.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

 The paper should discuss whether and how consent was obtained from people whose asset
is used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve any crowdsourcing or research with human
subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution
of the paper involves human subjects, then as much detail as possible should be included
in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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16.

Justification: This paper does not involve any human subjects, user studies, or crowdsourced
data.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the Neur[PS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: Our method is fundamentally a training algorithm for large language models.
Guidelines:

* The answer NA means that the core method development in this research does not involve
LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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A Hyperparameter Settings and Implementation Details

A.1 Data Construction and Compression Settings

We generate self-sampled reasoning traces from the base model using a sampling temperature of 0.9
to promote output diversity. During the intra-step linguistic refinement stage, each reasoning step is
resampled at a temperature of 1.0 to produce 64 candidate rewrites. From these, the shortest variant
is selected, provided it satisfies a KL divergence constraint of 0.005, which we determined through
empirical tuning. This ensures that downstream semantics are preserved while improving overall
conciseness.

Throughout data collection and training, we adopt a consistent prompting format that explicitly
separates the model’s reasoning trace from its final answer. The prompt template is shown below:

A conversation between User and Assistant. The user asks a question, and the
Assistant solves it. The assistant first thinks about the reasoning process in
the mind and then provides the user with the answer. The reasoning process and
answer are enclosed within <think> </think> and <answer> </answer> tags,
respectively, i.e., <think> reasoning process here </think> <answer> **Final
Answer:**\n\boxed{{}} </answer>

<|User|>{question}.

<|Assistant|>

To construct preference pairs, refined traces are selected using our adaptive depth selection strategy.
The selection threshold is dynamically determined by the formula ¢ = «(1 — p), where p is the
correctness rate and « is set to 0.2. This ensures that reasoning depth adapts to problem difficulty,
balancing informativeness and brevity.

A.2 Training Configurations

We fine-tune both DeepSeek-R1-Distill-Qwen-7B and 1.5B using full-parameter training. Our
implementation builds on the DPO pipeline from the LLaMAFactory framework, with the following
modifications:

* Addition of a combined training objective using both supervised fine-tuning (SFT) loss and DPO
loss, weighted equally at 0.5 each;
* Integration of a length-aware DPO objective (DPO-L) with the length penalty coefficient A = 1, to

explicitly promote concise outputs.

We set the learning rate to 5 x 10~°, use a batch size of 128, and configure the maximum context length
to 9000 tokens to fully capture long prompt-response pairs. Training is conducted on 8 X NVIDIA
A100 GPUs and completes within approximately one day.

A.3 Evaluation Protocols

We evaluate our models on AIME24, MATH500, AIME25, and LiveCodeBench. For AIME24,
MATHS00, and AIME25, we use a decoding temperature of 0.6 and average results over 16 indepen-
dent runs. In all cases, the maximum token generation limit is set to 32,768.

For LiveCodeBench, we follow the evaluation setup from DeepSeek-R1 and restrict evaluation to
problems released between August 1, 2024 and January 31, 2025 to minimize data leakage. We use a
decoding temperature of 0.2 and again average over 16 runs to ensure robustness.

B Proof from Equation (1) to Equation (2)

Notation and Setup. We restate the two KL divergence expressions used in the main text:
Dk (Po(- | p,s<i) || Po(- | p,5<i,5})) (H
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min(7T,L)
Dyl ~ Z Dk (Qo(- | p,s<istij—1) || Qo | p, 5<is 85, t15-1)) - 2

Jj=1

These quantities measure how the model’s continuation distribution changes after rewriting a reason-
ing step s;.

We use the following notation:

* p: input prompt.
* s;: the i-th reasoning step.
* 5<;: the reasoning trace up to and including step <.
s%: the rewritten version of step s;.
* t;: the j-th token in the continuation sequence after s; or s;.

* ty.7: a continuation of length T tokens.

The probability distributions are:

Qo (- | -) : token-level next-token distribution,
|

Py(-

-) : sequence-level distribution over ¢1.7.

For brevity, define:
A(tyr) :== Py(trr | p,s<i), B(trr) := Pyo(tir | p,s<i, ;)

Step 1: Sequence-Level KL Expansion. By definition,

A(ty.
DiL(A||B) = Ey, ,n {log ( I-T)] .

6
B(t1.1) ©

Expanding both A and B autoregressively using Qp:

T T
A(tr.r) H (tj | p,s<istij-1),  B(tur) H (tj | pys<issistij—1)-

Substituting yields:

Qg t |p,3<zat1j 1)
Dxi(A|B) = Ey, lo
KL( || trr~A Z gQQ t |p75<1581’t1.7 1)

T
= ZEtl:j,INA [Dkr(Qo(- | p,5<ist1-1)||Qo(: | Py s<iy sfyt1ij—1))] - (D

j=1
Thus, the sequence-level KL is the expected sum of per-token conditional KL divergences.

Step 2: Monte Carlo Approximation. In practice, the full expectation over all token prefixes
t1:5—1 is intractable. We approximate it using a single sampled trajectory ¢;.7 ~ A:

T

%‘ENZDKL Qo(- | pys<irtii—1)||Qa(- | pys<iy sy tij-1)) - (®)
Jj=1

22



Step 3: Token-Window Truncation. To further reduce computation, we truncate the summation to
a fixed window size L (e.g., 512 tokens):
min(7T,L)

Dy, = Z Dx1(Qs(: S<irSiyti-1)) - 9)

s<istii—1) ||Q0(

This yields Equation (2) in the main text. The approximation incurs a residual term

Rp = Z B¢, ~alDxL(:
j>L

)] =0,
which remains small in practice since the influence of rewriting s; decays over long continuations.

C Refined Reasoning Trace Examples

To complement our main results, we provide several illustrative examples of refined reasoning traces
in this appendix. These examples demonstrate how TokenSqueeze compresses reasoning steps while
preserving core logic and improving clarity.

( Question )

There are two ${\bf positive}$ integers $c$ for which the equation $$5x~2+11x+c=0$$has rational solutions. What is the product of those two values of $c$?

. J
Original COT N Rewrite COT

Okay, let's tackle this problem step by step. The question is about finding two Okay, so I need to find the two positive integers \( ¢ \) for which the quadratic
positive integers \( ¢ \) for which the quadratic equation \(5x"2 + 11x +c =0 \) equation \( 5x"2 + 11x + ¢ = 0 \) has rational solutions. Then, I have to find the
has rational solutions. We need to find the product of these two values of \( ¢ \). product of those two values of \( ¢ \).
First, I remember that for a quadratic equation \( ax”2 + bx + ¢ = 0 \) to have First, I remember that for a quadratic equation \( ax"2 + bx + ¢ = 0 \) to have
rational solutions, the discriminant must be a perfect square. The discriminant is rational solutions, the discriminant must be a perfect square. The discriminant is
given by \( b"2 - 4ac \). If the discriminant is a perfect square, the roots will be given by \(b"2 - 4ac \). If this value is a perfect square, the roots will be
rational because the square root of a perfect square is an integer, allowing the rational.
roots to simplify to fractions. So, applying this to our equation \( 5x~2 + 11x + ¢ = 0 \), let's calculate the
So, applying this to our equation \( 5x"2 + 11x + ¢ = 0 \), let's calculate the discriminant:
discriminant:

[

\Delta = (11)"2 - 4 \cdot 5 \cdot ¢ = 121 - 20c
\Delta = (11)"2 - 4 \cdot 5 \cdot ¢ = 121 - 20c \]
\] For the equation to have rational solutions, \( 121 - 20c \) must be a perfect

For the equation to have rational solutions, \( 121 - 20c \) must be a perfect square.
square. Let's denote this perfect square as \( k"2 \), where \(k \) is a positive integer.
Let's denote this perfect square as \( k"2 \), where \( k \) is a positive integer. Therefore, we have:

Therefore, we have: [
[ 121-20c = k™2

121-20c= k"2 ]

Rearranging this equation to solve for \( ¢ \):
Rearranging this equation to solve for \( ¢ \):

[ 20c = 121- k"2 \\
20c = 121 - k"2 \\ ¢ = \frac{121 - k*2}{20}
¢ = \frac{121 - k"2}{20} \]
\] Since \( ¢ \) must be a positive integer, \( 121 - k"2 \) must be divisible by 20,
Since \( ¢ \) must be a positive integer, \( 121 - k"2 \) must be divisible by 20, and the result must be a positive integer. Therefore, \( 121 - k"2 \) must be a
and the result must be a positive integer. Therefore, \( 121 - k"2 \) must be a multiple of 20, and \( ¢ \) must be greater than 0. This means \( k"2 < 121 \), so
multiple of 20, and \( ¢ \) must be greater than 0. This means \( k"2 < 121 \), so \(k \) can take values from 1 up to 10.
\(k \) can take values from 1 up to 10. Now, let's list possible values of \( k \) and check when \( 121 - k"2 \) is divisible
Let's list the perfect squares for \(k =1\) to \( k=10 \): by 20:
[ 1.\(k=1:121-1=120\) - \(c=120/20= 6 \)
\bagin(align’“) 2.\(k=2:121-4 =117 \) - 117 is not divisible by 20.

=1: & \quad 1 \\ 3.\(k=3:121-9 =112 \) - 112 is not divisible by 20.

=2:&\quad 4 \\ 4.\(k=4:121-16 = 105 \) — 105 is not divisible by 20.
k= 3: & \quad 9 \\ 5.\(k =5:121-25 =96 \) — 96 is not divisible by 20.
k = 4: & \quad 16 \\ 6.\(k=6:121- 36 = 85 \) — 85 is not divisible by 20.
k= 5: & \quad 25 \\ 7.\(k=7:121-49 =72 \) — 72 is not divisible by 20.
k= 6: & \quad 36 \\ 8.\(k = 8:121 - 64 = 57 \) — 57 is not divisible by 20.
k=7: & \quad 49 \\ 9.\(k=9:121-81=40\)—>\(c=40/20=2))
k= 8: & \quad 64 \\ 10. \( k = 10: 121 - 100 = 21 \) — 21 is not divisible by 20.
k=9: & \quad 81 \\ So, the valid values of \( ¢ \) are 6 and 2. The product of these two values is:
k = 10: & \quad 100 \\ [
\end(allgn*) 6 \times 2 = 12

\]

Now we'll caleulate \( 121 - k"2 \) for each \( k \) and check if the result is \boxed{12}
divisible by 20:

-\(k=1\):\(121-1=120\).\(120 = 20 =6 \). \(c = 6 \) *is* an integer.

-\(k=2\)\(121-4=117\). \( 117 = 20 = 5.85 \). *Not* an integer.

-\(k=3\)\(121-9=112\). \(112 + 20 = 5.6 \). *Not* an integer.
-\(k=4\):\(121-16 =105 \). \( 105 + 20 = 5.25 \). *Not* an integer.
-\(k=5\):\(121-25=96\). \( 96 = 20 = 4.8 \). *Not* an integer.
-\(k=6\):\(121-36=85\). \(85 + 20 = 4.25 \). *Not* an integer.
-\(k=7\):\(121-49=72\).\(72 = 20 = 3.6 \). *Not* an integer.
-\(k=8\):\(121- 64 =57 \). \(57 = 20 = 2.85 \). *Not* an integer.

-\(k=9\):\(121-81=40\).\(40 = 20=2\). \(c=2\) *is* an integer.

-\(k=10\): \(121-100 = 21 \). \( 21 + 20 = 1.05 \). *Not* an integer.

So, the values of \( ¢ \) that are positive integers are 6 and 2. We need the

product

of these two values:

[
6 \times 2 = 12

\]
K\boxed(lZ) )L )

= J

Figure 5: Reasoning trace comparison for a quadratic equation problem before and after refinement.
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( ——— 0
Question
Joe wants to find all the four-letter words that begin and end with the same letter. How many combinations of letters satisfy this property?

——{ Original COT N Rewrite COT J—
First, determine the number of choices for the first and last letters since they First, determine the number of choices for the first and last letters since they
must be the same. There are 26 letters in the English alphabet, so there are 26 must be the same. There are 26 letters in the English alphabet, so there are 26
possible choices. possible choices.

Next, consider the second and third letters. Each of these positions can be any Next, for each of the middle two letters, there are 26 possible choices since they
of the 26 letters, so there are 26 choices for the second letter and 26 choices can be any letter.
for the third letter. To find the total number of four-letter words, multiply the number of choices for
To find the total number of four-letter combinations, multiply the number of each position: 26 (for the first and last letters) x 26 (for the second letter) x 26
choices for each position: 26 (for the first and last letters) multiplied by 26 (for (for the third letter).
the second letter) multiplied by 26 (for the third letter). 26 x 26 x 26 = 26° = 17,576
So, the total number of combinations is 26 * 26 * 26 = 17 576. To determine the number of four-letter words that begin and end with the same
To determine the number of four-letter words that begin and end with the same letter, we'll follow these steps:
letter, let's break down the problem step by step. 1. **Choosing the First and Last Letter:**
1. **Choosing the First and Last Letter:** - There are 26 letters in the English alphabet.
- There are 26 letters in the English alphabet. - Since the first and last letters must be the same, we have **26 choices** for
- Since the first and last letters must be the same, we have **26 choices** for this letter.
this lefter. 2. **Choosing the Middle Two Letters:**
2. **Choosing the Second and Third Letters:** - The second letter can be any of the 26 letters.
- The second and third letters can be any letters in the alphabet. - The third letter can also be any of the 26 letters.
- For the second letter, there are **26 choices**. 3. **Calculating the Total Combinations:**
- For the third letter, there are **26 choices**. - Multiply the number of choices for each position:
3. **Calculating the Total Number of Combinations:**
- Multiply the number of choices for each position: \text{Total combinations} = 26 \times 26 \times 26 = 17 \I576
[
26 \text{ (first letter)} \times 26 \text{ (second letter)} \times 26 \text{ **Final Answer:**
(third letter)} \times 1 \text{ (last letter, same as first)} = 26”3 \boxed{17 \I576}
\
- Calculating:
26”3 = 26 \times 26 \times 26 = 17 576
\]
**Final Answer:**
\boxed{17 \I576}
& J J
(. J

Figure 6: Reasoning trace comparison for a constrained letter-counting problem before and after

refinement.

( N N
e Question A
The point $0% is the center of the circle circumscribed about $\triangle ABC$, with $\angle BOC = 120™{\circ}$ and $\angle AOB = 140"{\circ}$, as shown. What is the

degree measure of $\angle ABC$? pair A B C; draw(Circle((0,0),20),linewidth(0.7)); label("$0$",(0,0),5); A=(-16,-12); C=(16,-12); B=(3,19.7); draw(A--B--C--

cycle linewidth(0.7)); label("$140~{\circ}$",(0,0),W); label("$120"{\circ}$"(0,0.3) E): draw(C--(0,0)--B); draw(A--(0,0)); label("$A$",A,SW); label("$B$",B,NE);

label("$C$" C,SE):
- J
——{_Original COT N Rewrite COT |~

Okay, so I have this problem where point O is the center of the circle
circumscribed around triangle ABC. They gave me two angles at point O: angle
BOC is 120 degrees, and angle AOB is 140 degrees. I need to find the measure of
angle ABC in triangle ABC.

Hmm, let me recall my geometry concepts. Since O is the circumcenter, the
angles at O (like angle AOB, angle BOC, and angle AOC) are related to the sides
of the triangle through the central angles. I remember that the measure of an
angle at the center (like angle AOB) is twice the measure of the inscribed angle
(like angle ACB) subtended by the same arc.

So, angle AOB is 140 degrees, which should be twice angle ACB. That means angle
ACB is half of 140, which is 70 degrees.

Similarly, angle BOC is given as 120 degrees, so the inscribed angle subtended by
the same arc BC would be half of that, which is 60 degrees. So, angle BAC is 60
degrees.

Now, if I can find angle ABC, which is at point B, then I can use the fact that the
sum of angles in a triangle is 180 degrees. I already have angles ACB (70 degrees)
and BAC (60 degrees). So, angle ABC would be 180 - 70 - 60, which is 50 degrees.
Wait, let me make sure I didn't mix up the angles. The central angles correspond
to wice the inscribed angles, so I think that part is correct. Angle AOB is over
arc AB, so the inscribed angle over arc AB is angle ACB, which is 70 degrees.
Similarly, angle BOC is over arc BC, so the inscribed angle over arc BC is angle
BAC, which is 60 degrees. Then, angle ABC would be the remaining angle, which is
180 - 70 - 60 = 50 degrees. Yeah, that seems right.

The measure of angle ABC is calculated by finding the inscribed angles

Alright, so I have this problem here where point O is the center of the circle
circumscribed around triangle ABC. They give me two angles at point O: angle BOC
is 120 degrees, and angle AOB is 140 degrees. I need to find the measure of angle
ABC.

Hmm, let me recall my geometry concepts. Since O is the circumcenter, the angles
at O (like angle AOB, angle BOC, and angle AOC) are related to the sides of the
triangle through the central angles. I remember that the measure of an angle at
the center (like angle AOB) is twice the measure of the inscribed angle (like angle
ACB) subtended by the same arc.

So, angle AOB is 140 degrees, which should be twice angle ACB. That means angle
ACB is half of 140, which is 70 degrees.

Similarly, angle BOC is 120 degrees, so angle BAC should be half of that, which is
60 degrees.

Now, the sum of the angles in any triangle is 180 degrees. So, if I have angle BAC
as 60 degrees and angle ACB as 70 degrees, then angle ABC must be 180 minus 60
minus 70, which is 50 degrees.

Wiait, let me double-check. Angle AOB is 140, so angle ACB is 70. Angle BOC is
120, so angle BAC is 60. Then yes, angle ABC must be 50. I think that's it.

The measure of angle ABC is determined by calculating the inscribed angles
corresponding to the central angles and then using the triangle angle sum.

- Angle AOB = 140° corresponds to inscribed angle ACB = 70°.

- Angle BOC = 120° corresponds to inscribed angle BAC = 60°.

- Using the triangle sum: ZABC = 180° - 70° - 60° = 50°.

**Final Answer:**

corresponding to the given central angles and then using the friangle angle sum \boxed{50}
formula.
1. Angle BOC (120°) corresponds to an inscribed angle BAC, so zBAC = 120°/ 2 =
0°.
2. Angle AOB (140°) corresponds to an inscribed angle ACB, so 2ACB =140°/ 2 =
70°.
3. Using the friangle angle sum formula: 2ABC = 180° - .BAC - ACB = 180° - 60°
-70°=50°.
**Final Answer:**
\boxed{50}
\ poxect U J
(. J

Figure 7: Reasoning trace comparison for a circle geometry problem before and after refinement.
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