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ABSTRACT

Is critical input information encoded in specific sparse paths within the network?
The pruning objective — finding a subset of neurons for which the response re-
mains unchanged — has been used to discover such paths. However, we show
that paths obtained from this objective do not necessarily encode the input fea-
tures and also encompass (dead) neurons that were not originally contributing to
the response. We investigate selecting paths based on neurons’ contributions to
the response to ensure that the paths envelop the critical segments of the encoded
input information. We show that these paths have the property of being provably
locally linear in an £,-ball of the input, thus having stable gradients. This property
is leveraged for proposing a feature attribution paradigm that is guided by neurons,
therefore inherently taking interactions between input features into account. We
evaluate the attribution methodology quantitatively in mainstream benchmarks.

1 INTRODUCTION

Deep rectified neural networks encode the input information using a sparse set of active neurons
(Glorot et al., 2011}, and their inference can be deemed as a pursuit algorithm for sparse coding
(Papyan et al.| [2017; Sulam et al.| 2018)). Recently, Wang et al.| (2018)) proposed using the pruning
objective and knowledge distillation (Hinton et al.,|2006) to show that significantly higher levels of
sparsity (~87% for VGG-16 (Simonyan & Zisserman, |2014) on ImageNet (Deng et al., 2009)) can
be achieved while keeping the prediction intact. These highly sparse paths are currently seen as the
critical paths and are shown to be different for inputs of different classes and adversarially manip-
ulated inputs (Qiu et al.l [2019; [Wang et al.l 2018} |Yu et al.l [2018)). Here, we investigate, whether
these highly sparse paths derived from the pruning objective indeed encode critical information of
the input features. Crucially, we can show that the pruning objective has solutions that are not crit-
ical paths, even though they have the same response as the original network. To illustrate how the
pruning objective can result in such paths, we construct a greedy pruning algorithm that by design
attempts to find a sparse path that encompasses originally dead neurons, while at the same time
satisfying the pruning objective. Furthermore, we analyze the paths selected by distillation guided
routing (Wang et al.,|2018)) and observe a similar phenomenon.

If these paths do not encode critical input features, do sparse paths that encode those features exist?
How can we find such paths? Thus far we have uncovered the undesirable property of the pruning
objective that results in paths consisting of neurons which were originally not contributing. On
the other hand, numerous works have studied the importance of individual neurons for the neural
response, and how each neuron encodes information specific to one or a subset of classes (Zhou et al.|
2018;[Bau et al., [2017; [Morcos et al.l [2018; |Olah et al.l [2017). It is therefore intuitive that selected
sparse paths should encompass important neurons for the corresponding response. Importance, or
contribution, is well defined in feature attribution literature. Many works (Fong & Vedaldi, 2017
Fong et al.,|2019; [Zintgraf et al.| |2019; Ribeiro et al.; 2016)) implicitly adopt the notion of ”marginal
contribution”, which is the effect of ablation of an input feature on the score function, and other
works (Lundberg & Leel 2017; |Ancona et al., [2019; Sundararajan et al.| 2017 |Sundararajan &
Najmil |2020) adopt a more proper axiomatic definition: the ”Shapley value” (Shapley} |1953). We
use both aforementioned notions to compute neuron contributions and investigate selecting paths
based on neuron contributions instead of the pruning objective. The first section of the work is
devoted to analysis and discussion of path selection methods, where we also use neural decoding
(Olah et al., 2017; Mahendran & Vedaldi, 2015) to semantically analyze the paths.



Under review as a conference paper at ICLR 2021

The selected paths can help to interpret the response of the network. We show that in rectified neural
networks, sparse paths selected by neuron contributions have the property of being provably locally
linear. Therefore, the corresponding sparse networks have stable gradients, a property that is ex-
ploited for input feature attribution, i.e. we can use the gradients of these paths to uncover their
corresponding features in the input. We can select various levels of sparsity, thus we are introducing
a feature attribution paradigm where high-level learned features are revealed in the input space in a
continuous fashion, based on their criticality for the neural response. The attribution approach has
the special property that it considers the distributional interdependence and the correlations between
input features. This is possible as the approach in the first step computes the contributions of neu-
rons, which have been trained to encode the complex interactions and correlations between input
features. And in the second step, the path gradient reflects the interactions between the coalition
of neurons within the path. Therefore, we observe that using a method such as integrated gradients
(Sundararajan et al.,[2017) on the neurons within our proposed framework performs better in reveal-
ing important features of the input compared to conventionally applying integrated gradients directly
on the input. The efficacy of the proposed attribution framework is evaluated by several mainstream
metrics in the attribution literature (Adebayo et al., 2018 |[Hooker et al.,2019; [Samek et al., 2017).

2 SELECTION OF SPARSE CRITICAL PATHS

Section [2.1] defines our notation, which is followed by the intoduction of the pruning objective in
Section[2.2] By constructing a greedy algorithm we show that pruning can result in undesired paths,
and then proceed to analyzing the distillation guided routing of Wang et al.| (2018). Subsequently
(Section 2.3)) we investigate selecting paths based on neuron contributions and perform comparative
path analysis with the pruning based methods. Ultimately, we conduct a semantic analysis of the
paths selected by all methods in Section [2.4] through neural decoding.

2.1 SETUP AND NOTATION

Consider a neural network ®g(x) : RP? — R with ReLU activation functions, parameters @ =
{0',...,0L}, and L hidden layers with N; neurons in layer i € {l,..,L}. The total number of
neurons is N = 3. | N;. We use z' € R™i to represent pre-activation vector at layer i, and a’ € RV
for representing the corresponding activation vector, where a' = ReLU(z'), z' = 0’a’"! + b, and
a’ = x. Note our definition of ®g(x) has a single real valued output. The reason is that we are
considering the neural path to one neuron, and this neuron could in fact be a hidden neuron in a
larger network. Thus the response is defined by ®g(x) = 0F1al + bL+!. Each individual neuron
in layer i is specified by index j € {1,..., N;}, thus denoted by z/ and a’. The vectors z' and a’ are
specifically associated with input x. Proofs are provided in Appendix

2.2  SELECTION BY PRUNING OBJECTIVE

In this section we describe the commonly used pruning objective and discuss how a solution satisfy-
ing this objective does not necessitate it being critical. The idea of pruning is to remove unnecessary
neurons from the network. Let m = {0, 1}" be a mask that represents the neurons to be kept and
pruned. The pruning objective given an input X is then defined as:

argminL (Op(x), Po(x;m © a))  s.t. ||ml|y < «, )

where © and £ denote the Hadamard product and the loss, respectively. a denotes neurons in all
layers and « controls the sparsity. Equation (1) is an enormous combinatorial optimization problem
and a plethora of solutions have been proposed in the literature (LeCun et al [1990; [Hassibi &
Stork, |1993; [Han et al.l [2015; Molchanov et al.|[2016; [Lee et al.| [2018]).

The question is whether such an objective results in paths that encode the input. We already know
that a rectified network is encoding the input in a sparse set of active neurons. Dead neurons are
irrelevant, and their removal does not alter the encoded representation.
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Figure 1: Dead Neuron Prevalence. The percentage of originally dead neurons in the selected
paths of different methods reported for sparsity of 90% (left) and 99% (right). All paths selected by
pruning objective contain originally dead (now active) neurons.

Lemma 1 (Dead Neurons) Considering a’ as the input at layer i to the following layers of the
network defined by function (I)>‘() RN — R, the Shapley value of a neuron a defined by

[CINN:=IC|=-D)! 5y >i i\ _ >
ZCC{a } N\l A (@' (CuU aj) ®,'(C)) is zero if the neuron is dead (aj = 0).

Lemma [T] (proof in Appendix [A)) shows that dead neurons have a Shapley value of zero, thus do
not contribute to the response. Note that removing an active neuron results in a change in inputs to
next layer’s neurons and thus may change their activation value, and this can result in activating an
originally dead neuron. We consider a sparse selected path undesirable if it contains neurons that
were originally dead, but have become active due to the pruning of other neurons. Such a selected
path is an artificial construct, which does not reflect the original sparse encoding of the input.

Pathological greedy pruning. We construct a
greedy algorithm to solve for the pruning objective ;
(Eq. (1)) to illustrate how a solution can select paths  initialize m’, =1 Vi,
where originally dead neurons turn active, and be-  while |ml|, > « do
come part of the highly sparse selected path that pro- st [alV,; Dp(x)|
duces the same network response. Our greedy ap- ! S
proach (Section [2.2) first ranks all neurons based on
their relevance score for the response. The relevance
is determined by the effect of removing a neuron, effectively approximated by Taylor expansion
similiar to (IMolchanov et al. H2016F |Mozer & Smolenskyl |1989I) The relevance score s is then:

Algorithm 1 Greedy pruning

ifsj.SsK/\s]".iOthen m§.<—0;

= |@o(x) — Dy(x;a; = 0)] = |2}V, Pp(¥)] . )

The next steps are removing the neuron(s) with the lowest rank, and alternating between rank com-
putation and removal on the new subsets. However, we tweak the algorithm to find paths that contain
originally dead neurons. At each removal step, we remove the lowest contributing neuron that is not
dead. Without this step, dead neurons will be pruned before others as their relevance score is zero.
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Figure 2: Path Analysis. Overlap between paths from different methods: a) overlap in entire net-
work b) layer-wise overlap between paths of all methods and NeuronIntGrad. Among the pruning-
based methods, only the path selected by DGR(init=1) overlaps with contribution-based methods.
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Figure 3: Path Decoding. a) Maximizing the network response while restricting the network to a
specific path. b) Feature visualization of the top selected neuron in each path. Results confirm that
the paths selected by the pruning objective (except for DGR (init=1)) do not encode image features.

By removing a non-zero neuron, the activation pattern can change and some originally dead neurons
can activate and become included in the path. This constructed algrithm illustrates that solving for
the pruning objective can result in undesirable paths.

Distillation Guided Routing: DGR (Wang et al|, 2018) relaxes the pruning objective (Eq. (I)) by
replacing m = {0, 1}V with continuous valued gates 0 < 1 € R. To induce sparsity, the objective is
regularized with an L1 norm, i.e. || 4x||;, where k denotes the index of the corresponding neuron:

N
min L(@o(x) Po(x; A©a) +y 3" [dlly st 4 20, 3)
k=1

where A denotes [1;]V. After the optimization, the resulting gates are binarized. In our experiments
we find that the initial value of A plays a significant role in selecting paths. Wang et al.| (2018)) use
Ainir = [1]1V without discussing its role. We denote different initilizations with DGR (init=value).

2.3 SELECTION BY NEURON CONTRIBUTION

The role of individual neurons in the response of the network for specific classes is studied from
several perspectives, Bau et al.| (2017); [Olah et al.| (2017) show that single directions are indeed in-
terpretable and mostly correspond to meaningful concepts. Moreover, the importance of individual
neurons for different output classes is studied in (2018), where individual neuron abla-
tion is conducted. The effect of removing a unit, |Dg(x) — Pg(X; a;. := 0)|, is called the marginal
contribution and satisfies symmetry and null-player axioms. It is a desirable property for a path
that is supposed to encode the critical features in the input to contain critical neurons. Therefore
we propose selecting paths of critical neurons as the critical path of the network response given an
input. Computing the exact value for the marginal contribution of all neurons is computationally ex-
pensive. Marginal contribution requires response computation N times. Therefore we use a Taylor
approximation similar to Eq. , cj. = |Dg(x) — Dy(x; a;. =0)| = |a§.Va}~_ Dy(x)|, where cj. denotes

the contribution of neuron aj.. Paths selected by this method are hereon referred to as NeuronMCT,
where MCT stands for Marginal Contribution Taylor.

The more proper definition for the notion of importance is the Shapley value. The Shapley value is
the unique definition that satisfies completeness, linearity symmetry, null player axioms. Computing
the exact Shapley value requires Z,-Lzl 2Ni=1inference steps. The integrated gradients method with
baseline 0 is equivalent to the Aumann-Shapley value, which is an extension of the Shapley value
to continuous setting, such as neural networks (]Sundararajan & Najmil, |2020I). The contribution c;'.

using integrated gradients with baseline O is:

.1 0Dg(aal;x)
¢; =aj; / ————da 4)
a=0 aa;

Henceforth, the contributions assigned as such are referred to as NeuronIntGrad.

Remark 2 NeuronMCT and NeuronIntGrad assign c;. = 0 to a neuron with aj. = 0 (dead neuron).

4
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Figure 4: Gradient Visualization. The gradients of the locally linear critical paths at different
sparsity levels for NeuronIntGrad (top) and NeuronMCT (bottom). More examples in Appendix [D}
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Having computed the contributions c; in order to select a path e = [ej.]N , with sparsity value «, we

select neurons with c; > ¢, where ¢, is the contribution value of the corresponding sparsity « in
a sorted list of contributions, i.e. if ¢ > ¢, then e. = 1, else e. = 0. Selecting the values higher

than ¢, is average-case O(n). Thus the computational burden of selecting a path depends on the
contribution assignment procedure. NeuronMCT requires one inference, and for NeuronIntGrad we
use 50 inference steps in the experiments. For both methods, the ranking of the a} are performed

network-wise, and not layer-wise, i.e. we directly compare the contribution of neurons from different
layers. This is possible because integrated gradients satisfies completeness, and for each layer i,

Z;.V:" | cj. = Dy(x) — Dy(a’ := 0), making the scores directly comparable.

2.4 PATH SELECTION EXPERIMENTS

Path analysis: To corroborate the claim that the pruning objective results in undesirable paths, we
evaluate the paths extracted by the discussed methods from a VGG-16 (Simonyan & Zisserman,
2014) network for 1k ImageNet (Deng et al., 2009) images. We report results for the paths of 90%
and 99% sparsity. Fig.[I|shows the percentage of previously dead neurons in the selected paths of all
methods. We observe that all pruning based methods have converged to selecting undesirable paths.
~70% of neurons in the top 1% selected neurons of GreedyPruning are originally dead neurons.
Another noteworthy observation is the effect of the initial value of gates in the DGR method. When
gates are initialized to 1, the paths do not drift away from the original active path as much as they
do with random (uniform [0 1]) initialization (DGR (init=r)). Nevertheless, still ~10% of neurons in
the top 1% of DGR(init=1) are originally dead neurons. A path with sparsity 99% is not a subset
of path with sparsity 90% for paths selected by pruning objective. We analyze the overlap of the
selected paths using the Jaccard similarity between path indicators e in Fig. [2h. Note the similar-
ity between NeuronIntGrad and DGR(init=1) compared to DGR(init=r). This suggests that when
initializing DGR with 1, the selected paths do not drift significantly to undesired paths, and they
still roughly contain the critical neurons, explaining why Wang et al.| (2018)) observed meaningful
paths. We also perform a layer-wise similarity analysis between paths in Fig. Zb. We observe that
the overlap between paths of NeuronIntGrad and NeuronMCT increases as we move towards final
layers, implying that the overall difference between their paths is due to differences in earlier layers.

Path decoding: Neural decoding tries to estimate the input to the network from its encoded neural
representation. Previous work (Olah et al.| 2017; Mahendran & Vedaldil |2015) focuses on feature
visualization of the entire network. The question we are interested in here is what does the path
corresponding to the input, can tell us about that input. This allows us to semantically evaluate the
paths derived from different path selection methods. In Fig. 3h, we perform the optimization on
the paths selected by different methods. When considering the original network, features related
to the predicted ("Fig”) class are visualized. When we restricted the network to the active path
(Active Subnet), optimization attempts to reconstruct the image. At 90% sparsity we observe that,
critical features relevant to the predicted class are reconstructed for contribution-based methods and
DGR(init=1). This signifies that the selected sparse path has indeed encoded features relevant to
the prediction. However, for paths selected by the pruning objective, the reconstructions resemble
noise. In Fig. [3p, we perform a semantic sanity check on the selected top neuron on each path, by
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Figure 5: Comparison with Attribution Methods. Comparison between attribution maps dervied
our proposed methods (right) vs. gradient-based attribution methods on VGG-16. Note the im-
provement of integrated gradients on the neurons (NeuronIntGrad) over integrated gradients on input
(InputIntGrad). More examples for VGG-16 and also ResNet-50 are provided in Appendix [D}
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analyzing its semantics (Olah et al.,|2017). We observe that the selected top neuron by NeuronMCT
and NeuronlntGrad is semantically highly relevant to the input, as the neuron is responsible for the
bird’s eye. DGR(init=1) top neuron is also relevant as it corresponds to feathers. While for the other
methods, the top selected neuron is semantically irrelevant, further confirming that the selected paths
are not encoding the critical features learned by the network.

3 INTERPRETING NEURAL RESPONSE VIA CRITICAL PATHS

In Section 3.1 we show that paths selected by NeuronIntGrad and NeuronMCT are locally linear.
The local linearity and stability of gradient is later used in Section for input feature attribution
and understanding to which features in the input the paths correspond.

3.1 LOCAL LINEARITY OF PATHS OF CRITICAL NEURONS

Networks with piecewise linear activation functions are piecewise linear in their output domain
(Montufar et al.,|2014)), and thus are linear at a specific point x, and Vi, j:

Dy(x) = (VxPo(x)Tx +b"*! 5 2 = (Vez))Tx + b} (5)

Although the network degenrates into a linear function at a given point, this does not mean it is
locally linear. Indeed both the value (Goodfellow et al.| [2016) and the gradient (Ghorbani et al.,
2019) of the function are unstable around a point. For discussing the local linearity of the rectified
network, we need the concept of activation pattern (Raghu et al.,[2017; Lee et al., 2019):

Definition 3 (Activation Pattern) An activation pattern AP is a set of indicators for neurons de-
noted by AP = {]l(a;.)}N where ]l(a;.) =1 ifa;. > 0 and ]1(3;) =0 ifa;. <0.

The feasible set S(x) of an activation pattern is the input regions where the activation pattern is
constant and thus the function is linear (and has stable gradients). Let B(x), = {x € R? : ||x -
xX||2 < €} denote the ¢,-ball around x with radius €, and let & » denote the largest £-ball around x
where the activation pattern is fixed and the function is linear, i.e.

é‘\x.’z = max € (6)
€20: B, 2(x)CS(x)

é 2 1s the minimum ¢, distance between x and the corresponding hyperplanes of all neurons zﬁ. (Lee
et al., 2019). The hyperplane defined by neuron 2, at point x is {X € RP : (Vxz))" + b = 0} or
{xeRP: (sz;)T)'( + (z;. - (szj.)Tx) =0}. If sz;. # 0 then the distance between x and zj. is

|(Vx2)) "% + (2 — (Vx2) %)/ |1Vx2; |2 = |2;1/11Vx2;] 12 )

Note for a neuron z;'., if szj. = 0, then z;'. = b; In order for the activation of this neuron to change,

the sz;. and consequently the AP has to change. Therefore the distance is goverened by neurons

for which szj. # 0. Lee et al. (2019) prove that &, = minlz}l/Hszj.Hz. Since szj. # 0, the
ij

existence of a linear region é » depends on |Zj.| not being equal to zero.
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Figure 6: Feature Importance. a,b,c) LeRF (ResNet-50) on Cifar10, Bridsnap, and ImageNet. d)
Remove and retrain (ROAR) (ResNet-8, Cifar10). In all experiments our methods perform best.

Locally linear network approximation: In order to approximate the original model ®g(x) with a
selected path e, we replace each neuron a;. which is not in the path, i.e. ej. = 0 with a constant value

equal to the initial value (a;.) of that neuron. Note the new constant is not a neuron anymore and thus
does not propagate gradient. Replacing the neuron with its initial value keeps A%, and neurons z’}.

unchanged. We denote such an approximate model by ®g(x; e).

Proposition 4 In a RelU rectified neural network with ®p(x) : RP — R, for a path defined by
[e}]N, ifa;. >0V e;. = 1, then there exists a linear region é, > 0 for Dy(X;e) at x.

Proposition 5 Using NeuronlntGrad and NeuronMCT, if ¢, > O, then dg(x; e) at x is locally linear:

3.2 INPUT FEATURE ATTRIBUTION THROUGH PATHS OF CRITICAL NEURONS

We investigate the correspondence between input features and the selected paths, and use it to under-
stand critical input features for the original network. Approximating the network with a surrogate
model with well-behaved gradient is used by |Dombrowski et al.| (2019), where they find a surro-
gate low-curvature model, and LIME (Mishra et al.| |2017) which finds a linear model that fits the
input/output samples in a neighborhood. The weights (gradients) of a linear model represent the
contributions of each corresponding input feature. Based on Proposition [5] the approximate model
dg(x; ) is locally linear for NeuronMCT and NeuronIntGrad. Thus, we can derive linear approxi-
mations for the model using the critical high-level features of the model. We use different levels of
sparsity and observe the most critical input features for the response (Fig. ).

Considering interdependencies between input features: If we compute the marginal contribution
or Shapley value for a single feature of the input, e.g. a pixel, the distributional interdependencies
and correlations between the pixels are not considered. For instance, ablating a single pixel from an
object in an image does not affect the score of an Oracle classifier, in any coalition. One must con-
sider that all the pixels are related when computing the marginal contribution and Shapley value for
the object (all pixels considered as one feature). Neurons inherently consider (learn) the correlations
between their input pixels. Thus, by computing the contribution of individual neurons, we are con-
sidering a complex group of pixels and their distributional relationships (more in Appendix[B.I). In
our experiments, using MCT and integrated gradients on neurons results in significantly better attri-
butions compared to applying them only to input pixels (denoted by InputMCT and InputIntGrad).

Baseline choice: The baseline value in feature attribution is supposed to model the absence of a
feature. In the image input domain, several works (Zeiler & Fergus|, 2014} Sundararajan et al.,[2017)
consider the zero (black image) as baseline. However, zero pixel values do not necessarily reflect the
absence of a feature and such a choice can be problematic (Sturmfels et al., 2020; [zzo et al., 2020)
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Figure 7: Randomization-Sensitivity Sanity Check. Similarity of attributions before and after net-
work (ResNet-50) parameter randomization. Our methods are as sensitive as the network gradient.

in input space. In feature space on the other hand it is intuitive to model the absence with removing
a neuron, as the neurons are feature detectors and do not activate if their corresponding feature is
absent. The zero baseline is therefore more justified for neurons than input space, as also used by
Ancona et al.[(2019); Shrikumar et al.| (2017). Nonetheless, sampling methods (Lundberg & Lee}
2017; |Sturmfels et al., 2020; [Sundararajan & Najmil 2020) could yield further improvements.

3.3 FEATURE ATTRIBUTION EXPERIMENTS

Input degredation (Samek et al., |2017) and Remove-and-Retrain (ROAR) (Hooker et al.| [2019)
frameworks evaluate weather the attribution maps are showing important features in the input. San-
ity check of |/Adebayo et al.|(2018)), checks whether the method is explaining model behavior.

Network parameter randomization sanity check (Adebayo et al.,, 2018): Several at-
tribution methods, such as LRP—-a180 (Montavon et al) 2017), Guided Backpropagation
(GBP)(Springenberg et al.,|2015) generate the same result after the network is randomly initialized,
thus not explaining the network (Adebayo et al.l 2018 Sixt et al., 2019). Results of randomization-
sensitivity of our methods are reported in Fig.[/] showing they are as sensitive as the gradient itself.
Input degradation - LeRF (Samek et al., 2017): Input pixels are perturbed based on their attri-
bution score and the output change is measured. Following|Ancona et al.| (2017) we remove least
relevant features first (LeRF). The results are depicted in Fig. [6(a,b,c). Note the improvement of
NeuronIntGrad and NeuronMCT over InputIntGrad (integrated gradients on input) and InputMCT.
Remove and retrain (ROAR) (Hooker et al.,[2019): Perturbing input pixels results in artifact im-
ages, and thus might cause output change without that pixel being important. ROAR overcomes this
problem, by retraining the model on the perturbed dataset. The more the accuracy drops, the better
the attribution method has revealed important features. Again we observe that NeuronIntGrad and
NeuronMCT are better than their input counterparts (Fig. [6ld). (refer to Appendix [C]for details)

4 RELATED WORK

Additional to the work of [Wang et al.| (2018)), and [Yu et al| (2018) report that activation paths for
inputs within a class overlap and are distinct from other classes. One insightful observation of Wang
et al. (2018)) is that the paths for adversarial inputs differ. An observation that is more rigorously
studied by [Qiu et al.| (2019), however path selection is not discussed. None of mentioned works
leverage the paths for interpreting the response. [Schulz et al.| (2020) propose feature attribution by
placing an information bottleneck (mask) on a chosen layer. The optimized mask is then upsampled
to the input. Placing a bottleneck is conceptually similar, however we are masking the entire network
then analyze the gradient, whereas Schulz et al.| (2020) mask one layer, and upsample the mask.

5 CONCLUSION

We show that solving the pruning objective does not necessarily yield paths that encode critical
input features. We propose finding critical paths based on neurons contributions to the response and
show that such paths in rectified networks are provably locally linear. We demonstrate how these
critical paths can be leveraged for interpreting the neural response and propose a feature attribution
methodology and validate its efficacy by comparative analysis in several popular benchmarks.
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A PROOFS

A.1 PROOF OF LEMMAII

Lemma 1 (Dead Neurons) Considering a’ as the input at layer i to the following layers of the

network defined by function ®'(.) : RN — R, the Shapley value of a neuron a;. defined by
[CINNi=|CI=-D)! ¢ ay>i iy _ §>i . . . i_

ZCQa; }_;\iil i Y V— (@, (Cu aj) ®,'(C)) is zero if the neuron is dead (aj 0).

For any layer i, the Shapley value (with baseline zero) of a neuron a;. is defined as:

Z ICI'(N; — €] - D!

AT A ®)

Ccfal)lial
where CD>i denotes the neural function after layer i. The input to CD>i is the activation vector a’. We
need to show that for all a and all possible coalitions C C {a } \ a
Dy(C U aj;x) = ®y(C;x) . 9)
We know for any a’ the outputs of neurons in the next layer are:
Zi+1 — ei+lai + bi+1 . (10)

As the baseline is considered zero, ablating a neuron aj. is done by aj. = 0. Thus z*!' does not
change by ablation of a; for any coalition C. As z/*! does not change, ®y does not change, thus we
get Oy(C U aj.;x) = Oy(C; x).

A.2 PROOF OF PROPOSITION[4]

Proposition 4 In a ReLU rectified neural network with ®g(x) : RP — R, for a path defined by
[e;.]N, ifa} >0V e} = 1, then there exists a linear region &, > 0 for Og(x; e) at X.

In Section we discuss that for ®@p(x) the existence of linear region & > 0 depends on the value
of |z | not being equal to zero. We are selecting a path [e 1N where for each neuron a; > 0 and thus

7. > 0. If we replace every neuron not on the path with a constant value equivalent to the original

value of the activation of that neuron, the activation pattern A% remains constant, and thus we get
a new approximate neural network ®g(x;e) at x, where all neurons z;. > 0. Therefore &, # 0 and
there exists a linear region.

A.3 PROOF OF PROPOSITION[3]

Proposition 5 Using NeuronIntGrad and NeuronMCT, if ¢, > 0, then ®g(x; e) at X is locally linear:

= [Do(x) — Do(x; ) = 0)| = |a] Vai @o(x)] Y

For NeuronMCT and NeuronIntGrad the contributions are assigned by:

ol 0Dg(eal;x)
¢, =al / — 7 da (12)
a=0 aal]
and )
.l 0Dg(eal;x)
¢, =al / — _da (13)
a=0 aal]

respectively. It is evident that if c > 0 then a > 0. Hence according to Prop Ithe selected paths
and the approximate ®g(x; e) is locally linear.
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A.4 PROOFS FOR AXIOMS OF MARGINAL CONTRIBUTION

Defining marginal contribution of neuron a;. at layer i as:
¢ = g ({al}l)) - o5 (fal}l| \ al) (14)
A.4.1 NULL PLAYER

The null player axiom asserts that if a neuron is a null player, i.e.
7 (S U al) = DFI(S), (15)

forall S C {a;. }]I.V:"l \ aj., then cj. must be zero.

Eq. [15|is assumed for all S, therefore by substituting S = {a;. }JI.V:"1 \ aj., in Eq. we get:

05 ({al} ) = D5 ({al} \ ah), (16)
which results in cj. =0.

A.4.2 SYMMETRY

The symmetry axiom asserts for all § C {a§ };.V:"'l \ {a;'., al } if
7S val) = by (S Uay) (17)
holds, then ¢} = c;
Eq. [17|is assumed for all S, therefore by substituting S = {a’;. }j\i‘l \ {a;., a;'(}, in Eq. we have:
O5f({af} ¥ \ a)) = D5 ({al} \ap) . (18)

By substituting into Eq. we obtain c;'( = c’]

B FURTHER DISCUSSIONS

B.1 INTERDEPENDENCIES BETWEEN INPUT FEATURES

If we compute the marginal contribution or Shapley value for a single feature of the input, e.g. a
pixel, the distributional interdependencies, and correlations between the pixels are not considered.
This is not to be confused with the interdependency that the Shapley value considers by taking
different coalitions into account. For instance, ablating a single pixel from an object in an image
does not affect the score of an Oracle classifier, in any coalition. One must consider that all the pixels
are related and exist in one object when computing the marginal contribution and Shapley value for
the object (all pixels considered as one feature). We can observe a consequence of this phenomenon,
in the different results obtained by |Ancona et al.|(2017)) when removing single pixels (occlusion-1)
or removing patches, where the latter results in more semantic attribution maps. Several works
implicitly consider such interdependency by masking a group of pixels. The question is what mask
should we look for, as the prior information about the dependency of pixels is not available. There
are 2V possible masks that one can select. Moreover, a larger mask containing a feature might get the
same or higher contribution score as the mask of the feature. Therefore in (Fong & Vedaldi, [2017;
Fong et al., 2019)) priors such as the size of the mask are used. These methods look for the smallest
masks with the highest contribution. In the regime of neural networks, we encounter more problems
with mask selection. If we do not enforce any prior, we can get adversarial masks (Fong & Vedaldsi,
2017; |Goodfellow et al.||2014). Therefore, several works(Fong & Vedaldi, |2017; [Fong et al., [2019)
enforce priors such as smoothness of the masks. On the other hand, if we use the prior encoded in
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the network (which is learned from the distribution of the data), we implicitly consider the group of
pixels that are correlated with each other. Thus by computing the contribution of individual neurons,
we are considering a complex group of pixels and their distributional relationships.

C IMPLEMENTATION DETAILS

The sparsity level of ResNet-50 is 70% and VGG-16 is 90% in the experiments, unless stated other-
wise.

C.1 NETWORK PARAMETER RANDOMIZATION SANITY CHECK (ADEBAYO ET AL.,[2018))

All attribution methods are run on ResNet50 (PyTorch pretrained) and on 1k ImageNet images. The
acquired attribution maps from all methods are normalized to [-1 1] as stated by (Adebayo et al.,
2018). The layers are randomized from a normal distribution with mean=0 and variance=0.01 in
a cascading manner from the last to the first. After the randomization of each layer, the similar-
ity metrics (SSIM and Spearman Rank Correlation) are calculated between the map from the new
randomized model and the original pretrained network. Methods that are not sensitive to network
parameters (like GBP) would hence lead to high levels of similarity between maps from normalized
networks and the original map.

C.2 INPUT DEGRADATION - LERF (SAMEK ET AL., 2017

We report results on CIFAR using a custom ResNet8 (three residual blocks), Birdsnap using ResNet-
50, and ImageNet (validation set) using ResNet-50. We show the absolute fractional change of the
output as we remove the least important pixels. Lower curves mean higher specificity of the methods.
Note that, for NeuronMCT and NeuronIntGrad, the pixel perturbation process is performed on the
original model not on the critical paths selected by these methods. The critical paths are only used
to obtain the attribution maps and not after.

C.3 REMOVE AND RETRAIN (ROAR) (HOOKER ET AL.,[2019)

We perform the experiments with top 30; 50; 70; 90 of pixels perturbed. The model is retrained
for each attribution method (8 methods) on each percentile (5 percentiles) 3 times. Due to the large
number of retraining sessions required, we cannot report this benchmark on other datasets. We
evaluate this benchmark on CIFAR-10 (60k images, 32x32) with a ResNet-8 (three residual blocks).

D SUPPLEMENTARY RESULTS

D.1 REMOVE AND RETRAIN (ROAR)

Table 1: ROAR: AUCs reported for each attribution method. The lower the AUC the better.

GRADIENT GBP  GRADCAM INPUTMCT INPUTINTGRAD NEURONMCT  NEURONINTGRAD
CIFAR-10 0.728 0.702 0.584 0.723 0.741 0.580 0.574
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D.2 INPUT DEGRADATION - LERF

Table 2: Input degredation (LeRF): AUCs reported for each attribution method. The lower the AUC
the better.

GRADIENT GBP  GRADCAM INPUTMCT  INPUTINTGRAD NEURONMCT NEURONINTGRAD

CIFAR-10 0.037 0.028 0.010 0.019 0.019 0.009 0.009
BIRDSNAP 0.090 0.085 0.012 0.090 0.090 0.010 0.010
IMAGENET 0.046 0.044 0.009 0.043 0.041 0.010 0.010

D.3 DEAD NEURON PREVALENCE

B DeadNeurons
Bl ActiveNeurons

Sparsity=80
100 -

80 -

60 -

40-

Percentage

20-

Neuron Neuron DGR DGR Greedy Random
IntGrad MCT (init=1) (init=r) Pruning Pruning
Methods

Figure 8: Dead Neuron Prevalence. The percentage of originally dead neurons in the selected paths
of different methods reported for sparsity of 80%. All paths selected by pruning objective contain
originally dead (now active) neurons
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D.4 PATH ANALYSIS - ENTIRE NETWORK

Jaccard Similarity for Sparsity=80 10 Jaccard Similarity for Sparsity=99 10
Neuron 74.92% 35.71% 421% 11.11% 12.50% WAUIE  100.00% 61.74% 21.07% 0.61% 0.50% 0.73%
IntGrad intGrad
Neuron _ o 08 Neuron _ 100.00% 0.65% 0.50% 0.74% o8
s 100.00% Vet 6 . 3
DGR _ 0.6 DGR _ 100.00% 0.6
(init=1) (init=1)
DGR _ DGR _
(init=r) 0.4 (init=r) - 0.4
Greedy _ Greedy
Pruning s Pruning 02
Random _ : Random _ 100.00%
Pruning Pruning
Neuron Neuron DGR DGR Greedy Random Neuron Neuron DGR DGR Greedy Random
IntGrad mcT (init=1) (init=r) Pruning Pruning IntGrad McT (init=1) (init=r) Pruning Pruning

Figure 9: Path Analysis. Overlap between paths from different methods in entire network. Among
the pruning-based methods, only the path selected by DGR (init=1) overlaps with contribution-based
methods.

D.5 PATH ANALYSIS - LAYERWISE
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Figure 10: Path Analysis. Overlap between paths from different methods in different layers of
VGG-16. Among the pruning-based methods, only the path selected by DGR(init=1) overlaps with
NeuronIntGrad.
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D.6 GRADIENT VISUALIZATION

Original Image Original Network Sparsity=70 Sparsity=80 Sparsity=85 Sparsity=90 Sparsity=95 Sparsity=99

screw

Gordon setter great white shark
99.77% 99.75%
1DWuoinaN

peinjujuoinan

1oWuoinan

Figure 11: Gradient Visualization. The gradients of the locally linear critical paths at different
sparsity levels for NeuronIntGrad (top) and NeuronMCT (bottom).
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Figure 12: Comparison with Attribution Methods. Comparison between attribution maps dervied
our proposed methods (right) vs. gradient-based attribution methods on ResNet-50. Note the im-
provement of integrated gradients on the neurons (NeuronIntGrad) over integrated gradients on input
(InputIntGrad).
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Figure 13: Comparison with Attribution Methods. Comparison between attribution maps dervied
our proposed methods (right) vs. gradient-based attribution methods on VGG-16. Note the im-
provement of integrated gradients on the neurons (NeuronIntGrad) over integrated gradients on input
(InputIntGrad).
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