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Abstract

Public benchmarks are compromised, as the training data for many Large Language1

Models (LLMs) is contaminated with test data, suggesting a performance gap2

between benchmark scores and actual capabilities. Ideally, a private holdout set3

could be used to accurately verify scores. Unfortunately, such datasets do not exist4

for most benchmarks, and post-hoc construction of sufficiently similar datasets is5

non-trivial. To address these issues, we introduce a systematic methodology for (i)6

retrospectively constructing a holdout dataset for a target dataset, (ii) demonstrating7

the statistical indistinguishability of this retro-holdout dataset, and (iii) comparing8

LLMs on the two datasets to quantify the performance gap due to the dataset’s9

public availability. Applying these methods to TruthfulQA, we construct and10

release Retro-TruthfulQA, on which we evaluate twenty LLMs and find that some11

have inflated scores by as much as 16 percentage points. Our results demonstrate12

that public benchmark scores do not always accurately assess model properties,13

and underscore the importance of improved data practices in the field.14

1 Introduction15

Concerns have emerged about the reliability of public benchmarks to accurately assess the perfor-16

mance of large language models [1, 56, 15]. First, there is a notable discrepancy between the reported17

performance of models on evaluation datasets and their actual capabilities in practical settings [33].18

Second, achieving high scores on these evaluations is strongly incentivized, as higher scores are19

closely linked to increased publicity and wider adoption of the given model [24]. This emphasis on20

benchmarks fosters a competitive environment where optimizing for benchmark performance can21

take precedence over real-world performance, potentially compromising the practical effectiveness or22

safety of models. This situation resembles specification gaming, where models meet the requirement23

of scoring well on benchmarks without genuinely improving on the capabilities that these benchmarks24

aim to assess [29]. Extending this framing, we define the mechanisms leading to a systematic gap25

between benchmark scores and real-world performance as evaluation gaming.26

Recent research has shown that evaluation datasets have, in some cases, been included in the training27

data [43, 38, 47, 49, 26, 50], demonstrating that evaluation gaming is occurring. Such data leakage28

can destroy the predictive power of benchmarks, leading to large performance gaps between a model’s29

evaluation scores and its actual performance, as well as undermining trust in the reported model30

scores [39] – this highlights the need to improve practices for dataset release, and data collection.31

Such issues are particularly problematic given the significant role that evaluations are likely to play32

in the governance of machine learning technologies; stronger economic incentives will only increase33

the likelihood and severity of evaluation gaming. Furthermore, by misrepresenting model capabilities,34

current evaluations may create a false sense of safety. To accurately gauge the difference in a model’s35
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performance between the specific evaluation task and an analogous real-world task, we need access36

to a dataset originating from the same data distribution that has not been used during model training.37

This is the idea of holdout datasets, which are used to assess a machine learning model’s performance38

after training. By definition, a holdout dataset comes from the same distribution as its corresponding39

target dataset, meaning that any evaluation conducted on both datasets should have the same result40

within some statistical tolerance [25]. Systematic differences in performance between holdout and41

target datasets can point to overfitting caused by data leakage. Comparing a model’s performance42

on a public benchmark and a corresponding holdout dataset could reveal whether data from the43

public benchmark has influenced the training process. Unfortunately, holdout datasets are typically44

not available; benchmark developers usually release all evaluation data, although there are notable45

exceptions, e.g. Li et al. [31].46

To address these challenges, we propose retroactive holdout, or retro-holdout, datasets, which47

are verified to be similar to their corresponding target dataset through various tests, despite being48

created independently and retroactively. Utilizing a retro-holdout, we can quantify the evaluation49

performance gap of any given model. Our research advances the field by introducing a general50

and scalable methodology to create a retro-holdout dataset for a fully disclosed evaluation dataset,51

followed by rigorous testing to verify that the retro-holdout dataset closely mirrors the target dataset.52

We detail our methodology for generating and validating retro-holdout datasets, along with recom-53

mendations and tools. We conduct a demonstrative case study using the TruthfulQA benchmark [34],54

a question answering dataset that was designed to assess the propensity of language models to mimic55

human falsehoods. TruthfulQA was selected for two key reasons: (i) it has become a popular dataset56

for developers to test against [32] and (ii) it has clear safety implications, as models performing57

poorly are likely to respond to user input with believable falsehoods.58

1.1 Contributions59

In this work, we:60
61

• Develop a robust and novel process for the construction of retro-holdout datasets which are62

statistically indistinguishable from the target datasets.63

• Introduce four tests for determining the similarity between two evaluation datasets, enabling64

identification of appropriate retro-holdout datasets for accurate model evaluations.65

• Release Retro-TruthfulQA – a retro-holdout dataset for TruthfulQA, which can be used to66

quantify the performance gaps of a model on the original dataset.167

• Conduct a comprehensive evaluation of 20 models using Retro-TruthfulQA to demonstrate68

measurable score inflation.69

2 Methods70

Holdout datasets were first used in machine learning to accurately assess model performance. Unlike71

conventional holdout sets, retro-holdout datasets are not just randomly selected subsets; they are72

independently created post-hoc to match the statistical properties of the target dataset, thereby73

ensuring that they serve as effective and unbiased benchmarks for assessing real-world performance74

of the model post-training.75

For brevity, we define76

TARGET := an arbitrary, publicly available benchmark,
RETRO := a retro-holdout dataset for TARGET.

We assume that the entries in TARGET were drawn a parent distribution which we denote as PARENT.77

We propose that, utilizing TARGET, along with information regarding its creation, a retro-holdout78

dataset, RETRO, which could have been drawn from PARENT but is distinct from TARGET can be79

created.80

1Retro-TruthfulQA is only accurate on models with a training cutoff date prior to January 1st, 2024.
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Figure 1: Visualization of our methodology.

2.1 Creating the RETRO81

The methodology for crafting RETRO–while dependent on the specific TARGET–generally follows82

two overarching phases: Build Intuition and Entry Formulation. Both of these phases are crucial for83

understanding the nature of TARGET and generating entries that are representative of PARENT yet84

distinct from TARGET.85

Build Intuition To create a robust RETRO, one must have a strong understanding of the TARGET,86

focusing primarily on its intended purpose and the methodology of its creation. We recommend87

an initial thorough review of the dataset documentation and relevant literature, as well as looking88

at many entries within TARGET. This phase, though straightforward, has proven to yield critically89

valuable insights for the subsequent formulation, and later iteration, processes.90

Entry Formulation Using the insights from the Build Intuition phase, the creation of entries91

in RETRO proceeds by mirroring the structure and statistical properties of TARGET while ensuring92

distinctiveness. Further details and step-by-step documentation for this process, as applied to the93

TruthfulQA dataset, are provided in Appendix A. This appendix includes all materials and tools used94

during the creation of the Retro-TruthfulQA dataset.95

2.2 RETRO Tools96

Creating a RETRO that meets our rigorous standards for sufficient indistinguishability (see §2.3) is97

non-trivial and will typically only be achieved in an iterative manner. To aid in this process, we have98

devised a suite of tools that analyze and illustrate the various ways in which two datasets can be99

distinct.100

• Fine-Tuned Prediction Model Attention: A BERT model [10] is fine-tuned to classify101

entries as belonging to either TARGET or RETRO. Transformers Interpret,2 a library based102

on Integrated Gradients for explaining model output attribution [52] is then leveraged to103

identify which input tokens the model considered most relevant when differentiating between104

TARGET and RETRO.105

2https://pypi.org/project/transformers-interpret/
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Figure 2: Example outputs from the (a) Embedding Space Visualization, (b) Internal Cosine Similarity
Comparison.

• Datapoint Embeddings: We use the all-mpnet-base-v2 embedding model through the106

HuggingFace Sentence Transformers library to generate embedding vectors for all data107

points. These embeddings are then taken as the basis for the following three tools; when108

analyzed in conjunction they can provide meaningful insights on general similarity trends,109

outlier detection, and topic clustering.110

– Embedding Space Visualization: We employ Uniform Manifold Approximation and111

Projection (UMAP) to project these embedding vectors onto a two-dimensional plane112

[36]. The visualization provides an intuitive understanding of the dataset’s structure113

and distribution. An example output of this visualization tool is provided in Figure 2.114

– Internal Cosine Similarity Distribution: To assess similarity between entries within115

the datasets we plot histograms of pairwise cosine similarities of datapoint embeddings.116

This representation aids in identifying outliers and assessing overall similarity within117

the datasets, as demonstrated in Figure 2.118

– Largest Internal Cosine Similarity Comparison: We highlight the ten entry pairs119

with the highest cosine similarities in both datasets, providing a direct comparison of120

the most similar entries and their respective values.121

These tools are documented in more detail in Appendix C.122

2.3 Sufficient indistinguishability123

Establishing absolute certainty that the two datasets have originated from the same distribution is124

impossible. Therefore, we resort to multiple statistical tests designed to robustly test and reject the null125

hypothesis that TARGET and RETRO have a common origin. If the result of each test indicates that we126

cannot reject our null hypothesis, we designate our RETRO to be statistically indistinguishable from127

TARGET. The core motivation behind this is that, if our RETRO could have indeed been drawn from128

(PARENT − TARGET), then it should be challenging for our statistical tests to distinguish between129

TARGET and RETRO. While it is theoretically possible to construct an infinite array of tests to evaluate130

the similarity between the two datasets, practical considerations guide us to focus on four key tests131

that provide a thorough assessment:132

• Similarity of Difficulty: Are the questions in both datasets comparably challenging?133

• Semantic Embedding Similarity: What is the likelihood that a distribution of cosine134

similarities between sentence embeddings similar to that of RETRO have been pulled from135

PARENT?136
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• Prediction Accuracy: Can a model, fine-tuned on randomized splits of the datasets, differ-137

entiate between TARGET and RETRO?138

• Human Distinguishability: Can humans identify a RETRO sample hidden in two TAR-139

GET samples?140

We assert that the two datasets are statistically indistinguishable if they pass all four tests.141

Similarity of Difficulty Assessing whether the retro-holdout dataset, RETRO, matches the difficulty142

of the target dataset, TARGET, is crucial for drawing meaningful conclusions about evaluation gaming;143

otherwise performance differences could be attributed to the varying levels of difficulty, rather than144

the models’ true capabilities. To understand this potential disagreement between datasets, we consider145

models with a training cutoff date prior to the release of the TARGET, or pre-release models. Since146

pre-release models could not possibly have been effected by exposure to TARGET, their performance147

on both TARGET and RETRO should be comparable, with a margin of statistical uncertainty.148

It is essential to note that with access to a diverse array of LLMs spanning various capability levels,149

our testing methodology, combined with simple human assessment, would likely suffice to ascertain150

whether two evaluation datasets are statistically indistinguishable. However, performance of cutting-151

edge models continues to improve, meaning that pre-release models almost certainly won’t be stronger152

than the most advanced models, assuming they are accessible at all. The nature and implications153

of this constraint are discussed further in §3, and Appendix D. To address this limitation, we use a154

number of techniques to amplify model performance. These include allowing the model to choose155

multiple answers (top-k), including examples of other questions within the dataset (5-shot), including156

a routine prompt which aims to elicit intermediary outputs from the model (chain-of-thought), and157

using the ‘helpful’ prompt from Lin et al. [34].158

For TARGET and RETRO to be statistically indistinguishable, pre-release models (with and without159

performance-amplifying techniques) should score similarly on both datasets. Complete specifications160

and the rationale for the difficulty test are provided in Appendix D.161

Prediction Accuracy We adopt a modification of prediction accuracy as detailed by Dankar and162

Ibrahim [8] to train a model to classify an entry as either belonging to TARGET, or to RETRO, using an163

equivalent number of entries from each dataset. Contrary to the conventional use of logistic regression164

in synthetic data evaluations [8], we fine-tune BERT [10] on the prediction task. This choice is165

predicated on BERT’s capabilities in capturing nuanced semantic relationships within text, which are166

crucial for accurately assessing the subtle distinctions or similarities between dataset entries.167

We test this model on the remainder of the samples, as theoretically, if the model’s prediction accuracy168

on the test samples converges to 50%, within a margin allowing for statistical fluctuation, it suggests169

that the model fails to distinguish between the two datasets. This condition is rigorously tested to170

ensure the model is not merely performing at chance level but is genuinely indicative of dataset171

equivalence.172

Semantic Embedding Similarity Using well established techniques for multi-dimensional data173

analysis, we conduct a random permutation test to determine the likelihood that a distribution with174

similar properties to RETRO could be randomly drawn from PARENT [14, 37, 22]. For the test175

statistic used in our random permutation test we compute the mean of all unique, non-trivial cosine176

similarities between embeddings from PARENT and a randomly sampled subset of PARENT with the177

n = min(nTARGET, nRETRO) entries. The test statistics of both TARGET and RETRO are then compared178

with the test statistics for our N random samples, yielding one p-value for TARGET, and one for179

RETRO. To successfully pass this test,180

p-valueTARGET, p-valueRETRO ∈ [0.05, 0.95].

This range is chosen to ensure that RETRO is neither too similar nor too dissimilar from TARGET,181

promoting a balance that supports our hypothesis of indistinguishability under realistic conditions. It182

is worth noting that, unless nTARGET = nRETRO, an external loop outside of the core permutation test183

must also be defined in order to understand variance of our test statistic. Detailed visualizations and184

explanations of these tests are documented in Appendix F.185

Human Indistinguishability To assess whether the datasets were distinguishable to humans, we186

conducted a survey where participants were tasked to separate entries from TARGET and RETRO.187
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Initially, participants were oriented with ten labeled entries from each dataset to provide them with188

contextual understanding. They then undergo a series of ten tests, each comprising of three dataset189

entries - two from the TARGET and one from RETRO. All entries are drawn without replacement to190

ensure unique samples throughout the survey.191

Additionally, we implement a variation of this test using GPT-4o as the evaluator to compare human192

and model performance. See Appendix E for comprehensive details on the survey methodology,193

including specifics on participant recruitment, the structure of the test, and survey instructions.194

2.3.1 Iterating on Failures195

Although the iterative tools described in §2.2 will limit significant differences between the datasets,196

our stringent standard for required similarity render it improbable that the initial RETRO tested197

will be statistically indistinguishable. Acknowledging this, and considering the time-intensive198

nature of dataset generation, efficiency is all the more important. To this end, we recommend199

that an initial small-scale application of our process be conducted, allowing for developers to use200

our indistinguishability tests to gain insights about their TARGET. This preliminary phase allows201

developers to refine their methods and heuristics before re-conducting the process to create a more202

extensive retro-holdout dataset.203

This process was used for the construction of Retro-TruthfulQA. As anticipated, the first iteration did204

not meet our exacting standards of calibration. However, by working with the various tests on our205

smaller dataset, we identified several failure modes that were not initially apparent. These instances206

of failure, and the corresponding adjustments made, provided critical learning opportunities that207

guided the subsequent refinements.208

2.4 Evaluating Models209

The evaluation framework described in Section 2.3 was applied to assess the performance of current210

models. Experiments were conducted using the OpenAI chat completion API and various models211

from Huggingface with mostly default settings. The generation length was adjusted, and a temperature212

of 0.5 was specified, although this parameter may not apply to OpenAI chat models.213

During the construction of TruthfulQA [34], the authors envisioned that language models would214

be evaluated by the max-probability assigned to any of a predefined list of available options. This215

approach may suffer from three issues. First, this may penalize long answer options which naturally216

have lower total probability. Second, such an answer may not well reflect which of a fixed number217

of options is the most likely to be generated, seeing how this may be more determined by the first218

tokens of the option. Finally, the OpenAI API no longer provides probability output, and other API219

providers may have never had such an option.220

For these reasons, it was decided to evaluate models by providing an enumerated list of all TruthfulQA221

mc1-choices and generating tokens to select a preferred option. To minimize potential model bias,222

answers were resampled with options rotated at minimum ten times and until one option had been223

selected an additional four times over alternatives. A Vicuna-inspired prompt was used for all models224

and is described in Appendix G.1.2.225

Especially when working with pre-release models, it can be difficult to guarantee model outputs226

conform to specific formats, such as multiple choice responses. For this reason, substantial efforts227

were made to reduce fluctuations reported evaluation results. Due to prohibitive costs for many228

resamples, we were only able to calculate empirical one sigma error bars for the pre-release models229

on both TruthfulQA and Retro-TruthfulQA. On TruthfulQA, babbage-002, davinci-002, and neox-230

20b had had statistical error of ±1.27%, ±0.83%, and ±2.84% respectively, while their errors on231

Retro-TruthfulQA were ±2.47%, ±1.96%, and ±1.34%.232

3 Results and Discussion233

3.1 Retro-holdout TruthfulQA Dataset234

We release Retro-TruthfulQA, a retro-holdout dataset designed to quantify the evaluation gap for235

models tested on the TruthfulQA dataset, provided that the model’s training cutoff date is prior to236
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Table 1: Retro-TruthfulQA Indistinguishability Tests Results
Description H0 Outcome Test p-value
babbage-002 difficulty gap 0% −1.2± 7.4% ≥ 50%
davinci-002 difficulty gap 0% −3.3± 8.0% ≥ 50%

Prediction accuracy 50% 53.7± 3.26% 47.4%

TARGET Random permutation – – 6.67± 1.86%
RETRO Random permutation – – 93.48± 1.85%

GPT-4 Distinguishability 33.3% 28.0± 9.0% ≥ 50%
Human Distinguishability 33.3% 31.3± 7.1% ≥ 50%
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Figure 3: Model accuracy on Retro-TruthfulQA vs. TruthfulQA. (a) depicts the results captured
for the Similarity of Difficulty test on pre-release models, while (b) is a visualization of various
contemporary models. In both plots, a 95% confidence band for two samples of boolean values, i.e.
correct or incorrect, of sizes equal to our two datasets is shown.

January 1st, 2024. Retro-TruthfulQA mirrors the structure and content of the original TruthfulQA237

dataset across all measured categories and comprises 817 entries.238

Notably, Retro-TruthfulQA has passed all four of our indistinguishability tests, establishing it as the239

first retro-holdout dataset to be statistically indistinguishable from its corresponding target dataset.240

The tests covered aspects of the dataset to ensure semantic similarity, prediction accuracy, and human241

and model-based distinguishability, confirming that Retro-TruthfulQA accurately mirrors the original242

dataset in all essential aspects. The detailed results, complete with confidence intervals for each243

metric, are summarized in Table 1, and Figure 3(a).244

3.2 TruthfulQA Evaluation Details245

The TruthfulQA dataset contains two categorizations for entries: Category and Type. Our experiments246

have focused on the largest of these categories – Misconceptions. The Type for the dataset is either247

adversarial or non-adversarial. Our evaluation finds that GPT-3 models like babbage-002 and248

davinci-002 do significantly better on the non-adversarial portion.249

This is unsurprising as the adversarial set was constructed by testing various entries on a version of250

GPT-3 and discarding those the model answered correctly. These entries were then used as inspiration251

to create the remaining portion, but where no such model filtering was done. Due to this potential252

filtering bias and the performance difference between the two sets, we have additional chosen to focus253

on the non-adversarial portion of TruthfulQA. While these changes are deviations from the original254

TruthfulQA evaluation, it is worth noting that all experiment compare the performance of this same255
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Figure 4: Model performance gaps on TruthfulQA, quantified by the difference in a model’s bench-
mark score on TruthfulQA (Misconceptions, Non-Adversarial), and Retro-TruthfulQA (Misconcep-
tions, Non-Adversarial).

evaluation method on the original vs the retro-holdout dataset, along with calibration such that any256

statistically-significant gap between these must be explained by some form of evaluation gaming.257

3.3 The Performance Gap258

With our newly created retro-holdout dataset, we explicitly quantify the performance gap of 20259

models, which can be seen in Figure 4. Our analysis covers both larger API models such as Claude3260

and GPT-4, as well as several open-release models that have been either speculated or confirmed to261

exhibit data leakage [43].262

3.4 Contemporaneous Work263

Coinciding with our efforts, Zhang et al. [55] introduce the GSM1k dataset for assessing mathematical264

reasoning. This study employs several human tests to ensure an "apples-to-apples" similarity to their265

target dataset GSM8k [55, 7]. Similar to our findings, Zhang et al. [55] report an overperformance by266

many models on their target evaluations.267

While the GSM1k dataset comprises over 1000 entries, only 50 have been publicly released to date.268

Zhang et al. [55] recognize that releasing the entire dataset will likely result in the same data leakage269

current benchmark suffer from. They have decided to postpone the full release of GSM1k until either270

(i) the top open source models score over 95% on the benchmark, or (ii) the end of 2025.271

Given the similarity between our works, we thought it would be a good opportunity to put our272

concept of sufficient indistinguishability to the test. We took the 50 published questions from their273

dataset, henceforth referred to as GSM1k50, and examined them using the same methods as we274

did for Retro-TruthfulQA. Our semantics tools and Semantic Embedding Similarity test suggest275

that GSM1k50 can be adjusted to more closely resemble original GSM8k entries, generating a276

TARGET and RETRO random permutation of 3.02 ± 0.05% and 98.7 ± 0.02%, respectively. The277

Prediction Accuracy test reveals that GSM1k50 can be differentiated from the original GSM8k, albeit278

to a small, but statistically significant extent. These finding highlights the rigor of our notion of279

sufficient indistinguishability, but also suggests that in practical scenarios, slightly relaxed criteria280

might still produce effective retro-holdout datasets without significantly compromising evaluation281

quality.282

Despite the independent development and differing methodologies of our projects, both underscore283

the crucial role of comprehensive dataset validation in enhancing the accuracy of model evaluations.284
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3.5 Limitations285

The assumption that the retro-holdout dataset and the target dataset are drawn from the same286

distribution may not always be valid. This assumption is challenged if the target dataset itself is287

subject to distribution shifts over time; such shifts can alter the underlying data characteristics over288

time. Additionally, the process of creating a retro-holdout dataset is resource-intensive. It demands289

significant computational resources for generating and validating the dataset, as well as human experts290

for iterative adjustments based on indistinguishability tests, which may mitigate the wide adoption of291

our methodology.292

Another limitation arises from the inherent approach of matching the distribution of the target293

dataset. While this method ensures that the retro-holdout dataset mirrors the target dataset as294

closely as possible, it also inadvertently perpetuates any implicit biases that are present in the target295

dataset. Consequently, while the retro-holdout dataset might excel in mimicking the target dataset’s296

distribution, it may not provide a truly independent measure of a model’s generalization capabilities297

across broader contexts.298

4 Related Works299

Development of large language models (LLMs) continues to outpace the advancement of evaluation300

methods, raising concern about benchmark integrity [6]. Evaluation datasets are frequently used301

during an LLM’s training process, causing inflated benchmark scores; no standard methodology302

exists to detect this issue [1]. Data quality, essential for model performance, remains undervalued303

and under-incentivized [46]. Data contamination, where test data is included in training sets, results304

in models "cheating" by memorizing tests rather than generalizing [35]. High benchmark scores are305

heavily incentivized, promoting practices that compromise data quality and evaluation integrity.306

Recent work has introduced heuristics for third-party contamination tests. Sainz et al. [45] propose307

a technique to detect test set contamination by eliciting reproduction of specific test set examples.308

Golchin and Surdeanu [18] suggest a method for identifying contamination in black-box models by309

comparing the similarity between model completions of randomly selected example prefixes and the310

actual data using GPT-4. Concurrent work by [55] is notable for its use of a holdout set, a concept311

central to our approach, and shows accuracy drops of up to 13% and highlights a positive correlation312

between memorization and performance gaps.313

It is well known that metrics lose their predictive power when incentives are attached to them314

Goodhart [19], Strathern [51], Karwowski et al. [27]. As [53] state, "overemphasizing metrics315

leads to manipulation, gaming, a myopic focus on short-term goals, and other unexpected negative316

consequences." Current AI risk metrics fail to address emerging failure modes [28], and Bengio [4]317

emphasize that high benchmark scores do not necessarily equate to effective real world performance.318

Empirical findings highlight the necessity for immediate structural reforms in AI research and319

development to prioritize and encourage data quality [46]. Recent calls for a science of evaluations320

underscore the urgent need for rigorous evaluation frameworks to inform policy and ensure responsible321

AI development [5, 42].322

5 Conclusion323

Our findings demonstrate significant discrepancies between benchmark performances and real-world324

capabilities of LLMs, underscoring the need for robust and reliable evaluation methodologies. We325

introduce a novel, systematic methodology for constructing retro-holdout datasets, and conduct a326

case study of the process using the largest category of TruthfulQA. The result is Retro-TruthfulQA,327

a retro-holdout for TruthfulQA which has been shown to be statistically indistinguishable from328

the target dataset. This methodology, designed to be generally applicable across various public329

benchmark evaluations, provides tools that significantly enhance the accuracy and reliability of330

model evaluations, offering a practical path forward for the field. In a recent work Anwar et al. [2]331

explicitly challenge "How can the evaluations of LLMs be made trustworthy given the difficulty of332

assuring that there is no test-set contamination?" Our work provides a succinct and powerful response:333

Retro-Holdouts.334
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NeurIPS Paper Checklist487

1. Claims488

Answer: [Yes]489

Justification: The abstract and introduction consistently state the primary contributions of the490

paper, including the identification of contamination in public benchmarks, the introduction491

of a methodology for constructing retro-holdout datasets, the statistical validation of these492

datasets, and the evaluation of LLM performance discrepancies on such datasets. These493

sections also highlight the implications of the findings for the interpretation of public494

benchmark scores and the release of evaluation datasets, as evidenced by the application to495

TruthfulQA and the construction and release of Retro-TruthfulQA.496

Guidelines:497

• The answer NA means that the abstract and introduction do not include the claims498

made in the paper.499

• The abstract and/or introduction should clearly state the claims made, including the500

contributions made in the paper and important assumptions and limitations. A No or501

NA answer to this question will not be perceived well by the reviewers.502

• The claims made should match theoretical and experimental results, and reflect how503

much the results can be expected to generalize to other settings.504

• It is fine to include aspirational goals as motivation as long as it is clear that these goals505

are not attained by the paper.506

2. Limitations507

Question: Does the paper discuss the limitations of the work performed by the authors?508

Answer: [Yes]509

Justification: Yes, the paper provides a thorough analysis of its limitations, including a510

discussion on the constraints of the methodologies used, potential propagation of biases in511

the original dataset that is being mirrored by the retro holdout dataset.512

Guidelines:513

• The answer NA means that the paper has no limitation while the answer No means that514

the paper has limitations, but those are not discussed in the paper.515

• The authors are encouraged to create a separate "Limitations" section in their paper.516

• The paper should point out any strong assumptions and how robust the results are to517

violations of these assumptions (e.g., independence assumptions, noiseless settings,518

model well-specification, asymptotic approximations only holding locally). The authors519

should reflect on how these assumptions might be violated in practice and what the520

implications would be.521

• The authors should reflect on the scope of the claims made, e.g., if the approach was522

only tested on a few datasets or with a few runs. In general, empirical results often523

depend on implicit assumptions, which should be articulated.524

• The authors should reflect on the factors that influence the performance of the approach.525

For example, a facial recognition algorithm may perform poorly when image resolution526

is low or images are taken in low lighting. Or a speech-to-text system might not be527

used reliably to provide closed captions for online lectures because it fails to handle528

technical jargon.529

• The authors should discuss the computational efficiency of the proposed algorithms530

and how they scale with dataset size.531

• If applicable, the authors should discuss possible limitations of their approach to532

address problems of privacy and fairness.533

• While the authors might fear that complete honesty about limitations might be used by534

reviewers as grounds for rejection, a worse outcome might be that reviewers discover535

limitations that aren’t acknowledged in the paper. The authors should use their best536

judgment and recognize that individual actions in favor of transparency play an impor-537

tant role in developing norms that preserve the integrity of the community. Reviewers538

will be specifically instructed to not penalize honesty concerning limitations.539
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3. Theory Assumptions and Proofs540

Question: For each theoretical result, does the paper provide the full set of assumptions and541

a complete (and correct) proof?542

Answer: [NA] .543

Justification: We do not have any theoretical results or theorems.544

Guidelines:545

• The answer NA means that the paper does not include theoretical results.546

• All the theorems, formulas, and proofs in the paper should be numbered and cross-547

referenced.548

• All assumptions should be clearly stated or referenced in the statement of any theorems.549

• The proofs can either appear in the main paper or the supplemental material, but if550

they appear in the supplemental material, the authors are encouraged to provide a short551

proof sketch to provide intuition.552

• Inversely, any informal proof provided in the core of the paper should be complemented553

by formal proofs provided in appendix or supplemental material.554

• Theorems and Lemmas that the proof relies upon should be properly referenced.555

4. Experimental Result Reproducibility556

Question: Does the paper fully disclose all the information needed to reproduce the main ex-557

perimental results of the paper to the extent that it affects the main claims and/or conclusions558

of the paper (regardless of whether the code and data are provided or not)?559

Answer: [Yes]560

Justification: All experiments are described in full, including additional details, such as561

number of runs, packages used, and any seed specifications (when possible) in either the562

code itself or the appendix.563

Guidelines:564

• The answer NA means that the paper does not include experiments.565

• If the paper includes experiments, a No answer to this question will not be perceived566

well by the reviewers: Making the paper reproducible is important, regardless of567

whether the code and data are provided or not.568

• If the contribution is a dataset and/or model, the authors should describe the steps taken569

to make their results reproducible or verifiable.570

• Depending on the contribution, reproducibility can be accomplished in various ways.571

For example, if the contribution is a novel architecture, describing the architecture fully572

might suffice, or if the contribution is a specific model and empirical evaluation, it may573

be necessary to either make it possible for others to replicate the model with the same574

dataset, or provide access to the model. In general. releasing code and data is often575

one good way to accomplish this, but reproducibility can also be provided via detailed576

instructions for how to replicate the results, access to a hosted model (e.g., in the case577

of a large language model), releasing of a model checkpoint, or other means that are578

appropriate to the research performed.579

• While NeurIPS does not require releasing code, the conference does require all submis-580

sions to provide some reasonable avenue for reproducibility, which may depend on the581

nature of the contribution. For example582

(a) If the contribution is primarily a new algorithm, the paper should make it clear how583

to reproduce that algorithm.584

(b) If the contribution is primarily a new model architecture, the paper should describe585

the architecture clearly and fully.586

(c) If the contribution is a new model (e.g., a large language model), then there should587

either be a way to access this model for reproducing the results or a way to reproduce588

the model (e.g., with an open-source dataset or instructions for how to construct589

the dataset).590

(d) We recognize that reproducibility may be tricky in some cases, in which case591

authors are welcome to describe the particular way they provide for reproducibility.592
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In the case of closed-source models, it may be that access to the model is limited in593

some way (e.g., to registered users), but it should be possible for other researchers594

to have some path to reproducing or verifying the results.595

5. Open access to data and code596

Question: Does the paper provide open access to the data and code, with sufficient instruc-597

tions to faithfully reproduce the main experimental results, as described in supplemental598

material?599

Answer: [Yes]600

Justification: Access to all relevant code and datasets are supplied in the supplementary601

material.602

Guidelines:603

• The answer NA means that paper does not include experiments requiring code.604

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/605

public/guides/CodeSubmissionPolicy) for more details.606

• While we encourage the release of code and data, we understand that this might not be607

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not608

including code, unless this is central to the contribution (e.g., for a new open-source609

benchmark).610

• The instructions should contain the exact command and environment needed to run to611

reproduce the results. See the NeurIPS code and data submission guidelines (https:612

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.613

• The authors should provide instructions on data access and preparation, including how614

to access the raw data, preprocessed data, intermediate data, and generated data, etc.615

• The authors should provide scripts to reproduce all experimental results for the new616

proposed method and baselines. If only a subset of experiments are reproducible, they617

should state which ones are omitted from the script and why.618

• At submission time, to preserve anonymity, the authors should release anonymized619

versions (if applicable).620

• Providing as much information as possible in supplemental material (appended to the621

paper) is recommended, but including URLs to data and code is permitted.622

6. Experimental Setting/Details623

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-624

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the625

results?626

Answer: [Yes]627

Justification: Fine-tuning specifications for BERT and test splits for permutation tests are628

described in the text and appendices.629

Guidelines:630

• The answer NA means that the paper does not include experiments.631

• The experimental setting should be presented in the core of the paper to a level of detail632

that is necessary to appreciate the results and make sense of them.633

• The full details can be provided either with the code, in appendix, or as supplemental634

material.635

7. Experiment Statistical Significance636

Question: Does the paper report error bars suitably and correctly defined or other appropriate637

information about the statistical significance of the experiments?638

Answer: [Yes]639

Justification: Yes we consistently represent error bars when possible, as well as how they640

have been derived. For some experiments, we have decided to only calculate the empirical641

standard deviation for a selection of models due to prohibitive costs, however, the error642

bars calculated are in some sense, more pessimistic than those that would be calculated643

empirically.644
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Guidelines:645

• The answer NA means that the paper does not include experiments.646

• The authors should answer "Yes" if the results are accompanied by error bars, confi-647

dence intervals, or statistical significance tests, at least for the experiments that support648

the main claims of the paper.649

• The factors of variability that the error bars are capturing should be clearly stated (for650

example, train/test split, initialization, random drawing of some parameter, or overall651

run with given experimental conditions).652

• The method for calculating the error bars should be explained (closed form formula,653

call to a library function, bootstrap, etc.)654

• The assumptions made should be given (e.g., Normally distributed errors).655

• It should be clear whether the error bar is the standard deviation or the standard error656

of the mean.657

• It is OK to report 1-sigma error bars, but one should state it. The authors should658

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis659

of Normality of errors is not verified.660

• For asymmetric distributions, the authors should be careful not to show in tables or661

figures symmetric error bars that would yield results that are out of range (e.g. negative662

error rates).663

• If error bars are reported in tables or plots, The authors should explain in the text how664

they were calculated and reference the corresponding figures or tables in the text.665

8. Experiments Compute Resources666

Question: For each experiment, does the paper provide sufficient information on the com-667

puter resources (type of compute workers, memory, time of execution) needed to reproduce668

the experiments?669

Answer: [Yes]670

Justification: Yes, the paper describes details for all the compute resources used for the671

experiments as well as information about replication of the experiments.672

Guidelines:673

• The answer NA means that the paper does not include experiments.674

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,675

or cloud provider, including relevant memory and storage.676

• The paper should provide the amount of compute required for each of the individual677

experimental runs as well as estimate the total compute.678

• The paper should disclose whether the full research project required more compute679

than the experiments reported in the paper (e.g., preliminary or failed experiments that680

didn’t make it into the paper).681

9. Code Of Ethics682

Question: Does the research conducted in the paper conform, in every respect, with the683

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?684

Answer: [Yes]685

Justification: Crowd workers were used for the human annotation test through the Prolific686

platform and just compensation was ensured. The licenses for used dataset resources are687

included in the code repo.688

Guidelines:689

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.690

• If the authors answer No, they should explain the special circumstances that require a691

deviation from the Code of Ethics.692

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-693

eration due to laws or regulations in their jurisdiction).694

10. Broader Impacts695
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Question: Does the paper discuss both potential positive societal impacts and negative696

societal impacts of the work performed?697

Answer: [Yes]698

Justification: Considerations for both positive and negative outcomes related to our work in699

the conclusion and the limitations section.700

Guidelines:701

• The answer NA means that there is no societal impact of the work performed.702

• If the authors answer NA or No, they should explain why their work has no societal703

impact or why the paper does not address societal impact.704

• Examples of negative societal impacts include potential malicious or unintended uses705

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations706

(e.g., deployment of technologies that could make decisions that unfairly impact specific707

groups), privacy considerations, and security considerations.708

• The conference expects that many papers will be foundational research and not tied709

to particular applications, let alone deployments. However, if there is a direct path to710

any negative applications, the authors should point it out. For example, it is legitimate711

to point out that an improvement in the quality of generative models could be used to712

generate deepfakes for disinformation. On the other hand, it is not needed to point out713

that a generic algorithm for optimizing neural networks could enable people to train714

models that generate Deepfakes faster.715

• The authors should consider possible harms that could arise when the technology is716

being used as intended and functioning correctly, harms that could arise when the717

technology is being used as intended but gives incorrect results, and harms following718

from (intentional or unintentional) misuse of the technology.719

• If there are negative societal impacts, the authors could also discuss possible mitigation720

strategies (e.g., gated release of models, providing defenses in addition to attacks,721

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from722

feedback over time, improving the efficiency and accessibility of ML).723

11. Safeguards724

Question: Does the paper describe safeguards that have been put in place for responsible725

release of data or models that have a high risk for misuse (e.g., pretrained language models,726

image generators, or scraped datasets)?727

Answer: [NA]728

Justification: Our work does not include any outputs that require safeguard.729

Guidelines:730

• The answer NA means that the paper poses no such risks.731

• Released models that have a high risk for misuse or dual-use should be released with732

necessary safeguards to allow for controlled use of the model, for example by requiring733

that users adhere to usage guidelines or restrictions to access the model or implementing734

safety filters.735

• Datasets that have been scraped from the Internet could pose safety risks. The authors736

should describe how they avoided releasing unsafe images.737

• We recognize that providing effective safeguards is challenging, and many papers do738

not require this, but we encourage authors to take this into account and make a best739

faith effort.740

12. Licenses for existing assets741

Question: Are the creators or original owners of assets (e.g., code, data, models), used in742

the paper, properly credited and are the license and terms of use explicitly mentioned and743

properly respected?744

Answer: [Yes]745

Justification: All creators are properly credited, and the code repo includes all applicable746

licenses.747

Guidelines:748
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• The answer NA means that the paper does not use existing assets.749

• The authors should cite the original paper that produced the code package or dataset.750

• The authors should state which version of the asset is used and, if possible, include a751

URL.752

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.753

• For scraped data from a particular source (e.g., website), the copyright and terms of754

service of that source should be provided.755

• If assets are released, the license, copyright information, and terms of use in the756

package should be provided. For popular datasets, paperswithcode.com/datasets757

has curated licenses for some datasets. Their licensing guide can help determine the758

license of a dataset.759

• For existing datasets that are re-packaged, both the original license and the license of760

the derived asset (if it has changed) should be provided.761

• If this information is not available online, the authors are encouraged to reach out to762

the asset’s creators.763

13. New Assets764

Question: Are new assets introduced in the paper well documented and is the documentation765

provided alongside the assets?766

Answer: [Yes]767

Justification: Yes, all assets used in new assets have permissive licenses, and our dataset is768

documented in the Croissont format.769

Guidelines:770

• The answer NA means that the paper does not release new assets.771

• Researchers should communicate the details of the dataset/code/model as part of their772

submissions via structured templates. This includes details about training, license,773

limitations, etc.774

• The paper should discuss whether and how consent was obtained from people whose775

asset is used.776

• At submission time, remember to anonymize your assets (if applicable). You can either777

create an anonymized URL or include an anonymized zip file.778

14. Crowdsourcing and Research with Human Subjects779

Question: For crowdsourcing experiments and research with human subjects, does the paper780

include the full text of instructions given to participants and screenshots, if applicable, as781

well as details about compensation (if any)?782

Answer: [Yes]783

Justification: Instructions for all crowd workers are fully documented in the appendix and784

main body of the paper. Compensation for crowd workers is also addressed.785

Guidelines:786

• The answer NA means that the paper does not involve crowdsourcing nor research with787

human subjects.788

• Including this information in the supplemental material is fine, but if the main contribu-789

tion of the paper involves human subjects, then as much detail as possible should be790

included in the main paper.791

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,792

or other labor should be paid at least the minimum wage in the country of the data793

collector.794

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human795

Subjects796

Question: Does the paper describe potential risks incurred by study participants, whether797

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)798

approvals (or an equivalent approval/review based on the requirements of your country or799

institution) were obtained?800
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Answer: [NA]801

Justification: We did not pose any potential risks to our participants or crowd workers.802

Guidelines:803

• The answer NA means that the paper does not involve crowdsourcing nor research with804

human subjects.805

• Depending on the country in which research is conducted, IRB approval (or equivalent)806

may be required for any human subjects research. If you obtained IRB approval, you807

should clearly state this in the paper.808

• We recognize that the procedures for this may vary significantly between institutions809

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the810

guidelines for their institution.811

• For initial submissions, do not include any information that would break anonymity (if812

applicable), such as the institution conducting the review.813
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A Retro-holdout Dataset Generation814

Make sure you have access to a google sheet named <NAME> || Misconceptions815

retro-holdout Generation, where <NAME> is replaced with your name. This is where all docu-816

mentation should end up for this process.817

If at any point you have any questions, please reach out to Jacob through whatever communication818

method you have been using.819

A.1 Build intuition820

The following are relevant excerpts from the TruthfulQA paper [34]. Read through this to get a better821

understanding of the motivation/intention of the original dataset, as well as how it was generated.822

Note that citations have been removed for improved flow, and that all formatting is from the source.823

While recent language models are impressively fluent, they have a tendency to generate false
statements. These range from subtle inaccuracies to wild hallucinations. This leads to three
concerns:

1. Accidental misuse. Due to lack of rigorous testing, deployed models make false
statements to users. This could lead to deception and distrust.

2. Blocking positive applications. In applications like medical or legal advice, there
are high standards for factual accuracy. Even if models have relevant knowledge,
people may avoid deploying them without clear evidence they are reliably truthful.

3. Malicious misuse. If models can generate plausible false statements in ways that
are not easily identifiable, they could be used to deceive humans via disinformation
or fraud. By contrast, models that are reliably truthful would be harder to deploy for
deceptive uses.

To address these concerns, it is valuable to quantify how truthful models are. In particular:
How likely are models to make false statements across a range of contexts and questions?

...

[One] possible cause is that the model’s training objective actually incentivizes a false answer.
We call such false answers imitative falsehoods. For GPT-3 a false answer is an imitative
falsehood if it has high likelihood on GPT-3’s training distribution.

...

TruthfulQA aims to measure the truthfulness of a model. We use a strict standard, where a
claim counts as true if it describes the literal truth about the real world. Claims that are only
true according to a belief system or tradition (e.g. “Libras have friendly personalities”) are
counted as false.

...
We define an answer to a question as truthful iff it avoids asserting a false statement. So
truthfulness is consistent with refusing to answer a question, with expressing uncertainty, or
with giving a true but irrelevant answer. In this paper, we evaluate non-committal answers
such as “No comment” or “I don’t know” as true, even when there’s a sense in which the
model “knows” a true answer.

...
824
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TruthfulQA consists of a test set of 817 questions and is intended only for the zero-shot
setting. All questions were written by the authors and were designed to elicit imitative
falsehoods. The questions are diverse in style and cover 38 categories, where diversity is
important because a truthful model should be truthful regardless of the topic.
Most questions are one-sentence long with a median length of 9 words. Each question has sets
of true and false reference answers and a source that supports the answers (e.g. a Wikipedia
page). The reference answers are used for human evaluation, automated evaluation (see
Section 3.2), and a multiple-choice task (Section 3.1). Their construction is described in
Appendix C.1. The questions in TruthfulQA were designed to be “adversarial” in the sense
of testing for a weakness in the truthfulness of language models (rather than testing models
on a useful task). In particular, the questions test a weakness to imitative falsehoods: false
statements with high likelihood on the training distribution. We constructed the questions
using the following adversarial procedure, with GPT-3-175B (QA prompt) as the target
model:

1. We wrote questions that some humans would answer falsely. We tested them on
the target model and filtered out questions that the model consistently answered
correctly when multiple random samples were generated at nonzero temperatures.
We produced 437 questions this way, which we call the “filtered” questions.

2. Using this experience of testing on the target model, we wrote 380 additional
questions that we expected some humans and models to answer falsely. Since we
did not test on the target model, these are “unfiltered” questions. We report results
on the combined filtered and unfiltered questions. For non-combined results, see
Appendix B.4. The questions produced by this adversarial procedure may exploit
weaknesses that are not imitative. For example, the target model might answer a
question falsely because it has unusual syntax and not because the false answer was
learned during training. We describe experiments to tease apart these possibilities in
Section 4.3.

825

Some key takeaways from the TruthfulQA paper:826

• TruthfulQA (misconceptions) specifically uses common misconceptions827

→ new questions should be about misconceptions828

• Original creators used traditional search engines and resources such as Wikipedia to generate829

ideas830

→ we can use similar methods/sources831

• There are no repeated misconceptions, each is unique832

→ no misconceptions that are seen in TruthfulQA can be used, regardless of category833

→ we cannot repeat misconceptions within the new dataset834

• The filtered/unfiltered bit is kind of weird, right?835

→ we choose not to do this; so long as the output dataset passes all of our indistinguishability836

tests, it is sufficiently similar to the target dataset837

It is also helpful to review the actual TQA dataset. It has been provided in the TruthfulQA page of838

the provided spreadsheet.839

A.2 Ideate potential questions840

You will now prepare a list of reference ideas that you can use to create new entries. At this point,841

you do no have to think about how an idea could be turned to an question or how to formulate it -842

you just need to brainstorm different misconceptions that could be used as inspiration for entries.843

All entry ideas should be recorded in the Proxy-Misconceptions Question Ideas page of the844

provided spreadsheet.845

To do this, you will use two different processes.846

2.1 Look at three random entries from the original dataset, and write a new idea that you can847

think of that seems to be related to these entries. Repeat this process ~40 times.848

21



NOTE: The spreadsheet we provided has already placed the TQA misconceptions category849

in a random order.850

2.2 Find webpages that have lists of misconceptions. Try using Google (or other search engines)851

with different search queries. Copy the found ideas, and keep a reference to the source.852

A.3 Entry formulation853

You will now use your ideas to create new entries that follow both topic and style. This follows a854

particular process, which you will repeat for each entry. Once you have 5ish entries, ping me to let855

me know so that I can review them.856

Because certain models do not provide the access necessary to evaluate TruthfulQA as it was857

intended, we use a slight variation of the current method used in the EleutherAI Model Evaluations858

Harness. This is a multiple choice method in which the best answer and all incorrect answers are859

displayed, and the model must output the letter corresponding with the answer that is correct. As860

a result, your dataset entries should have one best answer and some number of incorrect answers861

(depending on the number of incorrect answers that your target entry has).862

3.1 Pick one of the original entries at random. The column Target item in the863

Retro-Misconception Dataset Creation page of the provided spreadsheet has a ran-864

dom reference question pulled already.865

3.2 Look through your list of ideas (in some random order) and identify an idea that you think866

could have a topic related to reference entry, as well as a very similar formulation as the867

reference entry. It is okay if you come up with a different idea at this point and merely use868

the first as inspiration. Aim to make the start of the question follow the same formulation as869

the reference question. E.g. if it goes, “What happens if you ..” then try to also make your870

question in the form “What happens if you..”. Place a short description of your chosen idea871

in the Chosen idea column.872

3.3 Write the question formulation you have in mind in the Rewritten in style column.873

3.4 Search the web to figure out what is the actual truth about the misconception. Document874

this in the Truth column, and include the source in the Sources column.875

3.5 Write the correct answer to the question in the Correct column. Try to have a formulation876

that is similar to one of the options for the reference question.877

3.6 Now you should populate the same number of incorrect answers as the target. To do878

this, perform Google/other search engine search on your question and see what are some879

common things said around it - whether true or not.880

3.7 Use the original formulations of the options as inspiration and try to mimic the style of each881

once (including the correct one); though make sure that all incorrect options indeed are882

incorrect.883

3.8 Once you have completed an entry, rate how similar it is to the target on a scale from 1-5 in884

the Quality rating column.885

3.9 If during this process, you find that any step does not seem feasible, then throw away the886

sample and start over from 3.1. E.g. if it seems difficult to figure out what is actually the887

truth about a misconception. (For any given entry generation, the process from 3.1 to 3.9888

should ideally take ~6-8 minutes, and should not take longer than 20 minutes; further note889

that this time amount may be off)890

A.4 Testing out the Process891

We expect this to take a decent amount of time, so we want to make sure that everything seems to892

be running smoothly early on. To verify this, we ask that you run through the entire process for893

4-5 dataset entries. This means you should generate ~15 ideas and 1 website during the ideation894

step (Appendix A.2). Using these ideas, generate dataset entries as is described in Appendix A.3.895

Once you have generated these initial 4-5 entries, please ping Jacob so that the team can review your896

questions and you can also voice any points of confusion.897
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A.5 The Spreadsheet898

As mentioned at the top of this document, you have access to a google sheet named <NAME> ||899

Misconceptions retro-holdout Generation, where <NAME> is replaced with your name. This900

is where all documentation should end up for this process.901

Table 2: Spreadsheet Page Descriptions
Name Description
TruthfulQA The entirety of the TruthfulQA dataset, including category and

source. This page is primarily for reference.

TQA (Misconceptions) The Misconceptions category of TruthfulQA. This page is
primarily used during the ideation step. The entry order has
already been randomized for you.

Retro-Misconceptions
Question Ideas

A blank page with 2 columns, Idea and Source. These should
be filled in during the ideation step (Appendix A.2), and will
subsequently be utilized during entry formulation (Appendix A.3).

Retro Misconceptions
Dataset Generation

This is the page which will contain the dataset entries that you
create, and will be used during step entry formulation (Ap-
pendix A.3). The three left most columns contain entries from
the TQA (Misconceptions) category, and their order has al-
ready been randomized for you. You will then place some sub-
set of randomly chosen ideas from the Retro-Misconceptions
Question Ideas page into the random ideas cell for each row.

EXAMPLE: Retro-Law This is an example of what the Retro Misconceptions
Dataset Generation should look like once it has been pop-
ulated.

Time Log A place to log the time that you spend on this process.
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B Retro TruthfulQA Dataset Construction902

Our dataset creation was motivated by the objective to replicate and extend the conceptual framework903

of the TruthfulQA dataset, specifically targeting the exploration of imitative falsehoods across various904

categories. The following steps outline our approach:905

1. Category selection and structural analysis906

• Extract specific categories from the TruthfulQA dataset based on their relevance to the907

types of imitative falsehoods they explore.908

• Analyze the structure of entries in these categories, both questions and answers, to909

ensure that the the crafted proxy entries adhere to similar syntactic and semantic910

frameworks.911

2. Compilation and Categorization of Misconceptions912

• Compile a comprehensive list of falsehoods about a given concept from diverse sources.913

We referred to several books such as [12], [20], and [48], and filtered out any miscon-914

ceptions that are already discussed by the original dataset, for this compilation.915

• Categorize each falsehood according to the existing categories of the TruthfulQA916

dataset. Ensure that distribution of categories and misconceptions across categories917

remains consistent.918

• When falsehoods span multiple categories, determine the most relevant category for919

each based on its primary thematic focus and similarity to the expected elicited response.920

This is helpful as the original dataset contains entries with similar misconceptions across921

categories.922

3. Selection and Adaptation of Misconceptions923

• Select specific misconceptions for each category based on their applicability and924

similarity to the target entry.925

• Adapt the selected misconceptions into the dataset by crafting questions and answers926

that replicate the provocative nature of the original entries in TruthfulQA.927

• Adhere to the syntactical structure of the original sentence when crafting the new928

entries.929

4. Quality assurance and relevance checks930

• Implement iterative review cycles to evaluate each new entry for its adherence to931

the structural and thematic standards set by the original dataset, for each category932

independently.933

• If and when possible, involve subject matter experts in the review process to ensure934

that the question does not merely have a surface-level mirroring of the original entry,935

but also elicits a misconception that is commonly present around that concept.936

• Adjust and refine entries as needed.937
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C Iterative Tools938

C.1 Embedding Based939

The first step in our diagnostic suite involves transforming the entries from the datasets, RETRO and940

TARGET into dense embedding vectors. This process transforms each dataset entry into a fixed-length941

embedding vector, frequently referred to as an embedding. This transformation effectively captures942

semantic properties of the dataset entries, enabling further analysis. We use an embedding model,943

specifically all-mpnet-base-v2 through the HuggingFace Sentence Transformers library, to create944

vector representations of each entry [41]. An entry is defined as a question, terminated with "?/n"945

followed by all multiple choice answers to the question, ordered alphabetically. All multiple choice946

answers are separated with "/n". The resulting vectors are referred to as embeddings.947

Embedding Model
1 nT· · ·

TARGET Entries

1 nG· · ·
RETRO Entries

1 nT· · ·
TARGET Embeddings

1 nG· · ·
RETRO Embeddings

Figure 5: Visualization of sentence embedding process.

We begin our investigation with dimensionality reduction techniques. Specifically, we create a two948

dimensional visual representation of the embeddings through Uniform Manifold Approximation and949

Projection (UMAP), presented by McInnes et al. [36]. This provides an intuitive and efficient way950

to compare and assess the extent to which the distributions of RETRO and TARGET overlap, and is951

exemplified in Figure 6. While this visualization serves as an intuitive and efficient means to compare952

and assess the extent of distribution overlap, it alone is insufficient to conclusively determine that953

RETRO will meet the stringent criteria for sufficient indistinguishability.954

From the field of NLP, we borrow cosine similarity between embeddings, which is a well established955

metric for measuring textual similarity Arora et al. [3]. In our analysis, we scrutinize the pairwise956

cosine similarities within each dataset, RETRO and TARGET, independently. This involves identifying957

and examining the ten most similar pairings for each dataset, that is, pairings with the highest cosine958

similarity. Examples for each of these diagnostic plots, which visually represent the similarities959

identified, can be seen in Figure 2.960

Target Subsample
Retro

Figure 6: Two dimensional visualization of the embedding vectors representing TruthfulQA (Miscon-
ceptions, Non-Adversarial) (TARGET), and TruthfulQA (Sociology, Non-Adversarial) (RETRO).
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D Difficulty Test961

The purpose of the difficulty test is to ensure that language models which were trained prior to the962

original release of the TARGET perform similarly on TARGET and RETRO. Since these pre-existing963

models cannot have meaningful generalization error on the task, their performance on TARGET and964

RETRO should be comparable.965

However, as model capabilities are rapidly improving, an older model perform similarly on the966

TARGET and the RETRO does not necessarily indicate that the questions have the same coverage967

of difficulty levels. In certain conditions, performance discrepancies might arise due to different968

distributions of question difficulty rather than generalization errors.969

To address this, we use various techniques to enhace the capabilities of the weaker models. If our970

RETRO dataset is indeed statistically indistinguishable from the TARGET dataset, then the models’971

performance on the two datasets should be similar, irrespective of the capability boost technique972

being used, as illustrated in Figure 7.973
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Figure 7: Example question difficulties for two datasets, Evaluations A and B, accompanied by
example model capability thresholds.

26



E Human Annotation Test974

Perhaps the most general way to measure the difference between two datasets is to evaluate whether975

human observers are able to identify any distinctions.976

Therefore, we recruited a number of annotators via the crowd-sourcing platform Prolific.com. These977

annotators received specific instructions and were compensated at a rate corresponding to at least978

the U.S. minimum wage. To guarantee that the participants engaged with the task seriously, three979

attentiveness questions were included in the evaluation process.980

E.1 Human Annotation Test: Description981

An annotator is provided the following written instructions:982

Instructions

This form assesses to what extent humans are able to distinguish two datasets.

You will be presented with a number of tests. Each test will consist of a number of questions
including their answers. One of these questions comes from a different dataset than the
others.

Your task is to identify which question comes from a different dataset than the others.

You will be shown a number of examples from the two datasets to give you an opportunity to
identify high-level patterns.

Please do not look up these datasets nor google the answers - use your own best judgement.
983

Note that we use the word test to describe the task of selecting which of the three is believed to be a984

member of the second dataset (RETRO) in order to avoid confusion with the term question, which is985

frequently used to describe entries within the datasets.986

Following this set of instructions, the annotator is provided with 10 random entries from the TAR-987

GET and another ten random entries from the RETRO; all 20 entries are drawn without replacement988

and labeled correctly. This is to allow the annotator to identify high level patterns and build an989

understanding of the two different sets.990

Once the annotator has reviewed these examples, they are presented with a series of tests. As991

described in the instructions, each test displays two entries which were drawn from the TARGET, and992

one question which was drawn from the RETRO. The entries are drawn randomly without replacement993

throughout the survey, implying that the maximum number of tests a single annotator can be given,994

Ntest-max = min

(
nTARGET − 10

2
, nRETRO − 10

)
, (1)

where nTARGET and nRETRO are the number of entries in the TARGET and the RETRO, respectively.995

If the RETRO is statistically indistinguishable from the TARGET, then human performance on this996

annotation test should not be statistically different from random selection.997

For our results reported in REF, a total of 23 approved participants answered 230 trials to separate998

entries for the retro hold-out.999
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F Semantic Similarity1000

The code for this test was conducted entirely in Google Colab without any modifications to default1001

settings, implying less than 12.7 GB of RAM and less than 107.7 GB of disk space used. Running1002

the entire Jupyter Notebook in Google Colab takes approximately 1 hour to run using the free default1003

runtime configuration.1004

Recall that PARENT is hypothetical parent distribution of entries from which TARGET and1005

RETRO could be drawn independently. In an ideal scenario, we could determine the likelihood1006

that RETRO was drawn from PARENT. Unfortunately, we do not have access to PARENT, so we1007

need to get a bit creative. The largest dataset we have which could be representative of PARENT is1008

(RETRO + TARGET). For this reason, we define a surrogate parent,1009

PARENT′ := RETRO + TARGET.

We will then use PARENT′ in our tests to approximate the true PARENT. It is worth mentioning1010

that, because of this approximation, TARGET and RETRO should have the same size. Unless the two1011

datasets have the same number of entries, tests which leverage PARENT′ will require an initial random1012

sub-sampling of the larger dataset, meaning that multiple iterations of this process will have to be1013

leveraged.1014

To formally determine whether RETRO could belong to PARENT, we turn to the permutation test3, a1015

robust method for analyzing whether two distributions can be considered equivalent [14, 37]. For a1016

true permutation test, we would use some test statistic to assess each unique subset of observations1017

within PARENT′ that contains the same number of observations as RETRO. Formally, we define1018

SUB := a unique subset of PARENT′ with nG entries,

where nG is the number of entries in RETRO. However, this quickly becomes infeasible for most1019

meaningful test statistics due to computational complexity. More suited to our scenario is the random1020

permutation test, in which the test statistic is calculated for SUBa∀a ∈ [1, N ] [22]. In the limit as N1021

approaches infinity, the result produced with a random permutation test will approach the result of a1022

true permutation test.1023

Once we have our random samples, our next step is to calculate some test statistic for each of these1024

samples, as well as RETRO; if our RETRO has an extreme score compared to the score of other SUBs,1025

the test is indicating that it is less likely for RETRO to be drawn from PARENT′ than other possible1026

samplings.1027
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Figure 8: Illustration of all pairwise cosine similarities within PARENT′.

For our test statistic, cosine similarity between embeddings is a logical starting place because it is a1028

tool that is frequently used in the field of Natural Language Processing as a baseline for sentence1029

similarity [3], and it is a computationally efficient method for projecting the complex information1030

stored in large embedding vectors down into a single variable. Details of embedding model usage are1031

thoroughly documented in Appendix C.1.1032

3The Permutation Test: A Visual Explanation of Statistical Testing provides a good introduction to the test.
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We can then convert the PARENT′ embeddings, which are multi-dimensional data, into analogous1033

one-dimensional data by calculating all pairwise cosine similarities which are both unique and1034

nontrivial.4 The operation results in a normalized value which can be thought of as a measure for the1035

similarity of meaning between two embedded sentences, with more similar phrases scoring close to1036

one, and very different phrases scoring close to negative one.1037
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Figure 9: Representation of the process for defining the sets of cosine similarities that we will use for
our random permutation tests.

Now that we have our sub-samples from PARENT′, which will serve as the population to which we1038

compare RETRO, the random permutation test can begin.1039

The final step of this permutation test is to evaluate RETRO using the same test statistic and compare1040

its value to that of our random samples. If the percentage of test statistics which are more extreme1041

than the test statistic for RETRO is large (p ≥ 95% or p ≤ 5%), the test indicates that our RETRO is1042

an outlier along this particular metric, suggesting that it is less likely we can treat RETRO as a true1043

holdout dataset for the TARGET.1044

1045

How likely is it that func( ) was drawn from func(

1 N

) · · · func( )?

Figure 10: Another way to consider the the question that our random permutation tests are trying to
answer, using visualization elements established in Figure 9.

4The cosine similarity between an embedding vector and itself is considered to be trivial.
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G Model Evaluation1046

G.1 Model Experiments1047

Experiments were done through the OpenAI chat completion API as well by running various models1048

from Huggingface with mostly default settings. Aside from generation length, we specified a1049

temperature of 0.5, although it may be that OpenAI chat models do not use this parameter.1050

G.1.1 Sampling1051

Since our experiments rely on generation rather than sequence probabilities, there is some randomness1052

in answers. To address this and perform multiple samples until one answers stands out (minimum ten1053

samples/questions, repeated until at least one option is ahead by three).1054

With each sample, the order of available options were shifted one step, with the initial ordering being1055

alphabetical.1056

When a model fails to generate one of the options (up to normalization such as dropping white1057

spaces), we fall back to providing options in a numbered respectively alphabetical list where choosing1058

these identifiers is also accepted.1059

G.1.2 Generation Prompt1060

For all models, a Vicuna-inspired prompt was used.1061

USER: This is a multiple-choice question. Answer it by repeating one of the1062

options, exactly and literally.1063

{question}1064

Available options:1065

{option_1}1066

{option_2}1067

..1068

{option_k}1069

Answer with one of the options.1070

ASSISTANT:1071

G.1.3 Compute1072

Due the nature of evaluating a variety of models, different experiments relied on different architecture.1073

The simplest of these being API models through OpenAI and Anthropic, which require no local1074

resources. Other models were primarily hosted by Hugging Face. The largest of these reported1075

open-release models were run using 4xT4 GPUs and the smallest could run on CPU only. The total1076

compute budget with all intermediate experiments has been less than $1000. Evaluating a single1077

model has cost between $1 and $50; and around 200 such experiments have been used to generate all1078

the values and gaps used in this paper.1079

Additionally, the classifier-accuracy test does involve training a basic BERT model, although this is1080

relatively quick on any consumer GPU.1081
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