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Abstract

Multilingual large language models (LLMs) have achieved strong performance
in high-resource languages, yet their capabilities in low-resource settings remain
underexplored. This gap is particularly severe for several Indo-Iranian languages
spoken across Muslim communities, such as Farsi/Dari, Pashto, Kurdish, Balochi,
Mazandarani, Gilaki, Luri, and Ossetian. These languages represent tens of millions
of speakers but receive limited attention in NLP research. In this paper we present
a pilot, systematic evaluation of modern multilingual LLMs across six Indo-Iranian
languages spanning high-, medium-, and low-resource levels. We assemble small
evaluation sets from publicly available resources (Quran translations, Wikipedia,
and parallel corpora), define three evaluation tasks (translation, factual question
answering, sentiment classification), and run a reproducible, open experimental pro-
tocol comparing open-source models (MBERT, mT5-small, BLOOM-560M) and
closed-source APIs (GPT-4, Google Translate). Our analysis highlights a large per-
formance gap between Farsi and more regional/minority languages (Mazandarani,
Gilaki, Ossetian), documents common failure modes (cultural mistranslation, hallu-
cinations, dialect confusions), and proposes practical steps toward closing the gap
including community-led data collection and lightweight adaptation techniques.
We emphasize that the experimental results reported here are a pilot study based on
small, hand-curated evaluation sets; the goal is to provide a concrete, reproducible
benchmark template and to motivate larger-scale follow-up work.

1 Introduction

Large-scale multilingual pretraining has driven rapid progress in natural language processing (NLP).
Models such as mBERT (Devlin et al.l 2019), mT5 (Xue et al., |2021]), and BLOOM (Scao et al.,
2022) show strong cross-lingual transfer in many tasks, and closed-source models such as GPT-4
demonstrate powerful zero-shot capabilities. Despite this, the benefits of these models are not
equitably distributed: low-resource and regional languages are often underrepresented in pretraining,
evaluation, and downstream tooling. The Indo-Iranian branch of Indo-European contains multiple
languages (Farsi, Pashto, Kurdish variants, and smaller regional languages like Mazandarani and
Gilaki) with substantial speaker populations and distinct cultural contexts. These languages are
especially important to study because failures (e.g., mistranslation of culturally specific concepts,
hallucination about local entities) can lead to misrepresentation or marginalization of communities.

This paper addresses three goals: (1) provide a reproducible pilot benchmark for Indo-Iranian
low-resource languages, (2) empirically compare representative open- and closed-source LLMs on
translation, QA, and sentiment tasks, and (3) analyze model failure modes and propose practical short-
term remedies (data collection, adaptation, evaluation best practices). We emphasize transparency:
the datasets we compile are small (20-50 examples per task per language) and the quantitative results
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should be interpreted as preliminary. Our contribution is a benchmark template and a set of initial
observations intended to catalyze larger community efforts.

Why these languages? Indo-Iranian languages are geographically and culturally important (Middle
East, Central Asia, and diasporas). While Farsi receives some attention, many regional languages
have little to no NLP resources. Closing this gap is essential for inclusive Al.

2 Related Work

Multilingual pretrained models. Early work showed that multilingual masked language models
can transfer features across languages (Pires et al.,[2019; Conneau et al., 2020). Text-to-text models
such as mT5 expanded cross-lingual pretraining to sequence-to-sequence tasks (Xue et al.| [2021)).
Large community efforts (e.g., BLOOM) provide open-access multilingual models trained on many
languages (Scao et al., 2022)). However, pretraining corpora remain heavily skewed toward high-
resource languages.

Low-resource and cross-lingual methods. Techniques for low-resource NLP include unsupervised
and weakly supervised MT (Lample and Conneaul 2018 [Sennrich et al. [2016)), back-translation
(Sennrich et al.l 2016)), cross-lingual transfer via multilingual encoders (Pires et al., 2019), and
parameter-efficient adaptation (adapters, LoRA) (Houlsby et al.| 2019; Hu et al., [2021)). Most
benchmarks focus on African, Southeast Asian, or indigenous languages; Indo-Iranian regional
languages are under-evaluated.

Benchmarks and evaluation. Standard metrics such as BLEU (Papineni et al.,2002) and accuracy
are widely used for translation and classification; recent work stresses human evaluation and culturally-
aware judgment for low-resource settings (Bender et al., 2021).

3 Methodology

3.1 Language selection

We select six languages to span a resource spectrum: Farsi (Persian) (high-resource), Pashto and
Kurdish (Kurmanji) (medium-resource), and Mazandarani, Gilaki, and Ossetian (low-resource).
The choices reflect geographic spread and typological variety.

3.2 Dataset assembly

Our goal was to create a small, diverse evaluation set that can be collected reproducibly without large
scraping pipelines. For each language and task we assembled hand-checked samples (the Pilot-INDO
set):

* Translation: 30 sentences per language sampled from parallel sources: Quran translations
(public), short Wikipedia lead paragraphs (where available), and freely licensed parallel
sentence pairs. Sentences were selected to include named entities, cultural terms, and
everyday language.

* Factual QA: 25 short question-answer pairs (“What is the capital of X?”, “Who wrote Y?”)
verifying answers via reliable sources.

» Sentiment: 40 short sentences labeled positive/negative by native or near-native annotators
where available; otherwise translated from common English sentiment datasets and spot-
checked.

Table [[] summarizes dataset sizes.

All dataset items, prompt templates, and annotator instructions are provided in the supplementary
material (Appendix [A). Note: to preserve anonymization at submission time we do not provide a
public link; we plan to release the dataset and code upon acceptance.



80

89
90
91
92
93
94
95
96

97

98
99

100

101

102
103
104

105

106

107
108
109
110
111
112

Table 1: Pilot-INDO dataset statistics (per language).

Language Translation Factual QA Sentiment
Farsi 30 25 40
Pashto 30 25 40
Kurdish (Kurmanji) 30 25 40
Mazandarani 30 25 40
Gilaki 30 25 40
Ossetian 30 25 40

3.3 Models and experimental protocol
We compare a set of open-source models and closed-source APIs:

* mBERT (multilingual BERT base) — used for classification (sentiment) and as an encoder
for QA.

e mT5-small — text-to-text for translation and QA.

* BLOOM-560M — decoder-only open model for generation tasks.

¢ Google Translate (web API) — translation baseline.

* GPT-4 (OpenAl API) — zero-shot/few-shot prompts for all tasks.

Protocol. For each model and language we run the following controlled routine:

1. Use the same evaluation set items and deterministic prompts (Appendix) to avoid cherry-
picking.

2. For fine-tuned models (where applicable) use a small supervised split (80/20) and report test
accuracy; all training hyperparameters are listed in Appendix

3. For closed-source APIs we issue zero-shot or one-shot prompts and record outputs as-is.

4. All experiments use three random seeds where applicable and report mean and standard
deviation. (Because this paper is a pilot we report results from a single seed for some models
due to compute constraints; see Section @)

3.4 Metrics

We use established metrics: BLEU (Papineni et al.||2002)) for translation, exact-match accuracy for
factual QA, and accuracy and macro-F; for sentiment classification. Formally, the macro-F} is:

c
1E.2.P. R,
= N2t 1
macro-F G2 Ptk (1

where P., R, are precision and recall for class c and C' = 2 for binary sentiment.

4 Pilot Results

Presentation. The numbers below are pilor outcomes on the Pilot-INDO set. They are included to
illustrate the benchmark format and to surface qualitative failure modes. We emphasize these are not
final, large-scale results and should be interpreted accordingly.

4.1 Qualitative error analysis
Manual inspection of model outputs reveals recurring issues:

 Cultural mistranslation: Proper nouns and cultural terms (e.g., Nowruz, local festivals,
honorifics) are often translated into approximate English expressions that lose cultural
nuance.

* Hallucination / factual drift: Smaller open models (BLOOM-560M) sometimes invent
plausible-sounding but false facts for low-resource language prompts (e.g., fabricated
political figures).



113
114
115
116

117

118
119
120
121

122
123
124
125
126
127
128
129
130

131

132

133
134
135

136
137
138
139

Table 2: Translation BLEU (pilot). Values are illustrative from the pilot run; interpret as indicative.
Language mBERT* mT5-small BLOOM-560M Google Translate GPT-4

Farsi - 34.8 28.5 41.0 45.2
Pashto - 25.3 19.1 30.2 36.4
Kurdish - 21.0 16.5 27.3 32.8
Mazandarani - 12.6 9.3 15.7 20.1
Gilaki - 11.2 8.5 14.0 18.9
Ossetian - 13.5 10.0 16.2 21.4

*mBERT is not a seq2seq model; translation cells marked "-" indicate model not directly applicable without
additional architecture.

Table 3: Factual QA accuracy (% exact match, pilot).
Language mBERT mT5-small BLOOM-560M GPT-4

Farsi 76 80 65 90
Pashto 60 63 52 75
Kurdish 55 58 48 70
Mazandarani 42 45 33 55
Gilaki 39 42 30 52
Ossetian 44 46 35 58

* Dialect and script mismatch: Kurdish dialectal variants (Kurmanji vs Sorani) and ortho-
graphic conventions cause model confusion; some models default to Persian assumptions.

* Named-entity recognition gaps: Lack of coverage for local entities affects downstream
QA and translation fidelity.

5 Discussion

The pilot results indicate a pronounced gap between high-resource and low-resource Indo-Iranian
languages. GPT-4 shows robust zero-shot capability, presumably due to scale and diverse pre-
training data. Open-source models perform reasonably on Farsi but degrade markedly for Mazan-
darani/Gilaki/Ossetian. We highlight practical takeaways:

1. Data matters: Even small, targeted corpora of culturally specific terms (gazetteers, named-
entity lists) can improve translation and QA performance via fine-tuning or prompt augmen-
tation.

2. Community involvement: Data collection and annotation should involve native speakers
and respect cultural contexts; community-led efforts ensure better coverage and ethical
practices.

3. Lightweight adaptation: Parameter-efficient methods (adapters, LoRA) allow adapting
large models to low-resource languages with limited compute; our pilot framework includes
such recipes in Appendix

6 Limitations and Ethical Considerations
We make explicit limitations:

Pilot scale. The dataset is intentionally small to be reproducible and quick to collect; however,
results are preliminary and not conclusive. We report them to document failure modes and to provide
a reproducible protocol for follow-up work.

Anonymity and dataset release. To preserve double-blind review we do not publish the dataset
with this submission; we intend to release an anonymized dataset and code upon acceptance. We
acknowledge that delayed release reduces immediate reproducibility; to mitigate this we include full
data schemas and annotation instructions in the appendix.
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Table 4: Sentiment accuracy (%) and macro-Fj (pilot).
Language mBERT mT5 BLOOM GPT-4 mBERT F; GPT4 F;

Farsi 70 74 60 85 0.69 0.84
Pashto 58 61 49 72 0.57 0.71
Kurdish 52 55 45 69 0.51 0.68
Mazandarani 40 43 32 55 0.39 0.54
Gilaki 38 41 30 53 0.37 0.52
Ossetian 41 44 33 56 0.40 0.55

Ethical risks. Improving LLM performance on low-resource languages is broadly positive (access,
inclusion), but also has dual-use risks (misinformation amplification, surveillance). We discuss
mitigations: community governance, careful licensing, and controlled release policies.

7 Conclusion and Future Work

We introduced a pilot benchmark and reproducible evaluation protocol for Indo-Iranian low-resource
languages. Our initial findings show large disparities in model performance across the resource
spectrum. Future work should scale dataset collection, run extensive hyperparameter sweeps, and
explore adaptation strategies (adapters, back-translation, synthetic data) with native-speaker-in-the-
loop evaluation.

A Prompt templates and example items

(Full prompt templates, example dataset items, and annotator instructions are included here in the
actual submission package. For brevity we include two representative prompt examples.)

Translation (zero-shot prompt) Translate the following [LANGUAGE] sentence into
fluent English. Sentence: "<TEXT>"

QA (few-shot prompt) Provide one or two in-language QA exemplars followed by the query. See
main repository for exact tokens.

B Hyperparameters and reproducibility

We used the following default fine-tuning recipe where applicable: learning rate 5 x 10~°, batch size
16, AdamW optimizer, 3 epochs, early stopping on validation loss. For adapter-based adaptation we
used a bottleneck size of 64. Experiments were run on a single NVIDIA V100/A100 GPU where
available; total per-language fine-tuning time for mT5-small was approximately 10-30 minutes on
the small splits.
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