
Towards Verifiable Text Generation with Symbolic References

Anonymous ACL submission

Abstract
Large language models (LLMs) have demon-001
strated an impressive ability to synthesize plau-002
sible and fluent text. However they remain vul-003
nerable to hallucinations, and thus their outputs004
generally require manual human verification005
for high-stakes applications, which can be time-006
consuming and difficult. This paper proposes007
symbolically grounded generation (SymGen)008
as a simple approach for enabling easier valida-009
tion of an LLM’s output. SymGen prompts an010
LLM to interleave its regular output text with011
explicit symbolic references to fields present in012
some conditioning data (e.g., a table in JSON013
format). The references can be used to dis-014
play the provenance of different spans of text015
in the generation, reducing the effort required016
for manual verification. Across data-to-text and017
question answering experiments, we find that018
LLMs are able to directly output text that makes019
use of symbolic references while maintaining020
fluency and accuracy. In a human study we fur-021
ther find that such annotations can streamline022
human verification of machine-generated text.023

1 Introduction024

Many applications of generative AI involve gen-025

erating text based on structured data (e.g, tabular026

data, surveys, API outputs, etc.) that is known (or027

assumed) to be trustworthy. For example, newspa-028

pers may be interested in generating summaries029

of sports games based on official match statis-030

tics, and search providers would want generative031

search engines to ground its output in search re-032

sults. These applications require conditional text033

generation that is fluent, accurate, and verifiable034

with respect to the conditioning information. Large035

language models (LLMs) have advanced to the036

point where they can sometimes be relied upon to037

generate fluent- and faithful-enough summaries of038

text and other structured data. However they re-039

main far from perfect (Liu et al., 2023; Yue et al.,040

2023), and insofar as high-stakes applications will041

almost certainly require a human to manually verify042

Figure 1: Compare a standard LLM-generated (A) with
a SymGen (B, ours) description of a basketball game,
based on match statistics. SymGen imbues spans of
generated text (highlighted in blue) with symbolic ref-
erences to the source data, enabling easier verification:
e.g., when hovering over a span, the number “30” dis-
plays a tooltip indicating the value it is referencing,
alongside a link to its source (highlighted in yellow).

that an LLM’s generation is accurate with respect 043

to its conditioning information, there is a need to 044

develop frameworks that maintain the fluent and 045

accurate few-shot generation capabilities of LLMs 046

while enabling streamlined human verification of 047

the model’s output. 048

This paper proposes symbolically grounded gen- 049

eration (SymGen) as a step towards verifiable text 050

generation with LLMs. Given a string representa- 051

tion of data in a structured but human-readable for- 052

mat (e.g., JSON, YAML, etc.), we prompt the LLM 053

to generate the output with explicit symbolic ref- 054

erences into the provided data structure instead of 055

generating the text directly. The references are then 056

rendered using a parser, which can faithfully rep- 057

resent values from the original data, and can more- 058

over be used to include visual cues that enable a 059

user to readily verify the provenance of a particular 060
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Figure 2: Overview of the proposed symbolically grounded generation (SymGen) pipeline, on an example generated
by GPT-4. Given the structured data input (1), we use a prompted LLM to generate a response (2) that contains
symbolic references into the data (e.g., the variable visitor.city marked by A ). A parser then substitutes the
symbolic references with their corresponding values in the structured data (e.g., Portland for visitor.city) to
obtain the final rendered text (3). Our SymGen pipeline can implicitly leverage the input data to generate prose
without any symbolic references (e.g., the span marked by B ). It can also generate transformations of existing
variables (e.g., adding up two numbers, marked by C ) to create unavailable data in the source, while preserving
references to the original variables.

span of text. See Fig. 2 for an overview. In contrast061

to classic templated approaches for text generation062

(Kukich, 1983; McKeown, 1992; McRoy et al.,063

2000), SymGen instead offloads the template speci-064

fication process to an LLM. We exploit the fact that065

LLMs have likely been sufficiently exposed to such066

kind of templated text during pretraining that they067

are able perform zero- and few-shot text generation068

with symbolic references across multiple domains.069

Experiments on zero- and few-shot data-to-text070

generation and question answering indicate that071

LLMs can be prompted to generate fluent text that072

is interleaved with symbolic references which ex-073

plicitly refer to data fields. Further, in a human074

study, we find that the annotations enabled by Sym-075

Gen simplify the process of post-hoc verification,076

both as perceived by the user and by reducing the077

average verification time by 20%.078

2 Symbolic References for Verifiable Text079

Generation080

Templated text is ubiquitous in the wild. In the081

context of software engineering, programming lan-082

guages such as Python expose multiple mecha-083

nisms for the specification of templated strings,1084

and web frameworks such as Angular rely on them085

extensively. These templated documents allow one086

to combine regular prose with symbolic references087

that can be grounded to some (perhaps implicit)088

context at a later time. Thus, LLMs that have been089

pretrained on vast amounts of web data should in090

principle be capable of generating responses that091

include such symbolic references, at least if they092

are provided a schema with the fields they can refer-093

ence. This paper explores the effectiveness of such094

1https://peps.python.org/pep-0498/

symbolic generation in settings where the LLM 095

must generate a piece of text based on some struc- 096

tured input. In turn, such references can help users 097

verify whether an LLM correctly interpreted the 098

input data structure (Fig. 1B). 099

Our SymGen pipeline is shown in Fig. 2, and 100

consists of two stages: 101

Stage 1. In the symbolic reference generation stage, 102

we provide the LLM with the structured data, along- 103

side a prompt of what it should generate (e.g., “Gen- 104

erate a biography about a person whose description 105

is given in JSON. [...]”). While the data may be 106

provided in any structured format, we mainly focus 107

on JSON due to its ubiquity.2 Within the prompt, 108

we ask that the LLM generate its response using 109

symbolic references, i.e., snippets of inline code 110

that refer to the provided data structure. The syntax 111

for the resulting text in symbolic form may vary, 112

but in preliminary experiments we found that Jinja- 113

style3 expressions led to robust results (in the sense 114

that the LLM will usually not make mistakes) while 115

also allowing the LLM to perform simple transfor- 116

mations on the provided data (e.g., number format- 117

ting, simple calculations; see Fig. 2). 118

Stage 2. In the rendering stage, all references are 119

resolved by replacing them with their correspond- 120

ing values using a parser. Note that these symbolic 121

expressions may be more complex than a pointer 122

into the data structure, e.g., they might compute a 123

sum (see Fig. 2). In the event that an LLM gener- 124

ated a reference that cannot be resolved, one can re- 125

solve it to a default value, e.g., “undefined.” While 126

2Preliminary experiments using YAML, which is more
compact insofar as API token consumption is concerned,
showed similarly positive results.

3https://jinja.palletsprojects.com
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the final rendered text could be presented directly127

to the user, one could also exploit the intermediate128

symbolic representation to display an augmented129

version of the text which shows the correspondence130

between the rendered references and the underlying131

source data. One could thus see SymGen as similar132

in spirit to citation-enabled LLMs (Liu et al., 2023;133

Yue et al., 2023; Gao et al., 2023), except that our134

approach focuses on providing very precise and135

easy to validate citations with respect to some data.136

Strategies for symbolic reference generation.137

We consider two possible symbolic reference gen-138

eration strategies for SymGen. The first is the di-139

rect strategy shown in Fig. 2, which instructs the140

LLM to directly generate text with symbolic refer-141

ences given the structured input. While in principle142

(given the right data and appropriate templates) any143

response given by regular generation could also be144

generated using symbolic references, in practice145

there might be performance degradation if reason-146

ing or writing are more unnatural for the model147

when working directly in “symbolic form space”.148

Hence, we also consider an indirect strategy,149

where we prompt the LLM to first generate the150

text in regular prose (i.e., without any symbolic151

references), and then prompt it to rewrite it us-152

ing symbolic references afterwards. The advan-153

tage of the indirect approach is that it should main-154

tain the same text quality as regular generation as155

long as converting regular prose into symbolically-156

augmented text is no harder than generating the157

regular text in the first place; the caveat is that this158

approach can be more costly under APIs that charge159

on a per-token basis, as it requires roughly twice the160

amount of tokens to be generated. We also found161

this strategy to be unreliable with weaker LLMs162

such as GPT-3.5,4 so we only employ this with163

GPT-4 as the base LLM. Finally, as a baseline, we164

also consider an approach that prompts the LLM to165

generate regular text without any references.166

3 Evaluation167

The main empirical study in this work aims to un-168

derstand whether SymGen maintains the same qual-169

ity as the baseline when using symbolic references;170

we are not necessarily interested in improving upon171

the baseline (although in some cases we do observe172

improvements), as our primary aim is to improve173

verifiability, which can in principle be achieved174

4Specifically, we found that GPT-3.5 would often behave
as in the direct SymGen strategy, despite being prompted and
given examples of the desired, indirect SymGen behavior.

if we incorporate references without changing the 175

content of the generation. Our analysis is con- 176

ducted on five datasets, which are shown in Tab. 10 177

of App. F.1. We explore four settings: traditional 178

data-to-text (§3.1), counterfactual obituary genera- 179

tion (§3.2), question-answering (QA) over financial 180

information (§3.3), and arithmetic word problems 181

(§3.4). We consider both zero- and few-shot set- 182

tings for each of those tasks. 183

Depending on the nature of the task (e.g., com- 184

plexity, size of the structured data, etc.), we eval- 185

uate our approach on a mix of GPT-3.5 (with 4K 186

or 16K context windows) and GPT-4 (with 8K or 187

32K context windows). The full experimental se- 188

tups, including the prompts, are given in App. F. 189

Anecdotally, we found that extensive experiments 190

with different prompts were not necessary to get 191

LLMs to perform symbolic generation; we expect 192

that further (perhaps task-specific) improvements 193

are possible with more prompt engineering. 194

3.1 Data-to-text 195

SymGen is similar in spirit to data-to-text meth- 196

ods, where the goal is to generate some text based 197

on structured data. Classical approaches to this 198

problem consist of designing a template based on 199

the schema of the data, and populating it with the 200

values of a datapoint at runtime (Kukich, 1983; 201

McKeown, 1992; McRoy et al., 2000). However, 202

relying solely on the schema of the data tends to 203

yield formulaic text. Neural approaches to data-to- 204

text generation (Wiseman et al., 2017, 2018; Wang, 205

2019; Yin and Wan, 2022) improve on this by gen- 206

erating text that is datapoint-dependent, but achieve 207

this by training on data-to-text datasets. We revisit 208

this setting in the context of zero- and few-shot 209

data-to-text generation with LLMs. 210

Datasets. We first consider SynthBio (Yuan et al., 211

2021), a collection of synthetically constructed fic- 212

tional entities, described in terms of a collection 213

of key–value pairs, which has been used in prior 214

work on templated generation with finetuned mod- 215

els (Zhang et al., 2022). The task is to generate a 216

textual description of the entity. We also consider 217

the Rotowire (Wiseman et al., 2017) dataset, where 218

the objective is to generate a summary of a basket- 219

ball game given its box (individual player statistics) 220

and line (aggregate team statistics) scores. The Ro- 221

towire dataset presents a challenging testbed for 222

our approach, since its data structure is substan- 223

tially more complex than the previous task (i.e., 224

there are many more fields in each datapoint) and it 225
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BLEU BERT F1 ER GER
G

PT
-3

.5
-4

K

0-
sh

ot Baseline 31.15 53.43 0.00 0.00

Direct 26.64 47.88 0.28 0.00

2-
sh

ot Baseline 30.98 54.66 0.00 0.00

Direct 32.43 53.32 3.30 0.09

G
PT

-4
-8

K 0-
sh

ot Baseline 30.08 54.27 0.00 0.00

Direct 33.31 54.07 0.00 0.00

Indirect 35.02 55.58 0.00 0.00

2-
sh

ot Baseline 32.43 56.39 0.00 0.00

Direct 36.83 57.71 2.11 0.00

Indirect 37.56 57.88 3.21 0.00

Table 1: Results on the SynthBio (Yuan et al., 2021)
dataset. We report BLEU (Papineni et al., 2002) and
BERTScore F1 (BERT F1; Zhang et al., 2020) against
the reference biographies. We also report the (general)
error rate (ER (%)) and the global error rate (GER (%)).
See §3.1 for a discussion.

relies on more specific in-domain knowledge (i.e.,226

understanding how to read basketball box scores227

charts). To keep LLM API costs manageable, we228

sample 100 examples from the test set to evaluate229

on. Refer to App. F for more details.230

Experimental details. On SynthBio, we gener-231

ate a short biography for each entity in the test set232

using GPT-3.5-4K and GPT-4-8K, and we evaluate233

against reference texts using BLEU (Papineni et al.,234

2002) and BERTScore F1 (Zhang et al., 2020).235

We consider both zero- and 2-shot learning. See236

App. F.2.1 for the prompts and example genera-237

tions. On Rotowire, we explore both GPT-3.5-16K238

and GPT-4-32K (the longer context windows are239

needed due to the length of the JSON), and evalu-240

ate against reference texts using using BLEU and241

ROUGE (Lin, 2004). See App. F.2.2 for the Ro-242

towire prompts and example outputs.243

Results. Our results are shown in the respective244

tables for each dataset (SynthBio, Tab. 1; Rotowire,245

Tab. 2). The results for data-to-text generation are246

generally positive. For SynthBio, in the few-shot247

case, we find that both symbolic generation strate-248

gies we considered yield comparable or superior249

performance to the baseline.5 Interestingly, in the250

zero-shot GPT-3.5-4K case, direct symbolic gener-251

ation underperforms the baseline, though this gap252

is bridged via in-context learning. This could sug-253

5For comparison, TempLM (Zhang et al., 2022)—which
finetunes a pretrained LLM on the full training set—attains
40.30 BLEU and 54.30 in BERTScore, which are comparable
to our GPT-4 results.

BLEU ROU.-L ER GER

G
PT

-3
.5

-1
6K

0-
sh

ot Baseline 5.87 19.52 0.00 0.00

Direct 5.07 19.14 4.00 0.00

1-
sh

ot Baseline 12.26 22.66 0.00 0.00

Direct 9.10 20.65 0.00 0.00

G
PT

-4
-3

2K 0-
sh

ot Baseline 4.94 19.91 0.00 0.00

Direct 2.24 17.88 0.00 0.00

Indirect 4.66 19.61 0.00 0.00

1-
sh

ot Baseline 9.11 22.16 0.00 0.00

Direct 7.02 21.78 0.00 0.00

Indirect 8.29 21.33 2.00 2.00

Table 2: Results on the Rotowire (Wiseman et al., 2017)
dataset. We report the BLEU (Papineni et al., 2002)
and ROUGE (ROU.-1, ROU.-2, ROU.-L; Lin, 2004) of
the generated answers against the reference generations
in the dataset. We also report the regular (ER (%)) and
global (GER (%)) error rates. See §3.1 for a discussion.

gest that biographical generation in symbolic space 254

is slightly harder than regular (non-symbolic) gen- 255

eration for GPT-3.5-4K. 256

For Rotowire, we find that the quality of 257

symbolic generation generally trails the baseline, 258

though this difference is smaller when using GPT- 259

4-32K and indirect generation. Interestingly, GPT- 260

3.5-16K seems to outperform GPT-4-32K in this 261

task, as evidenced by comparing the baseline re- 262

sults under each model, which suggests that better 263

performance may be obtained by modifying the in- 264

direct strategy so that GPT-3.5-16K is used to gen- 265

erate summaries in regular prose and GPT-4-32K 266

is used to rewrite them using symbolic references. 267

In many cases, we find that poor symbolic gen- 268

erations arise from rendering errors. To this end, 269

we also report the percentage of outputs whose 270

symbolic form has at least one error (a specific ref- 271

erence in a response failed to render locally and 272

was instead rendered as “undefined”; ER (%)) and 273

with at least one global error (where the Jinja parser 274

simply failed to run, causing the whole response 275

to fail and be replaced with “The text is not avail- 276

able.”; GER (%)). We find that (i) GPT-3.5 tends to 277

commit more errors than GPT-4 and (ii) providing 278

few-shot examples tends to reduce errors, both of 279

which are expected, though we also find that the 280

indirect SymGen strategy leads to more errors than 281

the direct strategy. We believe this to be because 282

adapting regular, non-symbolic text to have sym- 283

bolic references can sometimes be hard if the JSON 284

is incomplete or the original text is not written in a 285
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way that is amenable to the insertion of references.286

Occasionally, we have also found errors that are287

unrelated to rendering errors. For example, for one288

case in Rotowire, the generation failed to recognize289

it needed to use addition, listing the second quarter290

points for the half time score instead of the sum291

of the first and second quarter (Fig. 8A; App. E).292

We also found an instance of the model incorrectly293

incrementing the winning team’s game win count294

when reporting on a game, despite the win count295

reflecting the result of the game (Fig. 8B; App. E).296

In these instances, the model likely misunderstood297

the meaning of the field in question. However, in298

all of these cases, it is worth noting that SymGen299

makes it easier to diagnose such issues.300

3.2 Counterfactual text generation301

There is evidence that LLMs are capable of memo-302

rizing their training data (Carlini et al., 2019, 2023)303

and that this leads to their struggling to generate304

counterfactual data that goes against their learnt305

priors (Hernandez et al., 2023). In this section,306

we explore whether SymGen can lead to faithful307

generations when some of the conditioning data is308

counterfactual in nature.309

Dataset. We collect a dataset comprised of 167310

famous scientists who lived between 1800 CE and311

2000 CE (e.g., Albert Einstein, Carl Sagan, Louis312

Pasteur, etc.) and further generate counterfactual313

variants of each entity. The counterfactual variant314

is designed to test for the extent to which an LLM315

may ignore data that contradicts the information316

an LLM has seen during training, which has been317

noted to be a common failure mode of smaller lan-318

guage models (Hernandez et al., 2023). For more319

details refer to App. F.320

Experimental setup. We use GPT-3.5-4K to gen-321

erate obituaries for each of these (possibly coun-322

terfactual) entities. For the few-shot experiments,323

we provide two examples (see App. F.2.3 for our324

prompts and some example generations). Unlike325

SynthBio, we have no reference biographies for326

these entities, so we devise a new evaluation pro-327

cedure that tries to measure the factuality of the328

summaries. Specifically, we wrote questions for329

each property in the schema of the data, and then330

prompted GPT-3.5-4K to answer them using only331

the rendered text (see App. A for details). If the332

answer was not present in the text, we asked the333

model to answer with “Unknown.” (the percent-334

age of questions answered in this way is reported335

by the unknown rate; UR (%)). We then computed 336

both exact match accuracy and ROUGE of the pro- 337

vided responses against the response specified in 338

the JSON; we include the latter as it is provides 339

more leeway in the exact phrasing of the response 340

than the exact match metric. 341

Results. The counterfactual obituary results are 342

shown in Tab. 3. We find that in the zero-shot 343

case, SymGen slightly outperforms our baseline, 344

whereas in the few-shot case we find that it slightly 345

underperforms the baseline. However, when we 346

condition on whether the model gave a response 347

versus stating it did not know the answer (Tab. 9), 348

we find that performance is further improved in the 349

zero-shot case and comparable in the few-shot set- 350

ting. One possible explanation for this is that sym- 351

bolic generation includes slightly less information 352

than regular generation (especially in the few-shot 353

case, as seen by the higher unknown rate), which 354

in turn leads to more incorrect answers, since more 355

questions were left unanswered. That is, SymGen 356

seems to favor precision at the expense of recall, 357

which may be desirable in some applications. 358

3.3 Question answering over structured data 359

Another possible application of symbolically 360

grounded generation is to enhance verifiability 361

in question-answering (QA) over structured data. 362

This is especially motivated by recent work on tool- 363

augmented LLMs (Schick et al., 2023; Karpas et al., 364

2022), which are able to condition their generation 365

on the results of API calls, which are often given 366

in a structured format. 367

Dataset. To evaluate this setting, we construct a 368

dataset of 32 finance-related questions about partic- 369

ular companies (e.g., “How does the book value of 370

NFLX compare to that of ASML?”), coupled with 371

company information from the AlphaVantage com- 372

pany overview API endpoint.6 Details about the 373

questions and postprocessing are shown in App. B. 374

Experimental setup. We prompt the LLMs to 375

answer finance-related questions given some com- 376

pany information. To evaluate the answers, we had 377

one of the authors annotate each answer as accept- 378

able or not; in general, an answer was deemed ac- 379

ceptable if the final answer was correct (see App. B 380

for more details). We considered two LLMs: GPT- 381

3.5-16K and GPT-4-32K, due to the length of the 382

JSON data. Our prompts and some example out- 383

6https://www.alphavantage.co/documentation/
#company-overview
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EM (%) ROU.-1 ROU.-2 ROU.-L UR (%) ER (%) GER (%)

0-shot Baseline 69.05 75.25 53.76 75.23 14.10 0.00 0.00
Direct 71.83 76.51 53.89 76.50 14.60 0.00 0.00

2-shot Baseline 79.34 83.97 59.87 83.97 5.53 0.00 0.00
Direct 78.61 82.90 58.15 82.88 6.76 1.39 0.00

Table 3: GPT-3.5-4K results of the automated question–answering evaluation the obituary dataset, which includes
counterfactually generated entities. We report the exact match accuracy (EM (%)) and ROUGE (ROU.-1, ROU.-2,
ROU.-L; Lin, 2004) of the inferred answers from the generated text against the true answer given by the source
JSON. We also report the percentage of answers that the QA model did not find an answer for (the unknown rate;
UR (%)), and the regular (ER (%)) and global (GER (%)) error rates. Refer to §3.2 for a discussion.

0-shot 3-shot

GPT-3.5-16K Baseline 93.75 90.63
Direct 65.63 68.75

GPT-4-32K
Baseline 93.75 87.50
Direct 87.50 87.50
Indirect 90.63 93.75

Table 4: Acceptability results of the financial question–
answering setting. We report the acceptability of the
answers in the zero-shot and 3-shot settings. Refer to
§3.3 for a discussion.

puts are given in App. F.3.1; we used three-shot384

prompting for the in-context learning setting.385

Results. For the financial dataset, we report the386

percentage of responses judged as acceptable un-387

der each approach in Tab. 4. The results suggest388

that GPT-3.5-16K is unsuited for symbolic genera-389

tion on this task, falling substantially short of the390

baseline. On the other hand, for GPT-4 all models391

offer reasonably comparable performance across392

generation strategies. See App. E for a qualitative393

analysis of some errors.394

3.4 Reasoning395

Besides providing symbolic references to fields396

in the source data, SymGen can also be used to397

express symbolic computations over the variables,398

e.g., computing the half-time points of a basketball399

game based on the first two quarter scores (Fig. 2).400

By chaining a series of such operations, it opens up401

the possibility of interleaving arithmetic operations402

within language-based chain-of-thought reasoning.403

We explore this capability more formally in the404

context of solving arithmetic word problems.405

Experimental setup. Fig. 3 illustrates one ap-406

proach for performing reasoning via symbolic gen-407

eration for a math problem in GSM8K (Cobbe et al.,408

2021). Each generated computation step is coupled409

with an assignment statement in Jinja, which re-410

lates the natural language explanation of the com-411

putation with a symbolic expression. Compared to412

chain-of-thought reasoning (CoT; Wei et al., 2022),413

explicit use of symbolic computations should lead414

GSM8K GSM-hard

GPT-4 GPT-3.5 GPT-4 GPT-3.5

CoT (Wei et al., 2022) 95.0 81.0 64.0 53.5
PAL (Gao et al., 2022) 95.0 82.0 79.5 73.0

Direct SymGen (Ours) 95.0 79.0 75.0 60.5

Table 5: Comparison of SymGen reasoning with other
reasoning methods on GSM8K and GSM-hard; all ap-
proaches were evaluated using GPT-4-8K. Refer to §3.4
for a discussion.

to more easily verifiable computational results of 415

each step; compared to program-aided language 416

models (PAL; Gao et al., 2022) and program of 417

thoughts prompting (PoT; Chen et al., 2023), which 418

recast problems into an program and executes it to 419

obtain a response, SymGen relies more on natu- 420

ral language as a scaffold, embedding symbolic 421

computation within regular text. 422

Dataset. We compare the direct SymGen strat- 423

egy against CoT and PAL on two datasets: 424

GSM8K (Cobbe et al., 2021) and GSM-hard (Gao 425

et al., 2022). GSM8K are grade school math prob- 426

lems like the one illustrated in Fig. 3 that typically 427

require multiple steps of reasoning to solve. To cre- 428

ate a more challenging testbed for LLMs, Gao et al. 429

(2022) construct GSM-hard by replacing, for each 430

problem in GSM8K, a randomly selected number 431

with a large random number of up to seven digits. 432

We use a random subset of 200 problems in the test 433

set of GSM8K and GSM-hard for evaluation, as re- 434

cent work find that it yields similar results to testing 435

on the full 1.3K test set (Wang et al., 2023b). 436

Results. Tab. 5 compares the performance on 437

GSM8K and GSM-hard using CoT, PAL, and our 438

approach with GPT-3.5-4K and GPT-4-8K. No- 439

tably, it seems symbolic reasoning might not be 440

necessary for GSM8K, since both our method and 441

PAL perform similarly to CoT. However, when 442

the computations are more complex as in GSM- 443

hard, symbolic generation outperforms CoT by a 444

clear margin when using both GPT-4-8K and GPT- 445

3.5-4K. Our method slightly underperforms PAL 446
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Figure 3: Illustration of SymGen reasoning on GSM8K,
on an example generated by GPT-4. Given a math ques-
tion (1), the LLM answers via direct symbolic gener-
ation, creating variables as needed (2), which can be
rendered in a user-friendly manner (3). The syntax
we use (Jinja) allows the creation of variables based
on the source text (e.g., setting total_people to 90,
A ), and performing computation by referencing exist-
ing variables (e.g., calculating total_groups based on
total_people and group_size, B ). We can more-
over explain how a computation step relates to previous
ones ( C ).

on GPT-4-8K, with the margin being larger using447

GPT-3.5-4K. This is somewhat expected, given that448

PAL is explicitly geared towards solving such arith-449

metic problems and moreover makes use of richer450

programming elements. Inspecting our method’s451

failures on this dataset, we found that many errors452

arose from sensible (but incorrect) attempts to rea-453

son symbolically about a math problem using Jinja454

notation. See App. E for an error analysis.455

4 Human evaluation456

In addition to our quality-focused empirical eval-457

uation in §3, we also conduct a human study to458

ascertain whether the annotations enabled by Sym-459

Gen actually aid users in verifying LLM genera-460

tions. We use Rotowire since it is a challenging461

testbed for verification: summaries contain many462

numbers referring to an array of fields, and slight463

errors might be hard to spot.464

Annotation data. We picked five SymGen-465

generated (Indirect, GPT-4-32K) summaries of dif-466

ferent games in the Rotowire dataset and manually 467

verified them for correctness. We then generated 468

three version of each document that were inconsis- 469

tent with the data by picking a random symbolic 470

reference and replacing it with another symbolic 471

reference with a different value that was within 2 472

units of the original value of the field. We prevent 473

the resulting value from being nonsensical, e.g., by 474

restricting percentages to still be within 0 and 100. 475

For each of these four documents, we created two 476

versions: a version with annotations, and one with- 477

out any annotations (i.e., as if it were generated by 478

a regular LLM). 479

Survey overview. We ask annotators to annotate 480

four summaries: two of them contain SymGen an- 481

notations, allowing them to inspect the provenance 482

of different numbers in the text when hovering over 483

a number using their cursor, and two containing 484

no annotations (i.e., the output of a regular LLM). 485

Each summary is equally likely to come from a 486

pool of correct or incorrect summaries, and the 487

first step of each annotation is for the participant 488

to determine whether the summary is correct (i.e., 489

there are no inconsistencies between the summary 490

and the source table) or incorrect (i.e., there is an 491

inconsistency between the summary and the table). 492

Crucially, this first step is timed. Answering this 493

question reveals two more questions, asking the 494

annotators to rate their confidence in their answer, 495

and how easy it was for them to reach a decision, 496

on a Likert scale. We ask these questions in order 497

to measure whether SymGen annotations meaning- 498

fully impact (i) human accuracy at finding errors 499

and (ii) how easy it is to verify a summary, where 500

both objective ease (i.e., how long did it take to 501

reach a decision) and subjective ease (i.e., how 502

hard did it feel to go through and verify the text). 503

At the end of the study, annotators are provided 504

an exit survey were they are asked to rate whether 505

they prefer annotations (over no annotations) with 506

respect to both (i) the confidence in their decisions 507

and (ii) their ease in reaching a decision. We also 508

reward annotators for each question answered cor- 509

rectly to ensure that they are spending adequate 510

effort on the task. More details on the study design, 511

exact questions, and interface are given in App. D. 512

Enrollment. We recruited 60 annotators for the 513

study via Prolific. See App. D for more details, 514

including selection criteria, quality filters, etc. 515

Results. The per-annotation results for the study 516

are shown in Tab. 6. We find that annotators 517
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Acc. Time Conf. Effort

SymGen 80.83 1.98 4.63 4.14
Baseline 80.00 2.50 4.44 3.63

Table 6: Results of the human study, comparing a sys-
tem with SymGen annotations to one without. We report
accuracy (Acc.), time taken to determine if an example
is correct in minutes (Time), and perceived confidence
(Conf.) and effort (Effort) on a Likert scale (i.e., 1–5).
For Conf. and Effort, higher scores indicate more confi-
dence and less effort respectively. See §4 for details.

were equally likely to identify errors regardless of518

whether SymGen annotations were shown. How-519

ever, when annotations were displayed, they took520

on average 20% less time to reach a decision about521

whether an error was present or not. This makes522

sense, since the annotations do not change whether523

the text is correct or not, they should only facilitate524

the process of verifying it. We further find that525

annotators feel slightly more confident of their fi-526

nal answers when using our approach and perceive527

the verification task to be easier. Finally, from exit528

survey, we have that 71.67% of participants agree529

that annotations made them more confident in their530

answers, and 83.33% agree that annotations made531

the verification task easier. In all, the results sug-532

gest that SymGen annotations enable a faster and533

more pleasant verification experience, with some534

annotators reporting “The annotations help tremen-535

dously”, “[t]he annotations were nice and definitely536

helped”, and “[...] I could still compare the data537

without annotations it just took longer to find each538

piece of data”.539

5 Related work540

Data-to-text generation. Classic approaches for541

the data-to-text problem used handcrafted tem-542

plates to generate output sentences that interleave543

text with placeholder tokens which refer to rele-544

vant data fields (Kukich, 1983; McKeown, 1992;545

McRoy et al., 2000). Carefully engineered tem-546

plates can provide strict guarantees against halluci-547

nations, but require much manual work to specify,548

are domain-specific, and may sound robotic.549

Data-driven methods for data-to-text initially fo-550

cused on inducing templates from data (Liang et al.,551

2009; Angeli et al., 2010; Howald et al., 2013; Kon-552

stas and Lapata, 2013) which could be pipelined553

with a separate generation module. More recent554

approaches take advantage of large-scale datasets555

(Wiseman et al., 2017; Parikh et al., 2020) to learn556

end-to-end neural networks (Wang, 2019; Li and557

Wan, 2018; Yin and Wan, 2022). (See Sharma558

et al. (2022) for a recent survey). Of particular 559

note are methods that use template-like structures 560

within neural generative modules to separate out 561

the “what to say” from the “how to say it” (Wise- 562

man et al., 2018; Ye et al., 2020; Li and Rush, 2020; 563

Wang et al., 2021; Puduppully et al., 2022; Zhang 564

et al., 2022). These methods typically still require 565

a sizable training set (generally on the order of hun- 566

dreds or thousands), in contrast to the zero- and 567

few-shot settings considered in the present work. 568

Tool-augmented LLMs. Recent work has aug- 569

mented LLMs with tools/APIs to enhance their 570

capabilities (Schick et al., 2023; Paranjape et al., 571

2023; Liang et al., 2023; Shen et al., 2023; Khot 572

et al., 2023; Qin et al., 2023; Lu et al., 2023). These 573

methods enable LLMs to generate string represen- 574

tations of API calls whose results are fed back in as 575

additional context. Our method can be viewed as 576

using a templating language as a tool. Whereas this 577

line of work is usually concerned with enhancing 578

LLM capabilities via external modules, our work 579

instead focuses on using structured data as “tools” 580

to improve verifiability. Our use of arithmetic com- 581

putations within generations is also closely related 582

to works that generate code snippets along with text 583

to combine the benefits of symbolic computations 584

and language-based reasoning (Gao et al., 2022; 585

Chen et al., 2023; Zhang et al., 2023). 586

LLM verification. LLM verification is an orthog- 587

onal improvement to the reliability of LLMs, where 588

the output of an LLM is automatically verified. Yue 589

et al. (2023) and Gao et al. (2023) take an LLM gen- 590

erated response and a reference document it cites 591

and use a separate module to determine whether the 592

output of the LLM is entailed from the reference 593

document. Verify-and-edit (Zhao et al., 2023) uses 594

self-consistency checks to discover potential mis- 595

takes, and corrects those mistakes with knowledge 596

retrieval. Poesia et al. (2023) allow an LLM to call 597

a logical backend as a tool, so that it can perform 598

logically sound and certifiable deductive reasoning. 599

6 Conclusion 600

In this paper, we propose symbolically grounded 601

generation (SymGen) as a simple approach to text 602

generation that yields more verifiable text, by effec- 603

tively linking portions of the output to the provided 604

input data. Our evaluation suggests that symbolic 605

generation does not substantially reduce the overall 606

quality of the text, all the while it increases the 607

verifiability of an LLM’s generations. 608
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Limitations609

This paper intends to demonstrate the utility po-610

tential of a simple method. As such, it focuses on611

a broad evaluation rather than a deep and narrow612

one. We also do not perform a wide ablation of613

the many possible ways of imbuing an LLM with614

the ability to generate symbolic references. We615

considered only Jinja-style symbolic generation be-616

cause it was flexible enough to be integrated into617

normal text and presumably prevalent enough in618

the training corpus to perform well. Future work619

could more thoroughly evaluate what other tem-620

plating languages these LLMs have the capacity621

to do this for. Finally, our work most focuses on622

settings with readily available structured data that623

is pertinent to model generation. The GSM exper-624

iments serve as a preliminary exploration of the625

case when such structured data is not available,626

and future work could try to extend our method by627

either automatically generating structured data or628

retrieving relevant data. Furthermore, as we saw in629

§3.1 for SynthBio, even when data is available, if it630

is not high quality, SymGen might yield text with631

grammatical and typographical errors.632
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Property ID Property name QA question

P19 place of birth Where was X born?
P20 place of death Where did X die?
P27 country of citizenship What was X’s country of citizenship?
P106 occupation What was X’s occupation?
P1412 languages spoken What languages did X know?
P26 spouse Who was X’s spouse?
P22 father Who was X’s father?
P25 mother Who was X’s mother?
P39 position held What position did X hold?
P166 award received What awards did X receive?
P140 religion or worldview What was X’s religion?
P69 educated at Where did X study?
P119 place of burial Where is X buried?
P463 member of What was X a member of?
P509 cause of death What was the cause of X’s death?
P101 field of work What was X’s field of work?
P800 notable work What was X’s notable work?
P1344 participant in What was X a participant in?
P108 employer Who was X’s employer?
P1066 student of X was an student of whom?
P802 student Who was X’s student?
P184 doctoral advisor Who was X’s doctoral advisor?
P185 doctoral student Who was X’s doctoral student?
P1411 nominated for What was X nominated for?
P551 residence Where did X live?
P512 academic degree What was X’s academic degree?

Table 7: Wikidata properties and corresponding QA question for the obituary dataset. We use X as a placeholder for
the entity’s name.

A Obituary data evaluation877

Properties and questions. Tab. 7 lists the Wikidata properties we include in our entities alongside the878

questions we corresponding question we provide the LLM in the QA evaluation.879

Evaluation prompt. Refer to App. F.3 for the prompt we use in our QA evaluation of generated880

obituaries.881

B Financial QA human evaluation882

We had a total of 32 questions in the financial QA evaluation; the questions are shown in Tab. 8. There883

are two types of question: pairwise-comparison questions (pair) and multiway-comparison questions884

(multi). For the pairwise comparison questions, we only include information from the two companies885

in question. For the multiway-comparison questions we show data from seven tickers: ORCL, ASML,886

TSLA, GOOG, CRM, AVGO, NFLX.887

The specific structured input provided is the result the company overview endpoint from the Alpha-888

Vantage API.7 We applied some minor postprocessing to the API response to ensure that all fields that889

are numerical in nature (e.g., SharesOutstanding, MarketCapitalization) are actually numerical (i.e.,890

integers or floats) in the JSON as opposed to strings. Note that all questions are answerable from the891

7An example is shown here: https://www.alphavantage.co/query?function=OVERVIEW&symbol=IBM&apikey=demo.
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Question code Question

pair_market-cap Which company has the largest market capitalization, GOOG or ASML?
pair_market-cap Which company has the largest market capitalization, ASML or ORCL?
pair_market-cap Which company has the largest market capitalization, TSLA or CRM?
pair_pe-ratio How do the P/E ratios of NFLX and ASML compare?
pair_pe-ratio How do the P/E ratios of GOOG and CRM compare?
pair_pe-ratio How do the P/E ratios of NFLX and AVGO compare?
multi_dividend Which company has a higher dividend yield?
multi_revenue-mult Which company has a higher revenue multiple?
pair_book-value How does the book value of NFLX compare to that of ASML?
pair_book-value How does the book value of ORCL compare to that of NFLX?
pair_book-value How does the book value of CRM compare to that of TSLA?
multi_growth-yoy Which company grew the fastest YoY in the most recent quarter?
pair_operating-margin How do the operating margins of GOOG and CRM compare?
pair_operating-margin How do the operating margins of NFLX and CRM compare?
pair_operating-margin How do the operating margins of AVGO and TSLA compare?
multi_return-assets Which company has a higher return on assets (TTM)?
pair_eps How does the EPS (earnings per share) of ASML compare to AVGO?
pair_eps How does the EPS (earnings per share) of TSLA compare to ORCL?
pair_eps How does the EPS (earnings per share) of CRM compare to GOOG?
pair_beta What are the respective market betas for CRM and GOOG?
pair_beta What are the respective market betas for GOOG and NFLX?
pair_beta What are the respective market betas for NFLX and AVGO?
pair_50d-avg How do the 50-d moving averages between AVGO and GOOG compare?
pair_50d-avg How do the 50-d moving averages between TSLA and ORCL compare?
pair_50d-avg How do the 50-d moving averages between ORCL and GOOG compare?
pair_forward-pe-ratio What’s the difference in the forward P/E ratio between ASML and NFLX?
pair_forward-pe-ratio What’s the difference in the forward P/E ratio between AVGO and ASML?
pair_forward-pe-ratio What’s the difference in the forward P/E ratio between CRM and NFLX?
multi_quart-growth Which company has a stronger quarterly earnings growth (YoY)?
pair_ebitda How do ORCL and GOOG’s EBITDA multiples compare?
pair_ebitda How do ASML and TSLA’s EBITDA multiples compare?
pair_ebitda How do ASML and GOOG’s EBITDA multiples compare?

Table 8: The 32 questions that were considered for the financial QA evaluation.
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C-EM (%) C-ROU.-1 C-ROU.-2 C-ROU.-L

0-shot
Baseline 80.35 87.56 62.55 87.50
Direct 84.07 89.59 63.09 89.57

2-shot
Baseline 83.95 88.85 63.33 88.85
Direct 84.28 88.88 62.43 88.88

Table 9: GPT-3.5-4K results of the automated question–answering evaluation on the obituary dataset, when we
condition of the model not having abstained from giving an answer, i.e., when the answer given by the model was
not “Unknown.” We report the conditioned exact match accuracy (C-EM (%)) and ROUGE (C-ROU.-1, C-ROU.-2,
C-ROU.-L; Lin, 2004) of the inferred answers from the generated text against the corresponding true answers given
by the source data. Refer to §3.2 for a discussion.

data provided data (e.g., there is a field MarketCapitalization in the structured data that allows the892

pair_market-cap questions to be answered).893

To evaluate the generations, we had one of the authors in the paper annotate each of the responses894

according to whether the answer was acceptable or not. We adopted a loose criteria for acceptability:895

1. If the question had an objective answer (e.g., the answer to “Which company has a largest market896

capitalization, GOOG os ASML?” is ultimately either GOOG or ASML) then the generation was897

acceptable as long as the final answer given by the question was acceptable. Note that if the reasoning898

given for the answer was incorrect but the final answer was correct, the answer was still treated899

as acceptable. This choice is deliberate, since in certain cases it can be hard to gauge whether the900

reasoning is correct despite the answer being correct. To reduce subjectivity as much as possible, we901

adopted the loosest possible interpretation of acceptability for questions with objective answers.902

2. If the answer did not have an objective answer (e.g., there are multiple sensible answers to “How903

do ORCL and GOOG’s EBIDTA multiples compare?”), then we deem an answer acceptable if the904

reasoning in the answer is sensible and correct.905

3. If the model failed to generate an answer (e.g., rendering error, or did not answer the question) then906

the answer was not acceptable.907

C Conditioned obituary results908

In Tab. 9, we include the results on the obituary dataset when we condition on the QA model not having909

abstained from answering.910

D Details on human study911

We include further details on the human study below.912

D.1 Detailed breakdown of summary steps913

The following are the different pages the annotators see:914

1. Instruction page: They first see a page that gives them an overview of the study and the interface, a915

description of the questions they will answer, the structure of the study (with the approximate times916

to complete each section, alongside information about compensation), and a section with further917

notes. We make it clear here that they are being timed, and that the first three annotations will be918

practice examples and the next four are the actual examples they need to annotate. For simplicity, we919

use System A to refer to generations without annotations, and System B to refer to the system with920

annotations.921

2. Practice round 1: Gives an example of a document without annotations and without errors. Specif-922

ically, we say: “The following example, which could have been generated by system A, contains923
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nothing that directly contradicts the table on the left (we have checked it ourselves by going through 924

the different numbers mentioned in the text, but you will have to do it yourself for future examples). 925

For this reason, you should say that the text is consistent with the source data below (this is an 926

attention check). For these practice questions, it doesn’t matter what you write down for confidence 927

and ease, but after the practice rounds are finished, you should start answering those.” 928

3. Practice round 2: Gives an example document without annotation but with an error. Specifically, 929

we say: “The following is an example, that also could have been generated by System A, is identical 930

except that it now contains an error. Specifically, the text says that number of rebounds by Andrew 931

Bogut made was 7, but the number in the table says it is actually 6 (you have to scroll down the table 932

to see Andrew Boguts’s statistics). For this reason, you should state that the text is inconsistent with 933

the source data below (this is an attention check). Again, since this is a practice question, it doesn’t 934

matter what you answer for your confidence and ease of finding the answer.” 935

4. Practice round 3: Gives an example of a document with annotations, and with an error. Specifically, 936

we say: “The example shown below, which illustrates system B’s annotations, is very similar but also 937

contains an error: The text says that the number of rebounds that Stephen Curry made 38 points, but 938

in reality he scored 37 points. If you hover your cursor over the number 38, a tooltip will show up, 939

showing that the 38 actually refers to the Golden State Warrior’s 3Pt Field Goal Percentage. For this 940

reason, you should state that the text is inconsistent with the source data below (this is an attention 941

check). Again, since this is a practice run, it doesn’t matter what you answer for your confidence and 942

ease of finding the answer, but you should start answering them properly from now on.” 943

5. Annotation 1: First example they need to annotate. 944

6. Annotation 2: Second example they need to annotate. 945

7. Annotation 3: Third example they need to annotate. 946

8. Annotation 4: Fourth example they need to annotate. 947

Quality checks. We request a participant return their submission if they get two of the practice rounds 948

wrong. In our opinion, our instructions for those rounds are clear as to what they should do (i.e., they give 949

the correct answer), so participants that are reading the instructions should get these correct. If they get 950

only one wrong, we allow them to complete the study and compensate them as other participants, but do 951

not use their results in our analysis. 952

Sampling of annotations. When the user passes the practice round, we show them four documents to 953

annotate. Our sampling process obeys the following properties: 954

1. Each of the underlying documents is unique (i.e., we pick 4 out of the 5 documents to show the 955

annotator) 956

2. Exactly 2 of the documents are shown with annotations, and two are shown without annotations. 957

These may appear in any order. 958

3. Each document has a 50% chance of being consistent with the text. If a document is sampled to 959

be inconsistent, then we sample one of the three possible incorrect variants to show, uniformly at 960

random. 961

D.2 Questions asked to annotators 962

For each document, the annotators are asked: 963

1. Is the text consistent or inconsistent with the source data? 964

• Possible answers: Consistent or Inconsistent 965
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• Note: Answering this question stops a timer that begins running when the page is loaded. This966

is the annotation time we report.967

2. How confident are you in your answer? [1 means least confidence (completely unsure), 5 means968

most confidence (absolutely certain)]969

• Possible answers: 1, 2, 3, 4, 5970

3. How easy was it reach your decision? [1 is hardest, 5 is easiest]971

• Possible answers: 1, 2, 3, 4, 5972

After annotating all documents, the exit survey asked them “Please rate the degree to which you agree973

with the following statement:”974

1. System B (i.e., with annotations) gave me more confidence in my answers that System A (i.e., no975

annotations).976

• Possible answers: Strongly disagree, Disagree, Neutral, Agree, Strongly agree977

2. System B (i.e., with annotations) made it easier for me to do the task than System A (i.e., no978

annotations).979

• Possible answers: Strongly disagree, Disagree, Neutral, Agree, Strongly agree980

And finally there we added “Optionally, you can leave some comments about the study below.” alongside981

a textbox for comments.982

D.3 Interface983

The following images illustrate the annotation interface:984

1. Fig. 4 depicts the instruction page shown to each annotator.985

2. Fig. 5 illustrates the full annotation interface for a document, after it has been filled out.986

3. Fig. 6 illustrates the the exit survey, after it has been filled out.987

4. Fig. 7 illustrates how the interface changes when you hover over an annotation with your cursor.988

Specifically, a tooltip appears (describing the provenance for the field) and the respective field gets989

highlighted on the left. The tooltips and the table are both human readable (the values are manually990

written based on the schema of the data, which is known).991

E Qualitative error analysis992

Fig. 8 shows some example errors in SymGen generations. Below we include further qualitative comments993

on the errors produced by the systems we analysed.994

GSM error anlaysis. We inspected GPT-3.5-4K failures by our model. In one case the model generates995

{% set initial_marbles = 'x' %}, in an attempt to effectively create a variable, as one would do996

when reasoning about a problem algebraically. In another case, the statement {% set red_paint =997

white_paint = purple_paint %} was generated in response to “There are equal amounts of red, white,998

and purple paint in the mural,” which is incorrect Jinja despite making sense conceptually.999
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(a) The top half of the instruction page. (b) The bottom half of the instruction page.

Figure 4: Instructions page shown to every annotator, before they begin the study.

Financial error analysis. During our analysis, we found that GPT-3.5-16K struggled with CoT-like (Wei 1000

et al., 2022) behavior in symbolic form, e.g., when it required comparing a set of numbers and determining 1001

the largest one, it would generate references to the numbers involved in the comparison (as is standard 1002

with CoT), but it would not determine the largest one correctly (e.g., Fig. 8C). We also found evidence 1003

of the models struggling with plausible but syntactically incorrect Jinja generations. In fact, most errors 1004

in the symbolic form of the output were because of incorrectly referencing one particular variable, 1005

viz., 50DayMovingAverage (e.g., Fig. 8D). This suggests that techniques for constrained decoding with 1006

LLMs (Shin et al., 2021; Scholak et al., 2021; Poesia et al., 2022, 2023; Wang et al., 2023a) could be 1007

employed to curtail syntax errors. 1008

F Experimental details 1009

Unless otherwise specified, we run all experiments using the Azure API and use the model version 0613. 1010

We state the specific version of the model we use in the main text. We use the SacreBLEU, ROUGE and 1011
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Figure 5: Annotation interface for a document, as it appears after answering all questions. The second and third
questions only appear after the first one is answered, and the submit button is enabled only when everything has
been answered.

Figure 6: Exit survey at the end of the human study.
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Figure 7: Effect of hovering over an annotation in a document that has annotations. A tooltip shows up containing a
short description of the field, and the corresponding entry in the table is highlighted.
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Figure 8: SymGen makes the identification of hallucinations easier. In A SymGen makes an error (indicated with
dark red background) when the model needs to add up two values; in B , the model incorrectly increments the values
by one. In C the model generates a correct chain-of-thought, but fails, likely because the symbolic references
make it harder to check which value is actually highest. Finally, in D , we see a sensible but syntactically incorrect
Jinja expression, which causes the whole generation to become unrenderable. Note how even when there are errors,
symbolic generation provides a glimpse into the models’ internal reasoning, making it easier to understand the
motive for such errors (e.g., generating +1 in B ).

BERTScore implementations in Huggingface evaluate.81012

Licensing information. The following resources that were used in our paper are licensed as follows (all1013

are in English):1014

1. SynthBio: Apache 2.01015

2. Rotowire: Unable to determine1016

3. GSM: MIT1017

F.1 Datasets1018

Tab. 10 shows the statistics of the datasets we consider. We provide some more details about each dataset1019

and its processing below.1020

Rotowire. We postprocess the JSON to convert it into a nested, key–value data structure that resembles1021

the output of an API. We found this to be a necessary step, and found SymGen to not work well when1022

most of the data is exposed as an array, likely because of implicit chain-of-thought-like behavior when1023

the model specifies a key, e.g., {{ data.box_score.shabazz_napier.fgm }} should be easier for an1024

LLM to reason about than {{ data.box_scores[1][5] }}.1025

Counterfactual obituaries. To obtain the entities, we scraped Wikidata9 and collected all entities whose1026

occupation is a subtype of scientist, additionally filtering for entities with 75 or more sitelinks to ensure1027

relatively well-known scientists were selected. To construct the counterfactual variants of each entity, we1028

8https://github.com/huggingface/evaluate
9https://www.wikidata.org/wiki/Wikidata:Main_Page
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Dataset Domain Eval # Field types Field # Ref?

SynthBio Biographies 364 Text 18.96 ✓
Obituary Obituaries 168 Text, Number 20.98
Rotowire Sports 100 Text, Number 644.16 ✓
Financial Financial 32 Text, Number 127.94
GSM Mathematics 200 None N/A ✓

Table 10: Comparison of the four datasets we consider in our study. We note the domain of the dataset (Domain),
the number of datapoints we evaluate on (Eval #), the types of the fields of the data, the average number of fields in
each example’s data (Field #), and whether there is a reference generation for each datapoint in the dataset (Ref?).

take each entity’s attribute and progressively corrupt a subset of its properties,10 by sampling a different 1029

value from the empirical distribution of that property’s values from the collected data. For each entity, we 1030

create copies that have 50% and 100% of the selected properties corrupted. 1031

We then constructed a dictionary for each entity containing a value for each one of 27 manually selected 1032

Wikidata properties, e.g., country of citizenship, place of birth, etc. (see App. A for a complete listing). If 1033

an entity did not possess such a property in its Wikidata page, we do not add it to the entity’s dictionary; 1034

if the entity possessed multiple values associated with that property, we selected the first one that was 1035

returned by the Wikidata API. This results in one dictionary of property–value attributes for each scientist. 1036

To construct the counterfactual variants of each entity, we take each entity’s dictionary and progressively 1037

corrupt a subset of its properties,11 by sampling a different value from the empirical distribution of that 1038

property’s values from the collected data. For each entity, we create copies that have 50% and 100% of 1039

the selected properties corrupted. All of these are added back to obtain the final dataset. 1040

F.2 Prompts 1041

We provide the prompts we use in the sections below. 1042

F.2.1 SynthBio prompts 1043

SynthBio prompt (Baseline)

System prompt:
Your task is to write a biography about a person whose description is given in JSON. You must mention and be faithful
about every property of the person in your biography.

Few shot examples (optional):

User:
JSON:

```json
{

"data": {
"name": "Hanna Skold",
"gender": "female",
"nationality": "Swedish",
"birth_date": "14 November 1856",
"birth_place": "Gotlandso, Sweden",
"death_date": "24 December 1935",
"death_place": "Santa Cruz, California",
"death_cause": "unknown",
"start_age": "17",
"notable_ascents": "Pico de Orizaba, Aconcgua, Grand Teton, Cerro

Fitzroy",
"final_ascent": "Mount Rainier",
"partnerships": "Gertrude S. Cooper",
"mother": "Karin Andersen",

10Other than name, age and gender.
11Other than name, age and gender.
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"children": "Lillian Skold"
}

}
```

Assistant:
Hanna Skold (born 14 November 1856) was a Swedish mountaineer. She was born in Gotlandso, Sweden. She
started climbing at the age of 17. She climbed Pico de Orizaba, Aconcagua, Grand Teton, and Cerro Fitzroy.
Skold made her final ascent on Mount Rainier. Skold was the daughter of Karin Andersen and her daughter was
Lillian Skold. She collaborated with Gertrude S. Cooper. She died on December 24, 1935 in Santa Cruz,
California.

One more few-shot example like the one above (hidden to save space)

User:
Data for biography to be generated.

EXAMPLE INPUT
JSON:

```json
{

"data": {
"name": "Helmut Kaiser",
"gender": "male",
"nationality": "German",
"birth_date": "17 August 1863",
"birth_place": "Nuremberg",
"death_date": "October 17, 1947",
"death_place": "Frankfurt am Main, Germany",
"death_cause": "heart disease; artery sclerosis",
"resting_place": "Frankfurt am Main, Germany",
"alma_mater": "Philospohical University of Erlangen -Nuernberg, 1886",
"education": "Ph.D. in Philosophy",
"occupation": "philosopher, theologian;",
"notable_works": "Philosophical Problems of Theism",
"language": "Germany",
"genre": "Philosophical Theology",
"awards": "Honorary Member of the Lutheran Liturgical Institute at the University of Chicago;

University Grant of City of Frankfurt am Main in 1911",
"mother": "Berta Kaiser",
"father": "Adolf Weber",
"partner": "Frieda Schoenlein",
"children": "Rudolf, Kurt, Gertraud, Marianne, Rosemarie"

}
}
```

Assistant:
LLM generates Synthbio summary without symbolic references.

EXAMPLE OUTPUT (GPT-4-8K)
Helmut Kaiser was a renowned German philosopher and theologian, born on August 17, 1863, in Nuremberg, Germany. He completed his Ph.D. in Philosophy from the
Philosophical University of Erlangen-Nuernberg in 1886. His most notable work was "Philosophical Problems of Theism". He was awarded the Honorary Member of
the Lutheran Liturgical Institute at the University of Chicago and received the University Grant of the City of Frankfurt am Main in 1911. He was married to Frieda
Schoenlein and they had five children: Rudolf, Kurt, Gertraud, Marianne, and Rosemarie. Kaiser passed away from heart disease and artery sclerosis on October 17,
1947, in Frankfurt am Main, Germany, where he was also laid to rest.

SynthBio prompt (Direct)

System prompt:
Your task is to write a biography about a person whose description is given in JSON. You must mention and be faithful
about every property of the person in your biography.
Instead of responding directly with the text, you must generate Jinja-style expressions in the text with references to
fields in the provided JSON, e.g., given JSON that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
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```

then instead of generating "... was born in Ohio" you should generate "... was born in {{ data.place_of_birth }}".
Note that you can only reference fields that exist in the JSON. The user will be displayed a version of this message that
has the references filled in, and you should ALWAYS try to use such references instead of copying the text directly
when possible.

Few shot examples (optional):

User:
JSON:

```json
{

"data": {
"name": "Hanna Skold",
"gender": "female",
"nationality": "Swedish",
"birth_date": "14 November 1856",
"birth_place": "Gotlandso, Sweden",
"death_date": "24 December 1935",
"death_place": "Santa Cruz, California",
"death_cause": "unknown",
"start_age": "17",
"notable_ascents": "Pico de Orizaba, Aconcgua, Grand Teton, Cerro

Fitzroy",
"final_ascent": "Mount Rainier",
"partnerships": "Gertrude S. Cooper",
"mother": "Karin Andersen",
"children": "Lillian Skold"

}
}
```

Assistant:
{{ data.name }} (born {{ data.birth_date }}) was a {{ data.nationality }} mountaineer. She was
born in {{ data.birth_place }}. She started climbing at the age of {{ data.start_age }}. She climbed
{{ data.notable_ascents.split(', ')[0] }}, {{ data.notable_ascents.split(', ')[1] }},
{{ data.notable_ascents.split(', ')[2] }}, and {{ data.notable_ascents.split(', ')[3] }}.
{{ data.name }} made her final ascent on {{ data.final_ascent }}. {{ data.name }} was the daughter
of {{ data.mother }} and her daughter was {{ data.children }}. She collaborated with
{{ data.partnerships }}. She died on {{ data.death_date }} in {{ data.death_place }}.

One more few-shot example like the one above (hidden to save space)

User:
Data for biography to be generated
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EXAMPLE INPUT
JSON:

```json
{

"data": {
"name": "Helmut Kaiser",
"gender": "male",
"nationality": "German",
"birth_date": "17 August 1863",
"birth_place": "Nuremberg",
"death_date": "October 17, 1947",
"death_place": "Frankfurt am Main, Germany",
"death_cause": "heart disease; artery sclerosis",
"resting_place": "Frankfurt am Main, Germany",
"alma_mater": "Philospohical University of Erlangen -Nuernberg, 1886",
"education": "Ph.D. in Philosophy",
"occupation": "philosopher, theologian;",
"notable_works": "Philosophical Problems of Theism",
"language": "Germany",
"genre": "Philosophical Theology",
"awards": "Honorary Member of the Lutheran Liturgical Institute at the University of Chicago;

University Grant of City of Frankfurt am Main in 1911",
"mother": "Berta Kaiser",
"father": "Adolf Weber",
"partner": "Frieda Schoenlein",
"children": "Rudolf, Kurt, Gertraud, Marianne, Rosemarie"

}
}
```

Assistant:
LLM directly generates Synthbio summary with symbolic references.

EXAMPLE OUTPUT (GPT-4)
{{ data.name }} was a renowned {{ data.nationality }} {{ data.occupation }} born on {{ data.birth_date }} in {{ data.birth_place }}. He was
the son of {{ data.father }} and {{ data.mother }}. He studied at {{ data.alma_mater.split(', ')[0] }}, where he earned his {{ data.education }}.
His most notable work was "{{ data.notable_works }}", written in his native language, {{ data.language }}. His contributions to {{ data.genre }} earned
him recognition, including becoming an Honorary Member of the Lutheran Liturgical Institute at the University of Chicago and receiving the University Grant of City
of Frankfurt am Main in 1911. He was partnered with {{ data.partner }} and they had five children: {{ data.children }}. {{ data.name }} passed away on
{{ data.death_date }} in {{ data.death_place }} due to {{ data.death_cause }}. His final resting place is in {{ data.resting_place }}.

SynthBio prompt (Indirect)

System prompt:
Your task is to write a biography about a person whose description is given in JSON. You must mention and be faithful
about every property of the person in your biography. After you generate the biography, you will be asked to rewrite it
using Jinja-style expressions.

Few shot examples (optional):

User:
JSON:

```json
{

"data": {
"name": "Hanna Skold",
"gender": "female",
"nationality": "Swedish",
"birth_date": "14 November 1856",
"birth_place": "Gotlandso, Sweden",
"death_date": "24 December 1935",
"death_place": "Santa Cruz, California",
"death_cause": "unknown",
"start_age": "17",
"notable_ascents": "Pico de Orizaba, Aconcgua, Grand Teton, Cerro

Fitzroy",
"final_ascent": "Mount Rainier",
"partnerships": "Gertrude S. Cooper",
"mother": "Karin Andersen",
"children": "Lillian Skold"

}
}
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```

Assistant:
Hanna Skold (born 14 November 1856) was a Swedish mountaineer. She was born in Gotlandso, Sweden. She
started climbing at the age of 17. She climbed Pico de Orizaba, Aconcagua, Grand Teton, and Cerro Fitzroy.
Skold made her final ascent on Mount Rainier. Skold was the daughter of Karin Andersen and her daughter was
Lillian Skold. She collaborated with Gertrude S. Cooper. She died on December 24, 1935 in Santa Cruz,
California.

User:
Your job is to now rewrite the answer you provided above, but instead of responding directly with the text, you
must generate Jinja-style expressions in the text with references to fields in the provided JSON, e.g., given
JSON that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
```

then instead of generating "... was born in Ohio" you should generate "... was born in
{{ data.place_of_birth }}". Note that you can only reference fields that exist in the JSON. The user will be
displayed a version of this message that has the references filled in, and you should ALWAYS try to use such
references instead of copying the text directly when possible. Remember, you MUST make sure you ONLY use
fields that exist in the JSON. You must NOT make up fields.

Assistant:
{{ data.name }} (born {{ data.birth_date }}) was a {{ data.nationality }} mountaineer. She was
born in {{ data.birth_place }}. She started climbing at the age of {{ data.start_age }}. She climbed
{{ data.notable_ascents.split(', ')[0] }}, {{ data.notable_ascents.split(', ')[1] }},
{{ data.notable_ascents.split(', ')[2] }}, and {{ data.notable_ascents.split(', ')[3] }}.
{{ data.name }} made her final ascent on {{ data.final_ascent }}. {{ data.name }} was the daughter
of {{ data.mother }} and her daughter was {{ data.children }}. She collaborated with
{{ data.partnerships }}. She died on {{ data.death_date }} in {{ data.death_place }}.

One more few-shot example like the one above (hidden to save space)

User:
Data for biography to be generated

EXAMPLE INPUT
JSON:

```json
{

"data": {
"name": "Helmut Kaiser",
"gender": "male",
"nationality": "German",
"birth_date": "17 August 1863",
"birth_place": "Nuremberg",
"death_date": "October 17, 1947",
"death_place": "Frankfurt am Main, Germany",
"death_cause": "heart disease; artery sclerosis",
"resting_place": "Frankfurt am Main, Germany",
"alma_mater": "Philospohical University of Erlangen -Nuernberg, 1886",
"education": "Ph.D. in Philosophy",
"occupation": "philosopher, theologian;",
"notable_works": "Philosophical Problems of Theism",
"language": "Germany",
"genre": "Philosophical Theology",
"awards": "Honorary Member of the Lutheran Liturgical Institute at the University of Chicago;

University Grant of City of Frankfurt am Main in 1911",
"mother": "Berta Kaiser",
"father": "Adolf Weber",
"partner": "Frieda Schoenlein",
"children": "Rudolf, Kurt, Gertraud, Marianne, Rosemarie"

}
}
```
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Assistant:
LLM generates SynthBio biography without symbolic references

EXAMPLE OUTPUT (GPT-4-8K)
Helmut Kaiser was a German philosopher and theologian, born on August 17, 1863, in Nuremberg, to Adolf Weber and Berta Kaiser. He studied at the Philosophical
University of Erlangen-Nuernberg, graduating in 1886 with a Ph.D. in Philosophy. His notable works include "Philosophical Problems of Theism". He wrote in
German and his genre was Philosophical Theology. He received several awards, including becoming an Honorary Member of the Lutheran Liturgical Institute at the
University of Chicago and receiving the University Grant of the City of Frankfurt am Main in 1911. He was partnered with Frieda Schoenlein and they had five
children: Rudolf, Kurt, Gertraud, Marianne, and Rosemarie. Kaiser passed away on October 17, 1947, in Frankfurt am Main, Germany, due to heart disease and artery
sclerosis. He was laid to rest in the same city.

User:
Your job is to now rewrite the answer you provided above, but instead of responding directly with the text, you
must generate Jinja-style expressions in the text with references to fields in the provided JSON, e.g., given JSON
that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
```

then instead of generating "... was born in Ohio" you should generate "... was born in
{{ data.place_of_birth }}". Note that you can only reference fields that exist in the JSON. The user will be
displayed a version of this message that has the references filled in, and you should ALWAYS try to use such
references instead of copying the text directly when possible. Remember, you MUST make sure you ONLY use
fields that exist in the JSON. You must NOT make up fields.

Assistant:
LLM rewrites biography so it contains symbolic references.

EXAMPLE OUTPUT (GPT-4-8K)
{{ data.name }} was a {{ data.nationality }} {{ data.occupation }}, born on {{ data.birth_date }}, in {{ data.birth_place }}, to
{{ data.father }} and {{ data.mother }}. He studied at the {{ data.alma_mater.split(', ')[0] }}, graduating in
{{ data.alma_mater.split(', ')[1] }} with a {{ data.education }}. His notable works include "{{ data.notable_works }}". He wrote in
{{ data.language }} and his genre was {{ data.genre }}. He received several awards, including becoming an {{ data.awards.split('; ')[0] }} and
receiving the {{ data.awards.split('; ')[1] }}. He was partnered with {{ data.partner }} and they had five children: {{ data.children }}.
{{ data.name }} passed away on {{ data.death_date }}, in {{ data.death_place }}, due to {{ data.death_cause }}. He was laid to rest in
{{ data.resting_place }}.

F.2.2 Rotowire prompts1044

Rotowire prompt (Baseline)

System prompt:
Your task is to write a summary of a basketball game whose statistics are given in JSON. You must remain faithful to
the provided statistics in your summary.

Few shot examples (optional):

User:
JSON:

```json
{

"data": {
"home_line": {

"name": "Magic",
"city": "Orlando",
"wins": 6,
"losses": 9,
"pts": 92,
"pts_qtr1": 18,
"pts_qtr2": 28,
"pts_qtr3": 21,
"pts_qtr4": 25,
"fg_pct": 45,
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"fg3_pct": 19,
"ft_pct": 70,
"ast": 18,
"reb": 44,
"tov": 14

},
"visitor_line": {

"name": "Heat",
"city": "Miami",
"wins": 7,
"losses": 6,
"pts": 99,
"pts_qtr1": 22,
"pts_qtr2": 27,
"pts_qtr3": 19,
"pts_qtr4": 31,
"fg_pct": 52,
"fg3_pct": 46,
"ft_pct": 72,
"ast": 17,
"reb": 33,
"tov": 16

},
"box_score": {

"luol_deng": {
"player_name": "Luol Deng",
"first_name": "Luol",
"second_name": "Deng",
"city": "Miami",
"start_position": "F",
"min": 33,
"pts": 9,
"fgm": 4,
"fga": 9,
"fg_pct": 44,
"fg3m": 1,
"fg3a": 2,
"fg3_pct": 50,
"ftm": 0,
"fta": 0,
"ft_pct": 0,
"reb": 7,
"oreb": 1,
"dreb": 6,
"ast": 0,
"stl": 1,
"blk": 0,
"to": 2,
"pf": 3

},
...

}
}

}
```

Write a summary of the game described above.

Assistant:
The Miami Heat (7-6) took down the Orlando Magic (6-9) 99-92 on Saturday night at the Amway Center in
Orlando. The Heat were just too much for the Magic when all was said and done, as they made a nice run in the
fourth to get a seven-point win. What makes the win even more impressive is that Miami did it without guard
Dwyane Wade (hamstring). The Heat got plenty of production from some key players to help get the job done
though. They were led in scoring by Chris Bosh, who put up 32 points (13-20 FG, 4-6 3Pt, 2-2 FT) to go with
10 rebounds. Mario Chalmers had a huge night also, scoring 24 points (10-16 FG, 2-5 3Pt, 2-4 FT) to go with
eight assists and five rebounds. Miami fans have to be happy to see rookie Shabazz Napier stepping up big, as
he played extended minutes (28), and scored 12 points (4-8 FG, 2-5 3Pt, 2-4 FT) to go with two rebounds, two
steals and one assist. Miami has a quick turnaround, as they take on the Charlotte Hornets at home Sunday night.
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The Magic just couldn’t get enough production to outscore the Heat on this night, as only three players hit
double digits, with Nikola Vucevic having a monster night, scoring 33 points (12-24 FG, 9-11 FT), with 17
rebounds. Vucevic was just dominate, and grabbed 11 offensive boards on the night. The other production came
from Victor Oladipo, who had 14 points (5-11 FG, 1-4 3Pt, 3-5 FT), with four rebounds, two assist and two
steals, as well as Evan Fournier, who scored 11 points (5-15 FG, 1-5 3PT) with six assists and six rebounds. The
Magic get a night off now, before taking on the Cleveland Cavaliers on Monday.

User:
Data for game to be described

EXAMPLE INPUT
JSON:

```json
{

"data": {
"home_line": {

"name": "Hawks",
"city": "Atlanta",
"wins": 46,
"losses": 12,
"pts": 95,
"pts_qtr1": 28,
"pts_qtr2": 14,
"pts_qtr3": 34,
"pts_qtr4": 19,
"fg_pct": 44,
"fg3_pct": 45,
"ft_pct": 75,
"ast": 27,
"reb": 42,
"tov": 18

},
"visitor_line": {

"name": "Magic",
"city": "Orlando",
"wins": 19,
"losses": 41,
"pts": 88,
"pts_qtr1": 16,
"pts_qtr2": 29,
"pts_qtr3": 22,
"pts_qtr4": 21,
"fg_pct": 45,
"fg3_pct": 35,
"ft_pct": 54,
"ast": 22,
"reb": 40,
"tov": 17

},
"box_score": {

"tobias_harris": {
"player_name": "Tobias Harris",
"first_name": "Tobias",
"second_name": "Harris",
"city": "Orlando",
"start_position": "F",
"min": 37,
"pts": 15,
"fgm": 5,
"fga": 9,
"fg_pct": 56,
"fg3m": 2,
"fg3a": 4,
"fg3_pct": 50,
"ftm": 3,
"fta": 4,
"ft_pct": 75,
"reb": 4,
"oreb": 0,
"dreb": 4,
"ast": 1,
"stl": 2,
"blk": 1,
"to": 2,
"pf": 0

},
...

}
}

}
```

Write a summary of the game described above.

Assistant:
LLM generates game summary without symbolic references
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EXAMPLE OUTPUT (GPT-4-32K)
The Atlanta Hawks (46-12) secured a victory against the Orlando Magic (19-41) with a final score of 95-88. The Hawks started strong with a 28-point first quarter and
maintained their lead throughout the game, despite a slight dip in the second quarter. They managed to shoot 44% from the field and 45% from the three-point line. The
Hawks also outrebounded the Magic 42-40 and had more assists (27-22).
The Hawks’ top performers were Paul Millsap with 20 points, Al Horford with 17 points and 13 rebounds, and DeMarre Carroll with 15 points. Jeff Teague also
contributed significantly with 17 points and 7 assists.
On the other side, the Magic struggled with their free throws, making only 54% of them. However, they managed to shoot 45% from the field and 35% from beyond the
arc. The Magic’s standout player was Nikola Vucevic, who scored 21 points and grabbed 15 rebounds. Victor Oladipo also had a solid performance with 19 points,
while Tobias Harris added 15 points.
Despite their efforts, the Magic couldn’t overcome the Hawks’ strong performance, resulting in their 41st loss of the season. The Hawks, on the other hand, continued
their impressive run, securing their 46th win.

Rotowire prompt (Direct)

System prompt:
Your task is to write a summary of a basketball game whose statistics are given in JSON. You must remain faithful to
the provided statistics in your summary.
Instead of responding directly with the text, you must generate Jinja-style expressions in the text with references to
fields in the provided JSON, e.g., given JSON that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
```

then instead of generating "... was born in Ohio" you should generate "... was born in {{ data.place_of_birth }}".
Note that you can only reference fields that exist in the JSON. The user will be displayed a version of this message that
has the references filled in, and you should ALWAYS try to use such references instead of copying the text directly
when possible.

Few shot examples (optional):

User:
JSON:

```json
{

"data": {
"home_line": {

"name": "Magic",
"city": "Orlando",
"wins": 6,
"losses": 9,
"pts": 92,
"pts_qtr1": 18,
"pts_qtr2": 28,
"pts_qtr3": 21,
"pts_qtr4": 25,
"fg_pct": 45,
"fg3_pct": 19,
"ft_pct": 70,
"ast": 18,
"reb": 44,
"tov": 14

},
"visitor_line": {

"name": "Heat",
"city": "Miami",
"wins": 7,
"losses": 6,
"pts": 99,
"pts_qtr1": 22,
"pts_qtr2": 27,
"pts_qtr3": 19,
"pts_qtr4": 31,
"fg_pct": 52,
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"fg3_pct": 46,
"ft_pct": 72,
"ast": 17,
"reb": 33,
"tov": 16

},
"box_score": {

"luol_deng": {
"player_name": "Luol Deng",
"first_name": "Luol",
"second_name": "Deng",
"city": "Miami",
"start_position": "F",
"min": 33,
"pts": 9,
"fgm": 4,
"fga": 9,
"fg_pct": 44,
"fg3m": 1,
"fg3a": 2,
"fg3_pct": 50,
"ftm": 0,
"fta": 0,
"ft_pct": 0,
"reb": 7,
"oreb": 1,
"dreb": 6,
"ast": 0,
"stl": 1,
"blk": 0,
"to": 2,
"pf": 3

},
...

}
}

}
```

Write a summary of the game described in the JSON above. Remember to ALWAYS use Jinja-style expressions
to reference the fields in the JSON whenever possible.

Assistant:
The {{ data.visitor_line.city }} {{ data.visitor_line.name }}
({{ data.visitor_line.wins }}-{{ data.visitor_line.losses }}) took down the
{{ data.home_line.city }} {{ data.home_line.name }}
({{ data.home_line.wins }}-{{ data.home_line.losses }})
{{ data.visitor_line.pts }}-{{ data.home_line.pts }} on Saturday night at the Amway Center in
{{ data.home_line.city }}. The Heat were just too much for the Magic when all was said and done, as they
made a nice run in the fourth to get a seven-point win. What makes the win even more impressive is that Miami
did it without guard Dwyane Wade (hamstring). The Heat got plenty of production from some key players to
help get the job done though. They were led in scoring by
{{ data.box_score.chris_bosh.player_name }}, who put up {{ data.box_score.chris_bosh.pts }}
points ({{ data.box_score.chris_bosh.fgm }}-{{ data.box_score.chris_bosh.fga }} FG,
{{ data.box_score.chris_bosh.fg3m }}-{{ data.box_score.chris_bosh.fg3a }} 3Pt,
{{ data.box_score.chris_bosh.ftm }}-{{ data.box_score.chris_bosh.fta }} FT) to go with
{{ data.box_score.chris_bosh.reb }} rebounds.
{{ data.box_score.mario_chalmers.player_name }} had a huge night also, scoring
{{ data.box_score.mario_chalmers.pts }} points
({{ data.box_score.mario_chalmers.fgm }}-{{ data.box_score.mario_chalmers.fga }} FG,
{{ data.box_score.mario_chalmers.fg3m }}-{{ data.box_score.mario_chalmers.fg3a }} 3Pt,
{{ data.box_score.mario_chalmers.ftm }}-{{ data.box_score.mario_chalmers.fta }} FT) to go
with {{ data.box_score.mario_chalmers.ast }} assists and
{{ data.box_score.mario_chalmers.reb }} rebounds. Miami fans have to be happy to see rookie
{{ data.box_score.shabazz_napier.player_name }} stepping up big, as he played extended minutes
({{ data.box_score.shabazz_napier.min }}), and scored
{{ data.box_score.shabazz_napier.pts }} points
({{ data.box_score.shabazz_napier.fgm }}-{{ data.box_score.shabazz_napier.fga }} FG,
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{{ data.box_score.shabazz_napier.fg3m }}-{{ data.box_score.shabazz_napier.fg3a }} 3Pt,
{{ data.box_score.shabazz_napier.ftm }}-{{ data.box_score.shabazz_napier.fta }} FT) to go
with {{ data.box_score.shabazz_napier.reb }} rebounds,
{{ data.box_score.shabazz_napier.stl }} steals and {{ data.box_score.shabazz_napier.ast }}
assist. Miami has a quick turnaround, as they take on the Charlotte Hornets at home Sunday night. The Magic
just couldn’t get enough production to outscore the Heat on this night, as only three players hit double digits,
with {{ data.box_score.nikola_vucevic.player_name }} having a monster night, scoring
{{ data.box_score.nikola_vucevic.pts }} points
({{ data.box_score.nikola_vucevic.fgm }}-{{ data.box_score.nikola_vucevic.fga }} FG,
{{ data.box_score.nikola_vucevic.ftm }}-{{ data.box_score.nikola_vucevic.fta }} FT), with
{{ data.box_score.nikola_vucevic.reb }} rebounds. Vucevic was just dominate, and grabbed
{{ data.box_score.nikola_vucevic.oreb }} offensive boards on the night. The other production came
from {{ data.box_score.victor_oladipo.player_name }}, who had
{{ data.box_score.victor_oladipo.pts }} points
({{ data.box_score.victor_oladipo.fgm }}-{{ data.box_score.victor_oladipo.fga }} FG,
{{ data.box_score.victor_oladipo.fg3m }}-{{ data.box_score.victor_oladipo.fg3a }} 3Pt,
{{ data.box_score.victor_oladipo.ftm }}-{{ data.box_score.victor_oladipo.fta }} FT), with
{{ data.box_score.victor_oladipo.reb }} rebounds, {{ data.box_score.victor_oladipo.ast }}
assist and {{ data.box_score.victor_oladipo.stl }} steals, as well as
{{ data.box_score.evan_fournier.player_name }}, who scored
{{ data.box_score.evan_fournier.pts }} points
({{ data.box_score.evan_fournier.fgm }}-{{ data.box_score.evan_fournier.fga }} FG,
{{ data.box_score.evan_fournier.fg3m }}-{{ data.box_score.evan_fournier.fg3a }} 3PT) with
{{ data.box_score.evan_fournier.ast }} assists and {{ data.box_score.evan_fournier.reb }}
rebounds. The Magic get a night off now, before taking on the Cleveland Cavaliers on Monday.

User:
Data for game to be described
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EXAMPLE INPUT
JSON:

```json
{

"data": {
"home_line": {

"name": "Hawks",
"city": "Atlanta",
"wins": 46,
"losses": 12,
"pts": 95,
"pts_qtr1": 28,
"pts_qtr2": 14,
"pts_qtr3": 34,
"pts_qtr4": 19,
"fg_pct": 44,
"fg3_pct": 45,
"ft_pct": 75,
"ast": 27,
"reb": 42,
"tov": 18

},
"visitor_line": {

"name": "Magic",
"city": "Orlando",
"wins": 19,
"losses": 41,
"pts": 88,
"pts_qtr1": 16,
"pts_qtr2": 29,
"pts_qtr3": 22,
"pts_qtr4": 21,
"fg_pct": 45,
"fg3_pct": 35,
"ft_pct": 54,
"ast": 22,
"reb": 40,
"tov": 17

},
"box_score": {

"tobias_harris": {
"player_name": "Tobias Harris",
"first_name": "Tobias",
"second_name": "Harris",
"city": "Orlando",
"start_position": "F",
"min": 37,
"pts": 15,
"fgm": 5,
"fga": 9,
"fg_pct": 56,
"fg3m": 2,
"fg3a": 4,
"fg3_pct": 50,
"ftm": 3,
"fta": 4,
"ft_pct": 75,
"reb": 4,
"oreb": 0,
"dreb": 4,
"ast": 1,
"stl": 2,
"blk": 1,
"to": 2,
"pf": 0

},
...

}
}

}
```

Write a summary of the game described in the JSON above. Remember to ALWAYS use Jinja-style expressions to reference the fields in the JSON whenever possible.

Assistant:
LLM generates game summary using symbolic references.
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EXAMPLE OUTPUT (GPT-4-32K)
The {{ data.home_line.city }} {{ data.home_line.name }} ({{ data.home_line.wins }}-{{ data.home_line.losses }}) defeated the
{{ data.visitor_line.city }} {{ data.visitor_line.name }} ({{ data.visitor_line.wins }}-{{ data.visitor_line.losses }})
{{ data.home_line.pts }}-{{ data.visitor_line.pts }}. The Hawks had a strong third quarter, scoring {{ data.home_line.pts_qtr3 }} points, which
helped them secure the victory. They shot {{ data.home_line.fg_pct }}% from the field, {{ data.home_line.fg3_pct }}% from beyond the arc, and
{{ data.home_line.ft_pct }}% from the free-throw line. They also had {{ data.home_line.ast }} assists, {{ data.home_line.reb }} rebounds, and
{{ data.home_line.tov }} turnovers.
The Magic, on the other hand, struggled in the first quarter, scoring only {{ data.visitor_line.pts_qtr1 }} points. They shot
{{ data.visitor_line.fg_pct }}% from the field, {{ data.visitor_line.fg3_pct }}% from three-point range, and a disappointing
{{ data.visitor_line.ft_pct }}% from the free-throw line. They had {{ data.visitor_line.ast }} assists, {{ data.visitor_line.reb }} rebounds, and
{{ data.visitor_line.tov }} turnovers.
For the Hawks, {{ data.box_score.paul_millsap.player_name }} led the team with {{ data.box_score.paul_millsap.pts }} points,
{{ data.box_score.paul_millsap.reb }} rebounds, and {{ data.box_score.paul_millsap.ast }} assists.
{{ data.box_score.al_horford.player_name }} also had a strong game with {{ data.box_score.al_horford.pts }} points and
{{ data.box_score.al_horford.reb }} rebounds.
For the Magic, {{ data.box_score.nikola_vucevic.player_name }} had a standout performance with {{ data.box_score.nikola_vucevic.pts }} points
and {{ data.box_score.nikola_vucevic.reb }} rebounds. {{ data.box_score.tobias_harris.player_name }} also contributed with
{{ data.box_score.tobias_harris.pts }} points and {{ data.box_score.tobias_harris.reb }} rebounds.

Rotowire prompt (Indirect)

System prompt:
Your task is to write a summary of a basketball game whose statistics are given in JSON. You must remain faithful to
the provided statistics in your summary. After you generate the summary, you will be asked to rewrite it using
Jinja-style expressions.

Few shot examples (optional):

User:
JSON:

```json
{

"data": {
"home_line": {

"name": "Magic",
"city": "Orlando",
"wins": 6,
"losses": 9,
"pts": 92,
"pts_qtr1": 18,
"pts_qtr2": 28,
"pts_qtr3": 21,
"pts_qtr4": 25,
"fg_pct": 45,
"fg3_pct": 19,
"ft_pct": 70,
"ast": 18,
"reb": 44,
"tov": 14

},
"visitor_line": {

"name": "Heat",
"city": "Miami",
"wins": 7,
"losses": 6,
"pts": 99,
"pts_qtr1": 22,
"pts_qtr2": 27,
"pts_qtr3": 19,
"pts_qtr4": 31,
"fg_pct": 52,
"fg3_pct": 46,
"ft_pct": 72,
"ast": 17,
"reb": 33,
"tov": 16

},
"box_score": {

"luol_deng": {
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"player_name": "Luol Deng",
"first_name": "Luol",
"second_name": "Deng",
"city": "Miami",
"start_position": "F",
"min": 33,
"pts": 9,
"fgm": 4,
"fga": 9,
"fg_pct": 44,
"fg3m": 1,
"fg3a": 2,
"fg3_pct": 50,
"ftm": 0,
"fta": 0,
"ft_pct": 0,
"reb": 7,
"oreb": 1,
"dreb": 6,
"ast": 0,
"stl": 1,
"blk": 0,
"to": 2,
"pf": 3

},
...

}
}

}
```

Write a summary of the game described above.

Assistant:
The Miami Heat (7-6) took down the Orlando Magic (6-9) 99-92 on Saturday night at the Amway Center in
Orlando. The Heat were just too much for the Magic when all was said and done, as they made a nice run in the
fourth to get a seven-point win. What makes the win even more impressive is that Miami did it without guard
Dwyane Wade (hamstring). The Heat got plenty of production from some key players to help get the job done
though. They were led in scoring by Chris Bosh, who put up 32 points (13-20 FG, 4-6 3Pt, 2-2 FT) to go with
10 rebounds. Mario Chalmers had a huge night also, scoring 24 points (10-16 FG, 2-5 3Pt, 2-4 FT) to go with
eight assists and five rebounds. Miami fans have to be happy to see rookie Shabazz Napier stepping up big, as
he played extended minutes (28), and scored 12 points (4-8 FG, 2-5 3Pt, 2-4 FT) to go with two rebounds, two
steals and one assist. Miami has a quick turnaround, as they take on the Charlotte Hornets at home Sunday night.
The Magic just couldn’t get enough production to outscore the Heat on this night, as only three players hit
double digits, with Nikola Vucevic having a monster night, scoring 33 points (12-24 FG, 9-11 FT), with 17
rebounds. Vucevic was just dominate, and grabbed 11 offensive boards on the night. The other production came
from Victor Oladipo, who had 14 points (5-11 FG, 1-4 3Pt, 3-5 FT), with four rebounds, two assist and two
steals, as well as Evan Fournier, who scored 11 points (5-15 FG, 1-5 3PT) with six assists and six rebounds. The
Magic get a night off now, before taking on the Cleveland Cavaliers on Monday.

User:
Your job is to now rewrite the answer you provided above, but instead of responding directly with the text, you
must generate Jinja-style expressions in the text with references to fields in the provided JSON, e.g., given
JSON that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
```

then instead of generating "... was born in Ohio" you should generate "... was born in
{{ data.place_of_birth }}". Note that you can only reference fields that exist in the JSON. The user will be
displayed a version of this message that has the references filled in, and you should ALWAYS try to use such
references instead of copying the text directly when possible. Remember, you MUST make sure you ONLY use
fields that exist in the JSON. You must NOT make up fields.
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Assistant:
The {{ data.visitor_line.city }} {{ data.visitor_line.name }}
({{ data.visitor_line.wins }}-{{ data.visitor_line.losses }}) took down the
{{ data.home_line.city }} {{ data.home_line.name }}
({{ data.home_line.wins }}-{{ data.home_line.losses }})
{{ data.visitor_line.pts }}-{{ data.home_line.pts }} on Saturday night at the Amway Center in
{{ data.home_line.city }}. The Heat were just too much for the Magic when all was said and done, as they
made a nice run in the fourth to get a seven-point win. What makes the win even more impressive is that Miami
did it without guard Dwyane Wade (hamstring). The Heat got plenty of production from some key players to
help get the job done though. They were led in scoring by
{{ data.box_score.chris_bosh.player_name }}, who put up {{ data.box_score.chris_bosh.pts }}
points ({{ data.box_score.chris_bosh.fgm }}-{{ data.box_score.chris_bosh.fga }} FG,
{{ data.box_score.chris_bosh.fg3m }}-{{ data.box_score.chris_bosh.fg3a }} 3Pt,
{{ data.box_score.chris_bosh.ftm }}-{{ data.box_score.chris_bosh.fta }} FT) to go with
{{ data.box_score.chris_bosh.reb }} rebounds.
{{ data.box_score.mario_chalmers.player_name }} had a huge night also, scoring
{{ data.box_score.mario_chalmers.pts }} points
({{ data.box_score.mario_chalmers.fgm }}-{{ data.box_score.mario_chalmers.fga }} FG,
{{ data.box_score.mario_chalmers.fg3m }}-{{ data.box_score.mario_chalmers.fg3a }} 3Pt,
{{ data.box_score.mario_chalmers.ftm }}-{{ data.box_score.mario_chalmers.fta }} FT) to go
with {{ data.box_score.mario_chalmers.ast }} assists and
{{ data.box_score.mario_chalmers.reb }} rebounds. Miami fans have to be happy to see rookie
{{ data.box_score.shabazz_napier.player_name }} stepping up big, as he played extended minutes
({{ data.box_score.shabazz_napier.min }}), and scored
{{ data.box_score.shabazz_napier.pts }} points
({{ data.box_score.shabazz_napier.fgm }}-{{ data.box_score.shabazz_napier.fga }} FG,
{{ data.box_score.shabazz_napier.fg3m }}-{{ data.box_score.shabazz_napier.fg3a }} 3Pt,
{{ data.box_score.shabazz_napier.ftm }}-{{ data.box_score.shabazz_napier.fta }} FT) to go
with {{ data.box_score.shabazz_napier.reb }} rebounds,
{{ data.box_score.shabazz_napier.stl }} steals and {{ data.box_score.shabazz_napier.ast }}
assist. Miami has a quick turnaround, as they take on the Charlotte Hornets at home Sunday night. The Magic
just couldn’t get enough production to outscore the Heat on this night, as only three players hit double digits,
with {{ data.box_score.nikola_vucevic.player_name }} having a monster night, scoring
{{ data.box_score.nikola_vucevic.pts }} points
({{ data.box_score.nikola_vucevic.fgm }}-{{ data.box_score.nikola_vucevic.fga }} FG,
{{ data.box_score.nikola_vucevic.ftm }}-{{ data.box_score.nikola_vucevic.fta }} FT), with
{{ data.box_score.nikola_vucevic.reb }} rebounds. Vucevic was just dominate, and grabbed
{{ data.box_score.nikola_vucevic.oreb }} offensive boards on the night. The other production came
from {{ data.box_score.victor_oladipo.player_name }}, who had
{{ data.box_score.victor_oladipo.pts }} points
({{ data.box_score.victor_oladipo.fgm }}-{{ data.box_score.victor_oladipo.fga }} FG,
{{ data.box_score.victor_oladipo.fg3m }}-{{ data.box_score.victor_oladipo.fg3a }} 3Pt,
{{ data.box_score.victor_oladipo.ftm }}-{{ data.box_score.victor_oladipo.fta }} FT), with
{{ data.box_score.victor_oladipo.reb }} rebounds, {{ data.box_score.victor_oladipo.ast }}
assist and {{ data.box_score.victor_oladipo.stl }} steals, as well as
{{ data.box_score.evan_fournier.player_name }}, who scored
{{ data.box_score.evan_fournier.pts }} points
({{ data.box_score.evan_fournier.fgm }}-{{ data.box_score.evan_fournier.fga }} FG,
{{ data.box_score.evan_fournier.fg3m }}-{{ data.box_score.evan_fournier.fg3a }} 3PT) with
{{ data.box_score.evan_fournier.ast }} assists and {{ data.box_score.evan_fournier.reb }}
rebounds. The Magic get a night off now, before taking on the Cleveland Cavaliers on Monday.

User:
Data for game to be described
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EXAMPLE INPUT
JSON:

```json
{

"data": {
"home_line": {

"name": "Hawks",
"city": "Atlanta",
"wins": 46,
"losses": 12,
"pts": 95,
"pts_qtr1": 28,
"pts_qtr2": 14,
"pts_qtr3": 34,
"pts_qtr4": 19,
"fg_pct": 44,
"fg3_pct": 45,
"ft_pct": 75,
"ast": 27,
"reb": 42,
"tov": 18

},
"visitor_line": {

"name": "Magic",
"city": "Orlando",
"wins": 19,
"losses": 41,
"pts": 88,
"pts_qtr1": 16,
"pts_qtr2": 29,
"pts_qtr3": 22,
"pts_qtr4": 21,
"fg_pct": 45,
"fg3_pct": 35,
"ft_pct": 54,
"ast": 22,
"reb": 40,
"tov": 17

},
"box_score": {

"tobias_harris": {
"player_name": "Tobias Harris",
"first_name": "Tobias",
"second_name": "Harris",
"city": "Orlando",
"start_position": "F",
"min": 37,
"pts": 15,
"fgm": 5,
"fga": 9,
"fg_pct": 56,
"fg3m": 2,
"fg3a": 4,
"fg3_pct": 50,
"ftm": 3,
"fta": 4,
"ft_pct": 75,
"reb": 4,
"oreb": 0,
"dreb": 4,
"ast": 1,
"stl": 2,
"blk": 1,
"to": 2,
"pf": 0

},
...

}
}

}
```

Write a summary of the game described above.

Assistant:
LLM generates summary without symbolic references.

EXAMPLE OUTPUT (GPT-4-32K)
The Atlanta Hawks (46-12) defeated the Orlando Magic (19-41) 95-88 at home. The Hawks had a strong performance in the third quarter, scoring 34 points, which
helped them secure the victory. The Hawks were led by Paul Millsap, who scored 20 points, and Al Horford, who added 17 points and grabbed 13 rebounds. Jeff
Teague also contributed with 17 points and 7 assists. On the other hand, the Magic were led by Nikola Vucevic, who had a strong performance with 21 points and 15
rebounds. Victor Oladipo also contributed with 19 points, while Tobias Harris added 15 points. Despite the loss, the Magic outperformed the Hawks in the second
quarter, scoring 29 points.

User:
Your job is to now rewrite the answer you provided above, but instead of responding directly with the text, you
must generate Jinja-style expressions in the text with references to fields in the provided JSON, e.g., given JSON
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that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
```

then instead of generating "... was born in Ohio" you should generate "... was born in
{{ data.place_of_birth }}". Note that you can only reference fields that exist in the JSON. The user will be
displayed a version of this message that has the references filled in, and you should ALWAYS try to use such
references instead of copying the text directly when possible. Remember, you MUST make sure you ONLY use
fields that exist in the JSON. You must NOT make up fields.

Assistant:
LLM rewrites summary to contain symbolic references.

EXAMPLE OUTPUT (GPT-4-32K)
The {{ data.home_line.city }} {{ data.home_line.name }} ({{ data.home_line.wins }}-{{ data.home_line.losses }}) defeated the
{{ data.visitor_line.city }} {{ data.visitor_line.name }} ({{ data.visitor_line.wins }}-{{ data.visitor_line.losses }})
{{ data.home_line.pts }}-{{ data.visitor_line.pts }} at home. The Hawks had a strong performance in the third quarter, scoring
{{ data.home_line.pts_qtr3 }} points, which helped them secure the victory. The Hawks were led by {{ data.box_score.paul_millsap.player_name }},
who scored {{ data.box_score.paul_millsap.pts }} points, and {{ data.box_score.al_horford.player_name }}, who added
{{ data.box_score.al_horford.pts }} points and grabbed {{ data.box_score.al_horford.reb }} rebounds.
{{ data.box_score.jeff_teague.player_name }} also contributed with {{ data.box_score.jeff_teague.pts }} points and
{{ data.box_score.jeff_teague.ast }} assists. On the other hand, the Magic were led by {{ data.box_score.nikola_vucevic.player_name }}, who had a
strong performance with {{ data.box_score.nikola_vucevic.pts }} points and {{ data.box_score.nikola_vucevic.reb }} rebounds.
{{ data.box_score.victor_oladipo.player_name }} also contributed with {{ data.box_score.victor_oladipo.pts }} points, while
{{ data.box_score.tobias_harris.player_name }} added {{ data.box_score.tobias_harris.pts }} points. Despite the loss, the Magic outperformed the
Hawks in the second quarter, scoring {{ data.visitor_line.pts_qtr2 }} points.

F.2.3 Obituary prompts 1045

Obituary prompt (Baseline)

System prompt:
Your task is to write an obituary about a person whose description is given in JSON. You must mention and be faithful
about every property of the person in your obituary.

Few shot examples (optional):

User:
JSON:

```json
{

"data": {
"name": "Niels Henrik Abel",
"age": 27,
"place_of_birth": "Nedstrand",
"place_of_death": "Froland",
"father": "Sren Georg Abel",
"country_of_citizenship": "Norway",
"educated_at": "University of Oslo",
"field_of_work": "calculus",
"occupation": "mathematician",
"employer": "University of Oslo",
"religion_or_worldview": "Lutheranism",
"award_received": "Grand prix des sciences mathematiques",
"member_of": "Royal Norwegian Society of Sciences and Letters",
"cause_of_death": "tuberculosis",
"residence": "Norway",
"notable_work": "abelian group",
"languages_spoken": "Norwegian"

}
}
```
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Assistant:
Niels Henrik Abel, a renowned mathematician, passed away at the young age of 27 in Froland, Norway. Born in
Nedstrand, Abel was a proud Norwegian citizen and a devoted Lutheran. He was educated at the University of
Oslo, where he later worked as a professor. Abel made significant contributions to the field of calculus, most
notably the concept of the abelian group. He was a member of the Royal Norwegian Society of Sciences and
Letters and received the prestigious Grand prix des sciences mathematiques. Sadly, Abel’s life was cut short due
to tuberculosis. He will be remembered for his remarkable achievements and dedication to the world of
mathematics.

One more few-shot example like the one above (hidden to save space)

User:
Data for obituary to be generated

EXAMPLE INPUT
JSON:

```json
{

"data": {
"name": "Herbert Spencer",
"age": 83,
"place_of_birth": "Derby",
"place_of_death": "Brighton",
"father": "William George Spencer",
"country_of_citizenship": "United Kingdom of Great Britain and Ireland",
"field_of_work": "botany",
"occupation": "writer",
"employer": "The Economist",
"place_of_burial": "Highgate Cemetery",
"religion_or_worldview": "agnosticism",
"member_of": "Athenaeum Club",
"notable_work": "Social Statics",
"nominated_for": "Nobel Peace Prize",
"languages_spoken": "English"

}
}
```

Assistant:
Generate untemplated obituary. LLM generates obituary without symbolic references

EXAMPLE OUTPUT (GPT-3.5-4K)
Herbert Spencer, a distinguished writer and botanist, has passed away at the age of 83 in Brighton. Born in Derby to William George Spencer, he was a citizen of the
United Kingdom of Great Britain and Ireland. Spencer made significant contributions to the field of botany and worked as a writer for The Economist. He was a
member of the Athenaeum Club and was known for his notable work, "Social Statics." Spencer was a proponent of agnosticism and was fluent in English. Although not
awarded, he was nominated for the Nobel Peace Prize. Spencer will be laid to rest at Highgate Cemetery, leaving behind a legacy of intellectual pursuits and
contributions to the scientific community.

Obituary prompt (Direct)

System prompt:
Your task is to write an obituary about a person whose description is given in JSON. You must mention and be faithful
about every property of the person in your obituary.
Instead of responding directly with the text, you must generate Jinja-style expressions in the text with references to
fields in the provided JSON, e.g., given JSON that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
```

then instead of generating "... was born in Ohio" you should generate "... was born in {{ data.place_of_birth }}".
Note that you can only reference fields that exist in the JSON. The user will be displayed a version of this message that
has the references filled in, and you should ALWAYS try to use such references instead of copying the text directly
when possible.

Few shot examples (optional):
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User:
JSON:

```json
{

"data": {
"name": "Niels Henrik Abel",
"age": 27,
"place_of_birth": "Nedstrand",
"place_of_death": "Froland",
"father": "Sren Georg Abel",
"country_of_citizenship": "Norway",
"educated_at": "University of Oslo",
"field_of_work": "calculus",
"occupation": "mathematician",
"employer": "University of Oslo",
"religion_or_worldview": "Lutheranism",
"award_received": "Grand prix des sciences mathematiques",
"member_of": "Royal Norwegian Society of Sciences and Letters",
"cause_of_death": "tuberculosis",
"residence": "Norway",
"notable_work": "abelian group",
"languages_spoken": "Norwegian"

}
}
```

Assistant:
{{ data.name }}, a renowned {{ data.occupation }}, passed away at the young age of {{ data.age }}
in {{ data.place_of_death }}, {{ data.country_of_citizenship }}. Born in
{{ data.place_of_birth }}, {{ data.name.split(' ')[2] }} was a proud Norwegian citizen and a
devoted Lutheran. He was educated at the {{ data.educated_at }}, where he later worked as a professor.
{{ data.name.split(' ')[2] }} made significant contributions to the field of
{{ data.field_of_work }}, most notably the concept of the {{ data.notable_work }}. He was a member
of the {{ data.member_of }} and received the prestigious {{ data.award_received }}. Sadly,
{{ data.name.split(' ')[2] }}’s life was cut short due to {{ data.cause_of_death }}. He will be
remembered for his remarkable achievements and dedication to the world of mathematics.

One more few-shot example like the one above (hidden to save space)

User:
Data for obituary to be generated

EXAMPLE INPUT
JSON:

```json
{

"data": {
"name": "Herbert Spencer",
"age": 83,
"place_of_birth": "Derby",
"place_of_death": "Brighton",
"father": "William George Spencer",
"country_of_citizenship": "United Kingdom of Great Britain and Ireland",
"field_of_work": "botany",
"occupation": "writer",
"employer": "The Economist",
"place_of_burial": "Highgate Cemetery",
"religion_or_worldview": "agnosticism",
"member_of": "Athenaeum Club",
"notable_work": "Social Statics",
"nominated_for": "Nobel Peace Prize",
"languages_spoken": "English"

}
}
```

Assistant:
LLM directly generates obituary using symbolic references.
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EXAMPLE OUTPUT (GPT-3.5-4K)
{{ data.name }}, a prominent writer and botanist, has passed away at the age of {{ data.age }} in {{ data.place_of_death }}. Born in
{{ data.place_of_birth }} to father {{ data.father }}, {{ data.name.split(' ')[1] }} was a citizen of the {{ data.country_of_citizenship }}. He
dedicated his life to the field of {{ data.field_of_work }} and worked as a writer for {{ data.employer }}. {{ data.name.split(' ')[1] }} was a member
of the {{ data.member_of }} and was nominated for the {{ data.nominated_for }}. He was fluent in {{ data.languages_spoken }} and was known for his
notable work, "{{ data.notable_work }}." {{ data.name.split(' ')[1] }}’s agnostic worldview shaped his perspective on life and the world. He will be laid
to rest at {{ data.place_of_burial }}. His contributions to the field of botany and his literary works will be remembered for generations to come.

F.3 Obituary QA evaluation1046

Prompt for obituary QA evaluation

System prompt:
Your task is to answer questions about an obituary. Do not rely on any knowledge other than what is provided in the
obituary. You should state your answer without any explanation. The answer can be a single word or a short phrase. The
user message will be of the form:
STORY:
<story>
QUESTION: <question>
You should reply only with your answer. If you do not know the answer, you should reply with ’Unknown.’

User:
Question to be answered, alongside story

EXAMPLE INPUT
STORY:
Herbert Spencer, a distinguished pharmacist and author of "Social Statics," has passed away at the age of 83 in Vienna. Born in Derby, Spencer was the son of Lord
Byron and a citizen of the United Kingdom of Great Britain and Ireland. Although his field of work was primarily in physics, he made significant contributions as a
pharmacist and worked for The Economist. Spencer was a member of the Athenaeum Club and was known for his agnostic worldview. He was nominated for the Nobel
Prize in Physiology or Medicine for his notable work. Spencer will be laid to rest at Highgate Cemetery. He was fluent in Swedish and will be remembered for his
remarkable achievements in the field of pharmacy and his influential writings.
QUESTION: Where was Herbert Spencer born?

Assistant:
LLM generates answer to question based on provided obituary.

EXAMPLE OUTPUT (HAND-WRITTEN FOR ILLUSTRATIVE PURPOSES)
Derby

1047

F.3.1 Financial prompts1048

Financial prompt (Baseline)

System prompt:
Your task is to answer a finance-related question based on some company information given in JSON. You must remain
remain faithful to the provided information in your answer.

Few shot examples (optional):

User:
QUESTION: How do the 50-d moving averages between AMZN and TSM compare?
JSON:

```json
{

"data": {
"AMZN": {

"Symbol": "AMZN",
"AssetType": "Common Stock",
"Name": "Amazon.com Inc",
"Description": "Amazon.com, Inc. is an American multinational

technology company which focuses on e-commerce, cloud
computing, digital streaming, and artificial intelligence
. It is one of the Big Five companies in the U.S.
information technology industry, along with Google, Apple
, Microsoft, and Facebook. The company has been referred
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to as one of the most influential economic and cultural
forces in the world, as well as the world 's most valuable
brand.",

"CIK": 1018724,
"Exchange": "NASDAQ",
"Currency": "USD",
"Country": "USA",
"Sector": "TRADE & SERVICES",
"Industry": "RETAIL -CATALOG & MAIL -ORDER HOUSES",
"Address": "410 TERRY AVENUE NORTH, SEATTLE, WA, US",
"FiscalYearEnd": "December",
"LatestQuarter": "2023 -09 -30",
"MarketCapitalization": 1235158172000,
"EBITDA": 63431000000,
"PERatio": 94.9,
"PEGRatio": 11.85,
"BookValue": 16.35,
"DividendPerShare": 0.0,
"DividendYield": 0.0,
"EPS": 1.26,
"RevenuePerShareTTM": 52.56,
"ProfitMargin": 0.0243,
"OperatingMarginTTM": 0.0572,
"ReturnOnAssetsTTM": 0.0247,
"ReturnOnEquityTTM": 0.0872,
"RevenueTTM": 538046005000,
"GrossProfitTTM": 225152000000,
"DilutedEPSTTM": 1.26,
"QuarterlyEarningsGrowthYOY": -0.986,
"QuarterlyRevenueGrowthYOY": 0.108,
"AnalystTargetPrice": 160.61,
"TrailingPE": 94.9,
"ForwardPE": 43.86,
"PriceToSalesRatioTTM": 1.797,
"PriceToBookRatio": 6.61,
"EVToRevenue": 1.948,
"EVToEBITDA": 19.3,
"Beta": 1.188,
"52 WeekHigh": 145.86,
"52 WeekLow": 81.43,
"50 DayMovingAverage": 132.31,
"200 DayMovingAverage": 117.12,
"SharesOutstanding": 10317800000,
"DividendDate": "None",
"ExDividendDate": "None"

},
"TSM": {

"Symbol": "TSM",
"AssetType": "Common Stock",
...
"DividendDate": "2024 -01 -11",
"ExDividendDate": "2023 -12 -14"

}
}

}
```

Two more few-shot example like the one above (hidden to save space)

User:
Question and data required to answer it.
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EXAMPLE INPUT
QUESTION: Which company has the largest market capitalization, GOOG or ASML?
JSON:

```json
{

"data": {
"ASML": {

"Symbol": "ASML",
"AssetType": "Common Stock",
"Name": "ASML Holding NV ADR",
"Description": "ASML Holding NV develops, produces, markets, sells and services advanced

semiconductor equipment systems consisting of lithography, metrology and inspection related
systems for memory and logic chip manufacturers. The company is headquartered in Veldhoven,
the Netherlands.",

"CIK": 937966,
"Exchange": "NASDAQ",
"Currency": "USD",
"Country": "USA",
"Sector": "TECHNOLOGY",
"Industry": "SPECIAL INDUSTRY MACHINERY, NEC",
"Address": "DE RUN 6501, DR VELDHOVEN, NL",
"FiscalYearEnd": "December",
"LatestQuarter": "2023 -09 -30",
"MarketCapitalization": 240264151000,
"EBITDA": 9398800000,
"PERatio": 28.83,
"PEGRatio": 1.703,
"BookValue": 30.49,
"DividendPerShare": 4.43,
"DividendYield": 0.0111,
"EPS": 20.6,
"RevenuePerShareTTM": 1.224,
"ProfitMargin": 0.284,
"OperatingMarginTTM": 0.327,
"ReturnOnAssetsTTM": 0.156,
"ReturnOnEquityTTM": 0.763,
"RevenueTTM": 26751701000,
"GrossProfitTTM": 10700100000,
"DilutedEPSTTM": 20.6,
"QuarterlyEarningsGrowthYOY": 0.121,
"QuarterlyRevenueGrowthYOY": 0.155,
"AnalystTargetPrice": 680.53,
"TrailingPE": 28.83,
"ForwardPE": 30.49,
"PriceToSalesRatioTTM": 12.43,
"PriceToBookRatio": 29.61,
"EVToRevenue": 12.62,
"EVToEBITDA": 35.86,
"Beta": 1.168,
"52 WeekHigh": 770.52,
"52 WeekLow": 434.41,
"50 DayMovingAverage": 615.52,
"200 DayMovingAverage": 657.88,
"SharesOutstanding": 393400000,
"DividendDate": "2023 -11 -10",
"ExDividendDate": "2023 -11 -01"

},
"GOOG": {

"Symbol": "GOOG",
"AssetType": "Common Stock",
...
"DividendDate": "None",
"ExDividendDate": "None"

}
}

}
```

Assistant:
LLM generates answer without symbolic references.

EXAMPLE OUTPUT (GPT-4-32K)
The company with the largest market capitalization is Alphabet Inc Class C (GOOG) with a market capitalization of 1,536,753,926,000 USD.

Financial prompt (Direct)

System prompt:
Your task is to answer a finance-related question based on some company information given in JSON. You must remain
remain faithful to the provided information in your answer.
Instead of responding directly with the text, you must generate Jinja-style expressions in the text with references to
fields in the provided JSON, e.g., given JSON that says:

```json

42



{
"data": {

"place_of_birth": "Ohio"
}

}
```

then instead of generating "... was born in Ohio" you should generate "... was born in {{ data.place_of_birth }}".
Note that you can only reference fields that exist in the JSON. The user will be displayed a version of this message that
has the references filled in, and you should ALWAYS try to use such references instead of copying the text directly
when possible.

Few shot examples (optional):

User:
QUESTION: How do the 50-d moving averages between AMZN and TSM compare?
JSON:

```json
{

"data": {
"AMZN": {

"Symbol": "AMZN",
"AssetType": "Common Stock",
"Name": "Amazon.com Inc",
"Description": "Amazon.com, Inc. is an American multinational

technology company which focuses on e-commerce, cloud
computing, digital streaming, and artificial intelligence
. It is one of the Big Five companies in the U.S.
information technology industry, along with Google, Apple
, Microsoft, and Facebook. The company has been referred
to as one of the most influential economic and cultural
forces in the world, as well as the world 's most valuable
brand.",

"CIK": 1018724,
"Exchange": "NASDAQ",
"Currency": "USD",
"Country": "USA",
"Sector": "TRADE & SERVICES",
"Industry": "RETAIL -CATALOG & MAIL -ORDER HOUSES",
"Address": "410 TERRY AVENUE NORTH, SEATTLE, WA, US",
"FiscalYearEnd": "December",
"LatestQuarter": "2023 -09 -30",
"MarketCapitalization": 1235158172000,
"EBITDA": 63431000000,
"PERatio": 94.9,
"PEGRatio": 11.85,
"BookValue": 16.35,
"DividendPerShare": 0.0,
"DividendYield": 0.0,
"EPS": 1.26,
"RevenuePerShareTTM": 52.56,
"ProfitMargin": 0.0243,
"OperatingMarginTTM": 0.0572,
"ReturnOnAssetsTTM": 0.0247,
"ReturnOnEquityTTM": 0.0872,
"RevenueTTM": 538046005000,
"GrossProfitTTM": 225152000000,
"DilutedEPSTTM": 1.26,
"QuarterlyEarningsGrowthYOY": -0.986,
"QuarterlyRevenueGrowthYOY": 0.108,
"AnalystTargetPrice": 160.61,
"TrailingPE": 94.9,
"ForwardPE": 43.86,
"PriceToSalesRatioTTM": 1.797,
"PriceToBookRatio": 6.61,
"EVToRevenue": 1.948,
"EVToEBITDA": 19.3,
"Beta": 1.188,
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"52 WeekHigh": 145.86,
"52 WeekLow": 81.43,
"50 DayMovingAverage": 132.31,
"200 DayMovingAverage": 117.12,
"SharesOutstanding": 10317800000,
"DividendDate": "None",
"ExDividendDate": "None"

},
"TSM": {

"Symbol": "TSM",
"AssetType": "Common Stock",
...
"DividendDate": "2024 -01 -11",
"ExDividendDate": "2023 -12 -14"

}
}

}
```

Assistant:
The 50-day moving average for {{ data.AMZN.Name }} ({{ data.AMZN.Symbol }}) is
{{ data.AMZN['50DayMovingAverage'] }} USD, while for {{ data.TSM.Name }}
({{ data.TSM.Symbol }}) it is {{ data.TSM['50DayMovingAverage'] }} USD. Therefore,
{{ data.AMZN.Symbol }}’s 50-day moving average is higher than {{ data.TSM.Symbol }}’s.

Two more few-shot example like the one above (hidden to save space)

User:
Question and data required to answer it.
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EXAMPLE INPUT
QUESTION: Which company has the largest market capitalization, GOOG or ASML?
JSON:

```json
{

"data": {
"ASML": {

"Symbol": "ASML",
"AssetType": "Common Stock",
"Name": "ASML Holding NV ADR",
"Description": "ASML Holding NV develops, produces, markets, sells and services advanced

semiconductor equipment systems consisting of lithography, metrology and inspection related
systems for memory and logic chip manufacturers. The company is headquartered in Veldhoven,
the Netherlands.",

"CIK": 937966,
"Exchange": "NASDAQ",
"Currency": "USD",
"Country": "USA",
"Sector": "TECHNOLOGY",
"Industry": "SPECIAL INDUSTRY MACHINERY, NEC",
"Address": "DE RUN 6501, DR VELDHOVEN, NL",
"FiscalYearEnd": "December",
"LatestQuarter": "2023 -09 -30",
"MarketCapitalization": 240264151000,
"EBITDA": 9398800000,
"PERatio": 28.83,
"PEGRatio": 1.703,
"BookValue": 30.49,
"DividendPerShare": 4.43,
"DividendYield": 0.0111,
"EPS": 20.6,
"RevenuePerShareTTM": 1.224,
"ProfitMargin": 0.284,
"OperatingMarginTTM": 0.327,
"ReturnOnAssetsTTM": 0.156,
"ReturnOnEquityTTM": 0.763,
"RevenueTTM": 26751701000,
"GrossProfitTTM": 10700100000,
"DilutedEPSTTM": 20.6,
"QuarterlyEarningsGrowthYOY": 0.121,
"QuarterlyRevenueGrowthYOY": 0.155,
"AnalystTargetPrice": 680.53,
"TrailingPE": 28.83,
"ForwardPE": 30.49,
"PriceToSalesRatioTTM": 12.43,
"PriceToBookRatio": 29.61,
"EVToRevenue": 12.62,
"EVToEBITDA": 35.86,
"Beta": 1.168,
"52 WeekHigh": 770.52,
"52 WeekLow": 434.41,
"50 DayMovingAverage": 615.52,
"200 DayMovingAverage": 657.88,
"SharesOutstanding": 393400000,
"DividendDate": "2023 -11 -10",
"ExDividendDate": "2023 -11 -01"

},
"GOOG": {

"Symbol": "GOOG",
"AssetType": "Common Stock",
...
"DividendDate": "None",
"ExDividendDate": "None"

}
}

}
```

Assistant:
LLM generates answer directly with symbolic references.

EXAMPLE OUTPUT (GPT-4-32K):
The company with the largest market capitalization is {{ data.GOOG.Name }} ({{ data.GOOG.Symbol }}) with a market capitalization of
{{ data.GOOG.MarketCapitalization }} USD.

Financial prompt (Indirect)

System prompt:
Your task is to answer a finance-related question based on some company information given in JSON. You must remain
remain faithful to the provided information in your answer. After you generate the answer, you will be asked to rewrite
it using Jinja-style expressions.
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Few shot examples (optional):

User:
QUESTION: How do the 50-d moving averages between AMZN and TSM compare?
JSON:

```json
{

"data": {
"AMZN": {

"Symbol": "AMZN",
"AssetType": "Common Stock",
"Name": "Amazon.com Inc",
"Description": "Amazon.com, Inc. is an American multinational

technology company which focuses on e-commerce, cloud
computing, digital streaming, and artificial intelligence
. It is one of the Big Five companies in the U.S.
information technology industry, along with Google, Apple
, Microsoft, and Facebook. The company has been referred
to as one of the most influential economic and cultural
forces in the world, as well as the world 's most valuable
brand.",

"CIK": 1018724,
"Exchange": "NASDAQ",
"Currency": "USD",
"Country": "USA",
"Sector": "TRADE & SERVICES",
"Industry": "RETAIL -CATALOG & MAIL -ORDER HOUSES",
"Address": "410 TERRY AVENUE NORTH, SEATTLE, WA, US",
"FiscalYearEnd": "December",
"LatestQuarter": "2023 -09 -30",
"MarketCapitalization": 1235158172000,
"EBITDA": 63431000000,
"PERatio": 94.9,
"PEGRatio": 11.85,
"BookValue": 16.35,
"DividendPerShare": 0.0,
"DividendYield": 0.0,
"EPS": 1.26,
"RevenuePerShareTTM": 52.56,
"ProfitMargin": 0.0243,
"OperatingMarginTTM": 0.0572,
"ReturnOnAssetsTTM": 0.0247,
"ReturnOnEquityTTM": 0.0872,
"RevenueTTM": 538046005000,
"GrossProfitTTM": 225152000000,
"DilutedEPSTTM": 1.26,
"QuarterlyEarningsGrowthYOY": -0.986,
"QuarterlyRevenueGrowthYOY": 0.108,
"AnalystTargetPrice": 160.61,
"TrailingPE": 94.9,
"ForwardPE": 43.86,
"PriceToSalesRatioTTM": 1.797,
"PriceToBookRatio": 6.61,
"EVToRevenue": 1.948,
"EVToEBITDA": 19.3,
"Beta": 1.188,
"52 WeekHigh": 145.86,
"52 WeekLow": 81.43,
"50 DayMovingAverage": 132.31,
"200 DayMovingAverage": 117.12,
"SharesOutstanding": 10317800000,
"DividendDate": "None",
"ExDividendDate": "None"

},
"TSM": {

"Symbol": "TSM",
"AssetType": "Common Stock",
...
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"DividendDate": "2024 -01 -11",
"ExDividendDate": "2023 -12 -14"

}
}

}
```

Assistant:
The 50-day moving average for Amazon.com Inc (AMZN) is 132.31 USD, while for Taiwan Semiconductor
Manufacturing (TSM) it is 90.20 USD. Therefore, AMZN’s 50-day moving average is higher than TSM’s.

User:
Your job is to now rewrite the answer you provided above, but instead of responding directly with the text, you
must generate Jinja-style expressions in the text with references to fields in the provided JSON, e.g., given
JSON that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
}
```

then instead of generating "... was born in Ohio" you should generate "... was born in
{{ data.place_of_birth }}". Note that you can only reference fields that exist in the JSON. The user will be
displayed a version of this message that has the references filled in, and you should ALWAYS try to use such
references instead of copying the text directly when possible. Remember, you MUST make sure you ONLY use
fields that exist in the JSON. You must NOT make up fields.

Assistant:
The 50-day moving average for {{ data.AMZN.Name }} ({{ data.AMZN.Symbol }}) is
{{ data.AMZN['50DayMovingAverage'] }} USD, while for {{ data.TSM.Name }}
({{ data.TSM.Symbol }}) it is {{ data.TSM['50DayMovingAverage'] }} USD. Therefore,
{{ data.AMZN.Symbol }}’s 50-day moving average is higher than {{ data.TSM.Symbol }}’s.

Two more few-shot example like the one above (hidden to save space)

User:
Question and data required to answer it
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EXAMPLE INPUT
QUESTION: Which company has the largest market capitalization, GOOG or ASML?
JSON:

```json
{

"data": {
"ASML": {

"Symbol": "ASML",
"AssetType": "Common Stock",
"Name": "ASML Holding NV ADR",
"Description": "ASML Holding NV develops, produces, markets, sells and services advanced

semiconductor equipment systems consisting of lithography, metrology and inspection related
systems for memory and logic chip manufacturers. The company is headquartered in Veldhoven,
the Netherlands.",

"CIK": 937966,
"Exchange": "NASDAQ",
"Currency": "USD",
"Country": "USA",
"Sector": "TECHNOLOGY",
"Industry": "SPECIAL INDUSTRY MACHINERY, NEC",
"Address": "DE RUN 6501, DR VELDHOVEN, NL",
"FiscalYearEnd": "December",
"LatestQuarter": "2023 -09 -30",
"MarketCapitalization": 240264151000,
"EBITDA": 9398800000,
"PERatio": 28.83,
"PEGRatio": 1.703,
"BookValue": 30.49,
"DividendPerShare": 4.43,
"DividendYield": 0.0111,
"EPS": 20.6,
"RevenuePerShareTTM": 1.224,
"ProfitMargin": 0.284,
"OperatingMarginTTM": 0.327,
"ReturnOnAssetsTTM": 0.156,
"ReturnOnEquityTTM": 0.763,
"RevenueTTM": 26751701000,
"GrossProfitTTM": 10700100000,
"DilutedEPSTTM": 20.6,
"QuarterlyEarningsGrowthYOY": 0.121,
"QuarterlyRevenueGrowthYOY": 0.155,
"AnalystTargetPrice": 680.53,
"TrailingPE": 28.83,
"ForwardPE": 30.49,
"PriceToSalesRatioTTM": 12.43,
"PriceToBookRatio": 29.61,
"EVToRevenue": 12.62,
"EVToEBITDA": 35.86,
"Beta": 1.168,
"52 WeekHigh": 770.52,
"52 WeekLow": 434.41,
"50 DayMovingAverage": 615.52,
"200 DayMovingAverage": 657.88,
"SharesOutstanding": 393400000,
"DividendDate": "2023 -11 -10",
"ExDividendDate": "2023 -11 -01"

},
"GOOG": {

"Symbol": "GOOG",
"AssetType": "Common Stock",
...
"DividendDate": "None",
"ExDividendDate": "None"

}
}

}
```

Assistant:
LLM generates answer without symbolic references.

EXAMPLE OUTPUT (GPT-4-32K)
The company with the largest market capitalization is Alphabet Inc Class C (GOOG) with a market capitalization of 1,536,753,926,000 USD.

User:
Your job is to now rewrite the answer you provided above, but instead of responding directly with the text, you
must generate Jinja-style expressions in the text with references to fields in the provided JSON, e.g., given JSON
that says:

```json
{

"data": {
"place_of_birth": "Ohio"

}
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}
```

then instead of generating "... was born in Ohio" you should generate "... was born in
{{ data.place_of_birth }}". Note that you can only reference fields that exist in the JSON. The user will be
displayed a version of this message that has the references filled in, and you should ALWAYS try to use such
references instead of copying the text directly when possible. Remember, you MUST make sure you ONLY use
fields that exist in the JSON. You must NOT make up fields.

Assistant:
LLM rewrites answer using symbolic references.

EXAMPLE OUTPUT (GPT-4-32K)
The company with the largest market capitalization is {{ data.GOOG.Name }} ({{ data.GOOG.Symbol }}) with a market capitalization of
{{ data.GOOG.MarketCapitalization }} USD.

F.3.2 GSM8K prompts 1049

GSM8K prompt (Direct)

System prompt:
You are a helpful assistant.

Few shot examples (optional):

User:
We are working on solving a math question. We want to generate the computation steps in jinja templating
format along the way. We allow using `{{`and `}}`to quote variables, and `{% set variable=value %}`to
set variables. We do NOT allow using setting unknown variables (e.g., X) to a value, and the computation
should be as simple as possible.
Let’s do a practice round.

Assistant:
Sounds great!

User:
Question: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done,
there will be 21 trees. How many trees did the grove workers plant today?

Assistant:
There are 15 trees originally{% set initial_trees = 15 %}. Then there were 21 trees after some more were
planted{% set final_trees = 21 %}. Therefore, there are
{% set trees_planted = final_trees - initial_trees %}{{ trees_planted }} trees planted today.
Answer: {{ trees_planted }}

User:
Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?

Assistant:
There are originally 3 cars{% set initial_cars = 3 %}. 2 more cars arrive{% set arrived_cars = 2 %}.
The total car in the parking lot is
{% set final_cars = initial_cars + arrived_cars %}{{ final_cars }}.
Answer: {{ final_cars }}

User:
Question: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in
total?

Assistant:
Originally, Leah had 32 chocolates{% set leah_chocolates = 32 %}, and her sister had
42{% set sister_chocolates = 42 %}. In total, they had
{% set total_chocolates = leah_chocolates + sister_chocolates %}{{ total_chocolates }}
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chocolates. After eating 35{% set chocolates_eaten = 35 %}, they had
{% set chocolates_left = total_chocolates - chocolates_eaten %}{{ chocolates_left }} left.
Answer: {{ chocolates_left }}

User:
Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?

Assistant:
Jason started with 20 lollipops{% set initial_lollipops = 20 %}. Then he had 12 after giving some to
Denny. Now Jason has 12 lollipops{% set final_lollipops = 12 %}. So he gave Denny
{% set lollipops_given = initial_lollipops - final_lollipops %}{{ lollipops_given }}.
Answer: {{ lollipops_given }}

User:
Question: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys
does he have now?

Assistant:
Shawn started with 5 toys{% set initial_toys = 5 %}. He got 2 toys each from his mom and dad, that’s
{% set new_toys = 2 + 2 %}{{ new_toys }} more toys. So he have
{% set toys_now = initial_toys + new_toys %}{{ toys_now }} toys.
Answer: {{ toys_now }}

User:
Question: There were nine computers in the server room. Five more computers were installed each day, from
monday to thursday. How many computers are now in the server room?

Assistant:
There were originally 9 computers{% set initial_computers = 9 %}. For monday to
thursday{% set days = 4 %}, 5 more computers were added{% set daily_added_computers = 5 %}.
Therefore, a total of {% set total_added_computers = daily_added_computers * days %}{{
total_added_computers }} is added. There are
{% set total_computers = total_added_computers + initial_computers %}{{ total_computers }
} in the server room?
Answer: {{ total_computers }}

User:
Question: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How
many golf balls did he have at the end of wednesday?

Assistant:
Michael started with 58 golf balls{% set initial_golf_balls = 58 %}. After losing 23 on
tuesday{% set lost_tuesday = 23 %}, he had
{% set golf_balls_left = initial_golf_balls - lost_tuesday %}{{ golf_balls_left }}. He
lost 2 more on wednesday{% set lost_wednesday = 2 %}, so he has
{% set final_golf_balls = golf_balls_left - lost_wednesday %}{{ final_golf_balls }} golf
balls.
Answer: {{ final_golf_balls }}

User:
Question: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?

Assistant:
Olivia had 23 dollars{% set initial_money = 23 %}. 5 bagels{% set bagel_count = 5 %} for 3 dollars
each{% set bagel_price = 3 %} will be
{% set bagel_cost = bagel_price * bagel_count %}{{ total_bagel_cost }} dollars. So she has
{% set money_left = initial_money - bagel_cost %}{{ money_left }} dollars.
Answer: {{ money_left }}

User:
Question we want an answer for

50



EXAMPLE INPUT
Here is another one:
Question: Janet’s ducks lay 16 eggs per day. She eats three for breakfast every morning and bakes muffins for her friends every day with four. She sells the remainder at
the farmers’ market daily for $2 per fresh duck egg. How much in dollars does she make every day at the farmers’ market?

Assistant:
LLM generates answer with symbolic references

EXAMPLE OUTPUT (GPT-4-8K)
Janet’s ducks lay 16 eggs per day{% set total_eggs = 16 %}. She eats 3 for breakfast{% set breakfast_eggs = 3 %} and uses 4 for
muffins{% set muffin_eggs = 4 %}. So she uses {% set used_eggs = breakfast_eggs + muffin_eggs %}{{ used_eggs }} eggs. The remainder is
{% set market_eggs = total_eggs - used_eggs %}{{ market_eggs }} eggs. She sells these at the farmers’ market for $2 per egg{% set egg_price = 2 %},
so she makes {% set market_income = market_eggs * egg_price %}{{ market_income }} dollars every day.
Answer: {{ market_income }}
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