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ABSTRACT

This paper proposes a metric to evaluate the objectiveness of explanation methods of
neural networks, i.e., the accuracy of the estimated importance/attribution/saliency
values of input variables. This is crucial for the development of explainable Al, but
it also presents significant challenges. The core challenge is that people usually
cannot obtain the ground-truth value of the attribution of each input variable. Thus,
we design a metric to evaluate the objectiveness of the attribution map without
ground truth. Our metric is used to evaluate eight benchmark methods of attribution
explanations, which provides new insights into attribution methods. We will release
the code when the paper is accepted.

1 INTRODUCTION

Nowadays, many methods have been proposed to explain deep neural networks (DNNs) in a post-hoc
manner. In this research, we limit our attention to existing attribution methods of estimating the
importance/attribution/saliency of input variables or neural activations in an intermediate layer to the
network output (Lundberg & Leel 2017} Ribeiro et al., 20165 Bach et al.,[2015).

In this paper, we aim to evaluate the objectiveness of eight existing attribution methods, rather than
propose a new attribution method to explain the DNN. The motivation of evaluating the objectiveness
of attribution methods is that we cannot ensure the inference logic of the DNN always fit the logic of
human cognition. Specifically, if the attribution value of an input variable (e.g., a pixel in an image, a
word in a sentence) is estimated twice of another input variable’s attribution, the goal of this research
is to develop a metric to check whether the first input variable really makes exactly twice influence
on the prediction w.r.t. the second input variable. This is fully different from empirically checking
whether the attribution map fits the human cognition.

However, people usually cannot obtain the ground-truth logic used by the DNN for inference.
First, there is a large gap between visually reasonable attributions and the real inference logic in a
DNN (e.g., Ren et al.| (2021)) found that human intuition was different from causal patterns mined
from the DNN). As Figure [I|shows, different methods generate dramatically different attribution
maps, although most attribution maps look reasonable. To this end, |Cui et al.| (2019); |Yang et al.
(2019) evaluated whether the attribution map looks reasonable to human users in a qualitative
manner. However, the intuitive examination is not powerful enough to quantify the potential bias of
attributions.

Second, although the typical way of evaluation based on masking input variables in a certain
order (Samek et al., [ 2017; /Ancona et al.| 2018)) has been widely accepted as a standard, we prove
that this evaluation method has a mathematical flaw. Specifically, Deng et al.| (2021)) proved that
most attribution methods can be explained as the re-allocation effects of the interaction between
input variables to these variables. We further prove that the sequential masking strategy causes an
unbalanced allocation of interaction effects, and hurts the fairness of the evaluation.

Third, some well-known studies (Yang & Kim) 2019; |Camburu et al., |2019) constructed specific
datasets with empirically determined “ground-truth attributions,” but we conduct experiments to
demonstrate that such datasets cannot guarantee to fully represent all true inference logic of a DNN
for evaluation. It is because the DNN usually mistakenly learns some chaotic features, which are not
supposed to be learned.
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How to evaluate the objectiveness of the explanation? Defining theoretical rules to examine the
objectiveness of explanations is still an open problem. To this end, |[Shapley| (1953); [Deng et al.
(2021)) defined game-theoretic axioms for attributions to identify better attribution methods. For
example, [Shapley| (1953)) proposed linearity, dummy, symmetry, and efficiency axioms for objective
attributions. Besides, [Deng et al.[(2021)) proved the interaction distribution axiom. To this end, we
admit that the above five axioms are not the only golden standard for objective attributions. We
welcome new axioms, but we still believe that these five axioms are good enough to evaluate the
objectiveness of attribution methods. Please see Section [2|for more discussions.

However, directly computing attributions that satisfy the above five axioms for evaluation is not
practical (actually, the Shapley value satisfies such axioms). First, the computational cost of
accurately computing the Shapley value is NP-hard. Second, the approximation of the Shapley
value (Lundberg & Lee| [2017) has very large errors. The gap between the accurate Shapley value and
the approximated Shapley value is usually even larger than the gap between other explanations and
accurate Shapley values, which makes this evaluation metric unreliable.

Therefore, we neither compute a more accurate attribution, nor directly evaluate the attribution of each
input variable. Instead, we design a new metric to evaluate the bias of the distribution of attributions.
This metric can be accurately computed without much computational cost. More crucially, this
metric can be derived from the aforementioned axioms (see Appendix [C). Besides, experiments show
that this evaluation does not have a consistent partiality to Shapley-value-based explanations (e.g.
DeepSHAP ((Lundberg & Lee,|2017)) in all DNNs, owing to the gap between the Shapley-value-based
explanation and the accurate Shapley value (see Figure2).

Evaluation on pixels or super-pixels? How to determine the basic unit (e.g. the elementary concept)
of the explanation is another open problem without a trustworthy solution. Therefore, to simplify the
story, this paper only focuses on the objectiveness of the pixel-wise attribution.

Contributions of our paper can be concluded as follows. (1) We propose a standard metric based
on game theory to evaluate the bias of the estimated attributions without knowing ground-truth
explanations. (2) Instead of examining the attribution of each input variable, the new evaluation
metric towards the bias of the attribution ensures both computational efficiency and the accuracy.

2  EVALUATION METRICS OF EXPLANATIONS

Axioms for objectiveness. The objectiveness of explaining a DNN is a key issue for attribution
methods, but it is still an open problem. In recent years, many studies have attempted to explore
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the trustworthiness of an explanation result. A classical way is to define various axioms to examine
the trustworthiness of attribution maps. |Shapley|(1953) proposed linearity, dummy, symmetry, and
efficiency axioms, and considered that trustworthy attributions should satisfy such axioms (see
Appendix [E] for details). Furthermore, [Deng et al.| (2021) further proposed the interaction distribution
axiom as shown in Theorem[I] and used interactions between input variables as a unified explanation
for the rationale of different attribution methods.

The composition of the five axioms has been widely considered as a typical requirement for the
objective explanation of DNNs (Shapley, |1953; |Ancona et al., 2019; [Lundberg & Leel [2017),
although we admit that the five axioms are not the only golden standard to evaluate the objectiveness
of explanations, and we welcome further axioms.

Details about axioms and the Shapley value. |Shapley|(1953) and Harsanyi (1963) proved that the
Shapley value was the unique solution that satisfied linearity, dummy, symmetry, efficiency axioms,
and the interaction distribution axiom (see Theorem[I)). The inference of a DNN can be regarded
as a game with n players Q@ = {1,2,--- ,n}. Each player ¢ is an input variable (e.g. a pixel/local
patch/super-pixel). The DNN does not use each input variable (player) individually. Instead, a set of
input variables (players) 7' C Q may cooperate with each other and form a certain inference pattern (a
coalition) to affect the network output (i.e., pursuing a high reward). In this case, the DNN is taken as
the game F, F : 2% — R. F(T) represents the output of the DNN when only input variables in T are
present, and all other variables in 2 \ 7" are masked. Specifically, F(T") is computed on the sample, in
which variables in Q \ T are replaced with their baseline values. The baseline value is computed as
the average input value over all input samples (Ancona et al.,2019). F(Q2) — F(0) denotes the total
reward of all players. An attribution method tries to allocate the network output (the total reward) to
each input variable i € Q (each player) as its attribution A; € R. The Shapley value of the player ¢

can be computed as a specific attribution 4; = A, as follows.

shap,x __ TS T [=1)! - _ ;
AT = ZTQQ\{W [F(TU{i})=F(T)] = Er [Ejrj=rry [F(TU{i})-F(D)]], 1)
where |Q2| denotes the total number of input variables (players) in an input sample, and r denotes the
number of input variables (players) in a sampled subset 7.

Linearity axiom: If the reward of a game F satisfies F(T)) = G(T') + H(T'), where G and H are
another two games, then AEF) = AEG) + AEH).

Dummy axiom: If an input variable 7 satisfies VI' C Q\ {i}, F(T' U {i}) = F(T) + F({i}), then
F({i}) - F(0) = Ay

Symmetry axiom: If two input variables ¢ and j satisfy VI' C Q\ {4, 5}, F(TU{i}) = F(T U{j}),
then 4; = A;.

Efficiency axiom: ), _, A; = F(Q) — F(0).

Theorem 1 The Shapley value satisfies the interaction distribution axiom (Harsanyi, |1963)), i.e.,
Ashar® — >orcaier D(T)/|T|, where D(T) represents the Harsanyi dividend (Harsanyi, |1963)
of the set of players T. The Harsanyi dividend D(T) measures the numerical utility created by the
interaction patterns among exactly all players in T'. In this way, the Shapley value uniformly allocates
each interaction pattern D(T) to all players in this pattern.

Evaluating the bias of the attribution distribution, rather than each specific attribution value.
Although we can consider the Shapley value as the ground-truth explanation w.x.z. the above five
axioms, we do NOT directly compute accurate attributions that satisfy the axioms for evaluation,
since it is impractical in real applications. First, the accurate computing based on Equation (T]
is NP-hard. Second, although Lundberg & Lee| (2017); |Chen et al.| (2018); |Castro et al.| (2009);
Ancona et al.|(2019) proposed various methods to approximate the Shapley value with a relatively
low computational cost, both (Aas et al., 2019) and Figure [2| show that accurate Shapley values
are dramatically different from the approximated Shapley value. In fact, the gap between the
approximated Shapley value and the accurate Shapley value is sometimes even larger than the gap
between other explanations and the accurate Shapley value.

Therefore, we propose a new metric to evaluate the bias of the attribution distribution, instead of
directly evaluating the attribution accuracy of each input variable. The attribution bias is used to
check whether a group of top-ranked input variables with the largest (or smallest) attributions are
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assigned with more/less importance than the truth. More crucially, because this metric does not
require us to compute the accurate attribution value for each input variable, the computational cost
is significantly reduced. Besides, because the attribution bias is derived on the basis of the Shapley
value, it reflects the aforementioned five axioms. Experimental results show that our evaluation metric
does not have an incorrect partiality to inaccurate approximation of Shapley values (the inaccuracy is
illustrated in both (Aas et al., 2019) and Figure E]) This verifies the fairness of this metric.

To compute the attribution bias, we are given an input sample / € I. Let us consider the DNN F'
with a single scalar output y = F'(I). For DNNs with multiple outputs, existing methods (Shrikumar
et al.l [2016; |Lundberg & Leel, [2017; Ribeiro et al., 2016; |[Bach et al., 2015} Binder et al., 2016)
usually explain each individual output dimension independently. Let {a;} denote the attribution map
estimated by a specific attribution method. We aim to evaluate the bias of {a; }. People propose the
efficiency axiom, i.e., requiring the network output to equal the sum of attribution values (Ancona
et al., 2019; |Lundberg & Leel |2017)), in order to let the attributions act like causal factors for the
model output, to some extent. However, not all explanation methods satisfy this property. To ensure
fair comparisons, we use A to normalize attributions, so as to make attributions fit the efficiency
axiom without loss of generality. Details about A will be discussed under Equation (3.

Yy = b+ Zieﬂ Ai, s.t. A; = da; 2)

where b denotes the network output given an empty input, in which all variables are masked, according
to (Shapleyl [1953); i denotes the index of each input variable in the input sample; €2 denotes the
set of all input variables in the input sample. Since many attribution methods (Selvaraju et al.,
2017;|Simonyan et al., 2013)) mainly compute relative values of attributions {a; }, instead of a strict
attribution map {A; }, we use A to bridge {4;} and {a;}, which is independent with the index 3.

Assumption 1 The estimated attribution of each input variable can be assumed to follow a Gaussian
distribution A; ~ N (ui,0?). Attribution distributions of different input variables can be further
assumed to share a unified variance, i.e., 03 ~ 03 ~ ... ~ o2. This assumption faithfully reflects the
truth in practice, which has been verified in experiments in Appendix|[M)

Lemma 1 Let A;h”p denote the unbiased approximation of the Shapley value based on the sampling
method (Castro et al| [2009), which is given by the right side of Equation (). Just like in (Castro
et al.l 2009), A3 is assumed to follows a gaussian distribution N (A, (c*')?) (in fact, such an
assumption fit the truth in practice, and is verified in Appendix|[M). A} denotes the true Shapley value.

Then, given a specific set of input variables S, we have Zies 47 N( Tics Al ("M)z)
' 8 P P ’ 15T lsT s )

Evaluating the attribution distribution {a;} has two steps. First, we sample input variables whose
attributions are more likely to have large deviations. To this end, we sample the set of input variables
S with top-ranked high (or low) attributions. These input variables in S are more likely to be
biased towards high (or low) attribution values. Meanwhile, from another perspective, considering
the Gaussian distribution of {A;}, the distribution of the sampled attribution values is close to the
Gumbel distribution (Gumbel, [1935)).

Second, we measure the bias of the sampled top-ranked attributions to evaluate the attribution
distribution. Specifically, we propose Definition (1| to define the anchor value Sg as the average
value of the sampled top-ranked attributions in .S, in order to evaluate the bias of the distribution of
attributions. According to Lemmal[l] the anchor value 35 has much lower variance than the attribution

sh: .
AT of each variable.

Definition 1 Let S contain input variables with the highest (or the lowest) attributions in the sample.

Bs = (Xics ALY /(|S]|| A4 ||) denotes the anchor value of our metric on the set S. In this case,

the difference between the average attribution value of input variables in S and the anchor value,

‘(Zies A /(SIIIA]) — Bs ‘ is defined as the bias of the attribution map, as follows.

Dies Ai _ 53” —E, |:1|)Z'LES i Dies A‘Zha”
S

|S1IIA] ol fAse]

Mpias = Ey “ (3)

where A" denotes the Shapley value approximated by sampling. || A"|| and ||a|| are used for
normalization. A small value of My, indicates the low bias of the attribution map. In the computation
of Mpias, the parameter )\ has been eliminated.
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Figure 3: Disproof of the assumption that regions irrelevant to the classification had no contribution
to the classification. Each image was divided into 4 x 4 regions. The red box indicates the region
irrelevant to the target class, which was pasted into the image. Just like in (Yang & Kim, 2019), the
AlexNet was trained on the dataset with irrelevant regions. Given the AlexNet, we computed accurate
Shapley values of irrelevant regions via brute-force enumeration without approximation, and we
found that the Shapley value of the irrelevant region was not zero, which demonstrated that it was
untrustworthy to create the ground-truth explanation using irrelevant objects.

Can the above metric be used to estimate attributions or have partiality to Shapley-value-based
methods? The proposed metric measures the bias of the distribution of attributions to evaluate
attribution methods, rather than approximate the specific attribution of each input variable. Please see
Appendix D] for discussions. Besides, although the metric has the same theoretical foundation as the
Shapley value, our metric has no partiality to the DeepSHAP, which fits the finding of the inaccuracy
of DeepSHAP. For example, experimental results showed that LRP-¢ outperformed DeepSHAP.

In addition, the proposed metric can also be used to evaluate the attribution of neural activations
in the intermediate layer, such as those generated by Grad-CAM. In this case, we regard the target

intermediate-layer feature as the input to compute A;hap, so as to implement the evaluation.

Unlike directly evaluating the accuracy of the attribution of each input variable, the metric
for the attribution bias can be more accurately measured with much less sampling of testing
samples (see Exp.1 in Section[d). Computing the accurate Shapley value is an NP-hard problem
with the computational cost O(N - 2/V), according to Equation (1). In comparison, the computational
cost of the evaluation based on our metric is O(m.NN), where N denotes the number of variables in
the input sample, and m is the sampling number of subsets 7" in Equation (I). Besides, Figure[3]
shows that the estimated metric has been accurate enough for evaluation with 1000 sampling times.

For comparison, let us construct another evaluation metric as a baseline, which directly approximates
relatively accurate attributions (i.e., approximated Shapley values Aihap ) for evaluation. To this
end, many approximation studies (Lundberg & Lee, |2017;|Covert & Lee, [2021;|Wang et al., [2022)
have clear algorithmic bias, and cannot be used for evaluation. Thus, we still choose the unbiased
sampling-based approximation (Castro et al.,[2009). Proposition [ shows that the anchor value of our
metric Sg can be computed | S| times more efficiently than the baseline metric Azhap. The efficiency
of the anchor value s is verified in Figure[5]and is theoretically proved by Proposition

Proposition 1 (Proved in Appendix@ Let 35 be computed based on AP, which is approximated
by sampling a total of m different contexts T C Q according to Equation ({I)). Then, people need
to sample (|S| - m) different contexts to compute A3 to ensure Var[AY’] = Var[Bs). Var[]
denotes the variance caused by the uncertainty of sampling.

3 RELATED WORK, PROBLEMS OF PREVIOUS EVALUATION METRICS

Can we create ground-truth explanations according to human cognition for evaluation? Yang
& Kim|(2019); (Camburu et al.|(2019) have made a breakthrough in evaluation of attribution maps,
i.e., obtaining intuitive ground-truth explanations by creating synthetic datasets. These intuitive
ground-truth explanations were used to evaluate the attribution map. Specifically, they pasted an
irrelevant object w.x.t. the task into the image. Pixels of the irrelevant object were assumed to be
assigned with zero attribution to the prediction.

However, we found that this assumption was not always convincing. A common sense is that the
DNN does not make inferences in the same way as people (Jacob et al.l [2021]), so we conducted
experiments to examine the above assumption. We followed the same settings to build up a synthetic
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Figure 4: (a) Schematics of the evaluation based on ranked attributions. (b) Evaluating the trustwor-
thiness of the evaluation method based on the ranked attributions. We randomly select the pixel ¢
in the input image, and compute AY (P;, ) and V (P;) over different contexts P;. We find that the
contribution of the pixel to the output is unstable w.r.z. different contexts, which verifies the problem
with evaluation based on the ranked attributions in Remarkm (c) The masked pixels distribute over
the whole image when we evaluate a specific attribution map. Therefore, the evaluation based on the
removal of ranked pixels is conducted under specific a few contexts. In comparison, our evaluation
metric is computed considering all contexts, which is more reliable according to Theoremm

dataset by modifying images in the Pascal VOC 2012 dataset (Everingham et al.} 2010)) to contain both
relevant regions and irrelevant regions. We divided each image into 4 x 4 regions. Then, we randomly
replaced a region with an image patch of 56 x 56 pixels cut from an image in a different class. In
this way, the replaced region was regarded irrelevant to the ground-truth class, and other regions
were regarded relevant to the ground-truth class. Then, we trained an AlexNet
[2012) on the dataset by following (Yang & Kim, 2019), and computed the accurate Shapley value of
the irrelevant region in the image. In this case, we only needed to compute sixteen Shapley values
A} for as few as sixteen image regions, whose computational cost was still affordable according
to Equation (I)) (if N = 16). Accurate Shapley values for all 16 image regions could be computed
within ten minutes without any approximation.

As Figure [3] shows, the Shapley value of the irrelevant region was not zero. We also showed
the relative attribution of the irrelevant region k, |AZ|/Eicq(| A7 ], on the top of images, where (2
denotes the set of all regions in the image. The average relative attribution over all images was
1.0336. Therefore, it was inappropriate to assume that the irrelevant region has no attribution to the

classification. Actually, [Yilun et al.| (2022)); Jasmijn et al (2021) proposed similar evaluation methods.

We have discussed the problem with these studies in Appendix [N}

Trustworthiness of using the ranked attributions for evaluation. Several previous studies
et al} 2017; [Ancona et al., 2018}, [Hooker et al., [2019; Kindermans et al., 2018b; [Warnecke et al.,
proposed a novel idea, i.e., using the ranked attribution values for evaluation. As Figure [ (a)
shows, for each time step ¢, they masked the input variable with the ¢-th lowest (or highest) attribution
value in a sequential manner. In this way, if the attribution value was estimated more accurately, then
the performance of the DNN was supposed to decrease more slowly (or more quickly).

However, Ribeiro et al.| (2016); [Chen et al.|(2018));[Yao et al.| (2022)) found that the measured numerical
contribution of an input variable to the performance significantly depended on the order of input
variables being masked. Beyond these experimental studies, in this paper, we propose Remark T|based
on findings in (Deng et al., to further clarify the unfairness of such ranking-based masking
methods. Appendix [H|introduces more details of Remark[I] Such unfairness cannot be fully solved

by the solution in (Yao et al|, [2022).

Remark 1 According to (Deng et al| [2021), attributions of different methods can be uniformly
written into an allocation of independent effects and Taylor interaction effects, i.e., a; = Y jea Pjsit
Y scq Vs—i. Here, ¢j_.; denotes a component of the independent effect of the variable j, which
is allocated to the variable i’s attribution a;. 1s_s; denotes a component of the Taylor interaction
effect between variables in S, which is allocated to the variable i’s attribution. ¢j_; and Vg_,;
are all computed in {W 021 so that g = ZZGQ Ys_,; measures all interaction effects
between variables in us, if we place the input variable i € S before all other variables in S in
the masking order, then all interaction effects s will be all assigned with the variable i, without
assigning any effects with other variables j # i in S, i.e., Vi,j € S,1 # j, V5 = ¥s,%s—; = 0.

Furthermore, we designed a new experiment to verify that an input variable’s marginal attribution
strongly depended on the order (or more precisely the context) when the variable was masked. If so,
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Figure 5: Instability of the approximated Shapley value and the instability of the anchor value
B = Es:\s1=pn [ies A /(15| A% ||)] of our bias metric. The set of input variables in S were
sampled according to attribution maps from different explanation methods. Results show that the
anchor value of our metric exhibited a much lower instability than the approximated Shapley value.

the evaluation based on masking top-ranked input variables would not faithfully reflect true attributions
of input variables. We trained a LeNet (LeCun et al.l [1998) on the CIFAR-10 dataset (Krizhevsky &
Hinton, 2009). Given a variable ¢ in the input sample, we computed its marginal attribution when this
variable was the (¢ + 1)-th masked variable, as AY (P, 1) = Yasking P, — Ymasking P, &i- P represents
a set of ¢ variables that had been masked before the ¢-th step. Ypasking p, denotes the network
output when we fed the input sample with variables in P, being masked into the DNN. Similarly,
Yinasking P, &: denotes the network output when we further masked an additional variable ¢. Then, V; =
EEp,.| p, || =¢ [max( AZ(YIZSi) [, A@Zﬁ:?i) |)] measures the instability of AY (P;, ), when people masked
the variable ¢ at different orders with different contexts, where AY (i) = E/E Pl Pl =t [AY (P],,1)].

Figure {4 (b) reports the distribution of AY (P, %) over different orders and V; values for specific
variables. A large value of V; indicates that the marginal attribution AY (P, ) was unstable. We
found that the marginal attribution of a variable was significantly affected by the order of masking. In
particular, for some input variables, the marginal attribution AY (P;, ) was sometimes more than
five times of the average marginal attribution of the same variable over different orders. Moreover,
as Figure ] (c) shows, the masked variables distributed over the whole input sample, and formed
an irregular context without an explainable meaning. The evaluation under irregular unexplainable
contexts might not reflect the true importance of the variable. Thus, it still had technical flaws to
evaluate attribution methods based on the ranking order of attributions.

4 EXPERIMENTS

To evaluate attribution methods, we conducted experiments on both tabular data and visual data for
evaluation, which included a tabular dataset (the TV news channel commercial detection dataset (Vyas
et al.,2014), namely the TV news dataset for short), the Pascal VOC 2012 (Everingham et al., 2010)
dataset, and the CIFAR-10 (Krizhevsky & Hinton, 2009) dataset. In experiments, we evaluated the fol-
lowing explanation methods, including the Gradient (Grad) (Simonyan et al.,|2013)), Gradient x Input
(GI) (Shrikumar et al., 2016), integrated gradient (IG) (Sundararajan et al.| [2017), guided back-
propagation (GB) (Springenberg et al.,2014), layer-wise relevance propagation (LRP) (Bach et al.,
2015)), DeepSHAP (Shrikumar et al.| |2016), LIME (Ribeiro et al., 2016)), and Grad-CAM (Selvaraju
et al.,[2017). Appendix [I|makes a survey on these attribution methods. Figure [I]shows attribution
maps generated by these methods.

Implementation Details: To approximate the Shapley value for each pixel, we sampled the set 7" in
Equation (1) for 1000 times for each pixel of images in the CIFAR-10 dataset, and sampled 7" for
100 times for each pixel of images in the Pascal VOC 2012 dataset. For the TV news dataset, we
sampled 7" for 1000 times for each input variable. We sampled the top p (p=10%, 30%, 50%, 70%,
90%) testing input variables with the highest/lowest values. In this way, the proposed bias metric
can consider all input variables for evaluation. Besides, LRP-¢ was not used on residual networks,
because the relevance propagation rules of some structures in ResNet were not defined, to the best of
our knowledge.

Exp. 1: Stability of the proposed bias metric. This experiment compared the stability of the
following two evaluation strategies, when they were conducted with the same computational cost. The
strategies were 1. directly approximating relatively accurate attributionsﬂ for evaluation, and 2. our

'As introduced above Proposition we applied (Castro et al., 2009) to approximate Shapley values, because
other approximation methods usually generated biased results.
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Figure 6: The positive relationship between the bias metric My;,s and the accurate bias (with an
NP-hard computational cost). Each point corresponded to the two bias metrics computed on a specific
attribution map. It verified that the bias metric M;,s was positively correlated with the accurate bias,
which verified the objectiveness of the proposed bias metric.
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Figure 7: Bias of the attribution map at the level of input variables. LRP-¢ provided attribution
maps with the least bias on LeNet, AlexNet, and VGG-16/19. GI and GB outperformed other
attribution methods on ResNets. Due to the limitation of the page number, we provide results on the
ResNet-44/56/50 and explicit result numbers in Appendix @

evaluation based on the bias of the attribution distribution, respectively. Given a trained DNN and an
input sample I € I, we computed the approximated Shapley value multiple times. We normalized the
approximated Shapley value as v = A1 /|| Ah2P|| just like Equation (3). We computed the anchor
value for the proposed bias metric in Equation H B = Eg.is/=pn (X5 A7) /(|S]]| A2 ]))] for
multiple times. The instability of the approximated Shapley value was computed as Instability,,, =

Erer []Eu)v;u# lov(uy = ) |/ Bl |]] and the instability of the anchor value of the bias metric

was computed as Instability,, = Erer [Eu,viusto|Bu) — By /Euwl|Baw)ll]- (u) and B,y denoted
the metrics of « and 5 computed at the u-th time, respectively.

In this experiment, we used the LeNet trained on the CIFAR-10 dataset. We explored the change of
the instability along with the increase of the sampling number and the increase of the input variable
number. As Figure [5|shows, the instability of our anchor value was much lower than the instability of
the approximated Shapley value. This result demonstrated that the anchor value of the bias metric
converged much faster, and thereby was more reliable than the approximated Shapley value.

Exp. 2: Trustworthiness of the proposed bias metric. It was a challenge to evaluate the trust-
worthiness of the proposed bias metric. We compared the proposed bias metric with the accurate
bias, whose computation needed accurately computed Shapley values. Considering the exponential
computational cost, we only computed relatively accurate Shapley values just for a few input variables
using the method in (Castro et al.l |2009) with a huge number of sampling. In this case, we could
consider that the estimated Shapley values were accurate enough to verify the trustworthiness of
the proposed bias metric. In this experiment, we used LeNet and ResNet-20/32/44 trained using
the CIFAR-10 (Krizhevsky & Hinton, 2009) dataset. To this end, we sampled 10% input variables
with the highest attributions to evaluate the proposed bias metric. Figure [6]compares the proposed
bias metric with the accurate bias. Each point corresponded to a specific evaluation result. We
found that the bias metric was roughly positively correlated with the accurate bias, which verified the
objectiveness of the bias metric.

Exp. 3: Evaluating the bias of the attribution maps. Figure[7]and Figure [§|show bias values of
attribution maps, which were generated by different attribution methods on tabular data and images,
respectively. GI and GB provided the least biased attribution maps for ResNets. For AlexNet, VGG-
16/19, and LeNet, LRP-¢ outperformed other methods. Figure[§|shows that IG and DeepSHAP usually
achieved the least biased attribution maps on the tabular classification task. Besides, we found that
the performance of LIME was volatile, i.e., in some cases, LIME performed quite well, but in some
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attribution methods.

other cases, LIME performed the worst. This phenomenon was obvious in the CIFAR-10 dataset. It
was because LIME calculated attribution maps for super-pixels. The number of super-pixels in an
image from the CIFAR-10 dataset was limited. In this way, many pixels within a single super-pixel
shared the same attribution value in results of LIME, which made it hard to sample these pixels with
significantly biased attribution values.

In particular, we also found that our metric had no partiality to Shapley-value-based methods,
such as DeepSHAP. Figure [2| shows the clear difference between the DeepSHAP’s attribution map
and relatively accurate Shapley values. We computed such relatively accurate Shapley values by
sampling 20,000 testing samples from a single input image, to ensure its accuracy. It shows that
the DeepSHAP’s attribution map was dramatically different from relatively accurate Shapley values.
Furthermore, (Aas et al.,[2019) also showed that accurate Shapley values computed with an NP-hard
cost were usually dramatically different from Shapley values approximated by practical methods. In
Appendix [L} we also conducted an experiment to show the unreliability of DeepSHAP.

Exp. 4: Sometimes conflicting with human intuition. Although our evaluation metric was designed
to examine the objectiveness of attribution methods, we still conducted experiments to check whether
the most objective attributions selected by our metric also fit human intuition. In this experiment, we
used the AlexNet (Krizhevsky et al.,[2012) and ResNet-50 (He et al., 2016)) trained on the Pascal
VOC 2012 dataset (Everingham et al.,[2010) for analysis. We generated attribution maps based on
different attribution methods. We had four human annotators to score these attribution maps from 1
to 5 based on their intuitive understandings of how much these attribution maps were consistent with
their intuition. As Figure E] shows, the metric My;,s of explaining the AlexNet well fit the annotated
human rating, but My, of explaining the ResNet-50 had a large gap with the annotated human rating.

Seemingly contradictory with previous metrics, but actually not. We noticed that our evaluation
results seemed to conflict with (Adebayo et al.,|2018) and ROAR (Hooker et al., 2019), but actually
not. [Adebayo et al.|(2018) criticized the GB for being insensitive to the randomization of DNNs. The
evaluation metric ROAR (Hooker et al.||2019) showed that the removal of important input variables
based on GB did not affect the performance of the DNN significantly. Theoretically, the evaluation
in (Adebayo et al., 2018) naturally welcomed smoothed attributions (e.g. Grad-CAM), and criticized
edge-like attributions (e.g. GB). However, this phenomenon also showed that edge-like pixels had
large impacts on network features, which actually reflected the true phenomenon of signal processing
in DNNs. Besides, ROAR might have a partiality to Grad-CAM. It was because removing pixels
from a smooth surface/region was more likely to bring in additional noisy features than removing
pixels from edges. To this end, GB usually assigned edges with large attributions, which caused the
performance of the DNN was not significantly affected. In comparison, the proposed bias metric in
this paper could measure the objectiveness of explanation methods more accurately than (Adebayo
et al.,[2018}; |[Hooker et al.,|2019)). Please see Appendix E] for more discussions.

5 CONCLUSION AND DISCUSSIONS

In this paper, we propose a metric, i.e., the bias of attribution maps, to evaluate the objectiveness of
attribution methods. The proposed evaluation metric is computed without a need for ground-truth
explanations. We apply our metric to widely-used explanation methods. We have also verified the
stability and trustworthiness of our metric in various experiments. Experimental results showed that
our metric effectively evaluated the bias of attribution maps. Although the proposed metric makes
a breakthrough in the evaluation of attribution methods, it still has a few limitations. Please see
Appendix [F for more discussions about limitations and potential social impacts of this paper.
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A MORE EXAMPLES OF ATTRIBUTION MAPS

In this section, we provide more attribution maps generated by different explanation methods, which
is shown in Figure[T0]
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Figure 10: Examples of attribution maps.

B RELATED WORK

Section 3 has discussed previous studies that attempted on the evaluation of attribution methods. In
this section, we continue to discuss more about technical details of attribution methods, although
such techniques are not directly related to the evaluation. Nevertheless, we will move this section to
the main paper when the paper is accepted.

For the evaluation of attribution/importance/saliency explanation methods, the qualitative analysis
of explanation results via subject judgement (Cui et al., 2019; [Yang et all 2019; Nguyen, 2018) is
a classical perspective for the evaluation. However, we would like to limit our discussions to the
quantitative evaluation metric for explanation methods.

Yang & Kim|(2019) and [Oramas et al.| (2019) built a specific dataset to generate intuitive ground-truth
explanations for evaluation. However, in Sectionlzl, we find that we cannot assume the DNN not to use

noises for classification, which hurts the trustworthiness of the evaluation. Another kind of classical
evaluation metrics 2017; Hooker et al}, 2019 [Ancona et al.} 2018}, [Fong & Vedaldil
2017; [Kindermans et al., [2018b; [Warnecke et al.,[2020; [De Young et al.,[2020; [Hase et al., 2021} |Arras|
et al.,[2017; Nguyen| [2018) was sequentially removing pixels from pixels with the lowest attributions
to those with the highest attributions (or from the highest attributions to the lowest attributions). They
used the decreasing speed of the DNN’s performance to evaluate the quality of explanation results. If
people masked pixels with the lowest attribution values first, then a slow decrease of the network
output score indicated a high quality of the attribution map. However, previous studies
2020}, [Yao et al} 2022)) have pointed out that the method of sequentially removing pixels could not
objectively reflect the true importance of pixels. Section [3]has discussed this issue both theoretically
and experimentally.
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Besides, some studies evaluated explanation results from other perspectives. |Arras et al.| (2019)
and|Vu et al.|(2019)) evaluated attribution maps from the perspective of adversarial attacks by adding
random noise to the input. Some studies (Adebayo et al., 2018}, |Ghorbani et al., 2019; |Alvarez-Melis
& Jaakkola, [2018)) evaluated the robustness of explanation methods w.rz. the perturbation. Adebayo
et al.| (2018) randomized layers of a DNN from the top to the bottom, and visualized the change
of attribution maps. [Bhatt et al.| (2020) proposed three desirable properties of the explanation
methods, including low sensitivity, high faithfulness, and low complexity to evaluate explanation
methods. [Warnecke et al.| (2020) used multiple perspectives to evaluate explanations. |Yeh et al.
(2019) evaluated explanation methods using (in)fidelity and sensitivity. Table 2] summarizes various
evaluation perspectives of previous studies.

Table 2: Comparisons of perspectives of evaluating explanation results among different studies.

Evaluation metrics Perspective
Yeh et al.|(2019), |Yang et al.|(2019) (In)fidelity

Adebayo et al.|(2018),|Yeh et al.|(2019)
Bhatt et al.|(2020)

‘Warnecke et al.|(2020), Bhatt et al.|(2020) Sparsity

Ghorbani et al.|(2019), Warnecke et al.|(2020)
Alvarez-Melis & Jaakkola|(2018)

Our metric, |Arras et al.|(2019)
Yang & Kim|(2019),|Samek et al.|(2017)

Sensitivity

Robustness

Objectiveness

Unlike previous studies, in this paper, we focus on evaluating the objectiveness of explanation
methods. We believe that the evaluation of the objectiveness is most important to explanation
methods. In comparison, the infidelity mainly reflects the non-linearity of the explained model,
instead of evaluating the trustworthiness of explanation methods. As for the sensitivity, if the DNN is
sensitive to random noises, then an object explanation result is also supposed to be sensitive to such
noises. Similarly, if the DNN is not robust to the adversarial attack, then an objective explanation
result is supposed not to be robust to the same attack. The sparsity of an explanation method cannot
reflect the objectiveness of this explanation method, i.e. a sparse explanation method may be not
objective enough, and an objective explanation method may be not sparse.

Other kinds of explanation methods. In this paper, we mainly focus on the evaluation of attribu-
tion/importance/saliency explanation methods. However, there are many other kinds of explanation
methods.

Firstly, the visualization of feature representations inside a DNN was the most direct way of opening
the black-box of the DNN (Zeiler & Fergus, [2014; Mahendran & Vedaldil [2015; [Yosinski et al.,
2015; Dosovitskiy & Brox} 2016). Secondly, other studies diagnosed feature representations inside a
DNN (Kindermans et al., 2018a; Koh & Liang| 2017} [Szegedy et al.,[2014; Bau et al.,|2017; Fong
& Vedaldi, [2018). Thirdly, a recent new trend was to learn interpretable features in DNNs (Hu
et al., 2016} |Stone et al.| 2017} |Liao et al., 2016} |Chen et al., 2016} |Higgins et al., 2017). Capsule
nets (Sabour et al.|[2017)) and the interpretable RCNN (Wu et al.,[2017)) learned interpretable features
in intermediate layers.

Moreover, |Kim et al.[(2018) proposed a method to discover visual concepts encoded by the DNN,
and computed attributions for the discovered concepts. However, the method (Kim et al., 2018) could
only extract the attribution for each mid-level concept, instead of extracting pixel-wise or regional
attributions. For example, it was difficult to compute the exact receptive field (pixels) corresponding
to a specific “color” concept, so the method in (Kim et al., 2018)) usually could not directly estimate
attributions for an exact region/pixel. Therefore, we could not apply the evaluation metric toward
pixel-wise/regional attributions to evaluate (Kim et al., 2018).

C ANALYSIS OF OUR METRIC AND PREVIOUS DESIRABLE AXIOMS

In the “Axioms for objectiveness” part of Section 2] we have introduced several desirable axioms,
which were proposed by previous studies, for the evaluation. Besides, we mentioned that the proposed
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metric potentially replects these axioms in the third paragraph of page 2. In this section, we will
discuss how to derive our metric from previous desirable axioms. As aforementioned, previous
studies proposed various desirable axioms for the objectiveness of explanation methods, including
the linearity axiom, the dummy axiom, the symmetry axiom, the efficiency axiom (Shapley, [1953)), and
the interaction distribution axiom (Deng et al.,|2021)). Previous studies (Shapley},|1953} |Deng et al.,
2021) also proved that the Shapley value was the unique unbiased attribution method that satisfied
the above five axioms.

However, the Shapley value cannot be directly used for the evaluation due to the unaffordable
computational cost. To this end, we propose an evaluation metric using the same theoretical foundation
as the Shapley value, but with a lower computational cost than the accurate Shapley value. Since
our metric is proposed on the basis of the Shapley value, it can be considered to potentially satisfy
previous desirable axioms.

D CAN WE DIRECTLY USE THE PROPOSED METRIC TO ESTIMATE PIXEL-WISE
ATTRIBUTIONS?

In the first paragraph of page 5, we have mentioned that we do not use the proposed metric for
explanations. In this paragraph, we will further discuss this issue. In this paper, the proposed metric
is is NEITHER an approximation of the Shapley value, NOR a technique that can potentially be
used to approximate the Shapley value. Indeed, this metric is designed to represent the bias of the
entire attribution distribution over all pixels. For example, in the second row and the second column
of Fig. f[(c) in the paper, pixels with the lowest 25% attributions almost uniformly and randomly
distribute over the dress, the baggage, two arms, and the background. Our metric computes the
average attribution using these pixels. Obviously, our metric is not an approximation of the attribution
value for a specific pixel. Thus, the proposed metric just represents the bias of the entire attribution
distribution over all pixels, instead of measuring the attribution for a specific pixel. Furthermore,
people cannot infer the pixel-wised attribution value from the metric.

E DETAILS ABOUT AXIOMS OF THE SHAPLEY VALUE.

In Section 2] we have introduced several desirable axioms for the evaluation. In this section, we
provide more details about these axioms. We continue using the notation in Section 2]to introduce
these desirable axioms. As aforementioned in the “Axioms for objectiveness” part of Section [J]in the
paper, an objective explanation method is supposed to satisfy the following axioms.

Linearity axiom: If the reward of a game F satisfies F(T)) = G(T') + H(T'), where G and H are
another two games. Then the Shapley value of each player ¢ € €2 in the game F’ is the sum of Shapley
values of the player i in the game G and H, i.e. AEF) = AEG) + AZ(-H).

Dummy axiom: The dummy player is defined as the player that satisfies VT' C Q\ {i}, F(TU{i}) =
F(T) + F({i}). The dummy player i satisfies F({i}) — F'(#) = Aj;, i.e. the dummy player has no
interaction with any other players in 2.

Symmetry axiom: If VT' C Q\ {4, 5}, F(T U {i}) = F(T'U{j}), then A; = A;.

Efficiency axiom: ), ., F; = F(Q2) — F(()). The efficiency property ensures the overall reward
can be distributed to each player in the game.

Interaction distribution axiom: A; = >, ... D(T)/|T|, where D(T) represents the Harsanyi
dividend (Harsanyi, [1963)) of the set of players 7. The Harsanyi dividend D(7") measures the
numerical utility created by the interaction patterns among exactly all players in 7.

F LIMITATIONS AND POTENTIAL SOCIAL IMPACTS OF THIS PAPER

About the limitation of this paper. In this paper, our evaluation metric mainly focuses on explanation
methods that extract attributions. In fact, many people use heatmaps to explain a DNN’s regional
representation on an image. Some of heatmaps represent attributions/importances of input variables,
but other heatmaps do not represent attributions (Ray et al.|[2021)). Our evaluation metric can evaluate
heatmaps that measure attributions/importances of input variables, cannot evaluate heatmaps do not
represent attributions. Another example is the method proposed by (Ray et al.,2021)), which has been
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discussed in Appendix B} [Kim et al.| (2018) proposed a method to discover visual concepts encoded
by the DNN, such as a specific “color” concept. In this case, we cannot directly apply out metric to
evaluate (Kim et al., 2018)).

Another limitation of this paper comes from technical flaws of the Shapley value. Kumar et al.| (2020)
pointed out two technical flaws of the Shapley value. First, the Shapley value could not totally avoid
the OOD problem with the setting of baseline values. Second, the selection of players (i.e., the
partition of input variables) also affected the Shapley value. They are both open problems for Shapley
values.

As for the first problem, the OOD problem is still ill-defined currently on strong heuristic assumptions.
In this paper, we aim to evaluate the objectiveness of attribution maps in the scenario where the
baseline value has been given. In this way, the OOD problem is orthogonal to the objectiveness of the
attribution, under the condition that the baseline value has been given. Therefore, the OOD problem
does not affect the trustworthiness of the proposed evaluation metric.

Similarly, as for the second problem, the target of this study is to evaluate the objectiveness of
attribution maps under the assumption that the partition of input variables has been given. Thus, our
attribution objectiveness problem is actually orthogonal to the problem in (Kumar et al., 2020}, and
these problems do not hurt the soundness of our study.

About the social impact of this paper. As for the potential social impact, this paper proposed an
evaluation metric to evaluate existing attribution methods, which may solve the problem that people
usually cannot obtain ground-truth explanations of a black-box model to evaluate the explanation for
the model. Therefore, the negative social impact of this paper is negligible, and this study mainly has
positive social impact.

G THE APPROXIMATION OF THE SHAPLEY VALUE AND THE ANALYSIS OF THE
COMPUTATIONAL COST

In Proposition [T| we briefly clarify the computational cost of the approximation of the Shapley value.
In this section, we will introduce the algorithm to approximate the Shapley value in detail, and prove
that the variance of our metric is much lower than the variance of the approximated Shapley value.

Approximation of Shapley value. The Shapley value (Shapley, [1953)) was proposed to compute the
attribution distribution over all players in a cooperative game. However, it is an NP-hard problem to
compute the accurate Shapley value. To this end, in this paper, we apply the sampling-based algorithm
proposed by (Castro et al., 2009) to approximate the Shapley value. We continue using the notation in
the "Properties of the Shapley value" section of the supplementary material to introduce the algorithm
and analyze the computational cost. According to (Castro et al.,2009), the Shapley value can be
computed by enumerating all possible permutations of pixels. Let O denote a permutation of pixels,
and 7(§2) denotes the set of all possible permutations. For each pixel i, we use Pre;(O) to present the
set of pixels in front of 4 in the permutation O € 7(£2). In this way, the Shapley value of the pixel i
can be computed as

1

AP = — N [F(Pre;(0) U{i}) — F(Pre;(0))]

T oen(Q)

where N is the number of all pixels, and F'(Pre;(O)) is computed by remaining the pixels in Pre;(O)
and replacing the pixels in Q \ Pre;(O) with the reference value. Note that the setting of reference
values without the out-of-distribution problem is also important for the computation of Shapley values,
but it is still an open problem (Ancona et al.| 2019} Lundberg & Lee| 2017 [Frye et al.,|2021). Thus, in
this paper, we follow the most widely used setting (i.e. setting the reference value as the average pixel
value over images) (Ancona et al.,2019). Nevertheless the computation of Shapley value can also be
conducted with other settings of reference values, which ensures the broad applicability. Besides,
note that different permutations have the same weight to compute the average value.
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Grad-CAM GB LRP LIME
% 75% 25% 50% 75% 50% 75% 25% 50%

Figure 11: Visualization of images during the removal of pixels with top-ranked attributions. We
gradually remove top-ranked 25%, 50%, and 75% pixels with the highest attribution values. Grad-
CAM and LIME usually remove pixels from a region. GB and LRP usually first remove edge pixels
in the image.

Based on the above equation, |Castro et al.| (2009) sampled permutations m times from 7(£2). Then
the Shapley value of ¢ can be approximated as follows.

P mslhap S [F(Pre: (Ox) U {i}) — F(Pre:(Op))],
k=1

st. Yk, Op € 7(Q)

Computational cost of approximating Shapley value. Note that for one permutation, we can
compute the marginal contribution F'(Pre;(Oy) U {i}) — F(Pre;(O})) for all pixels by running the
DNN (N + 1) times. Therefore, we can approximate the Shapley value A" for all N pixels using
these m*"% permutations, and the computational cost is O(m**® V).

Computational cost of our evaluation metric. Although the above method can approximate the
Shapley value with a polynomial computational cost, this method could not provide accurate enough
results for evaluation. To this end, instead of directly computing the Shapley value, we design a new
metric with high accuracy but a low computational cost to estimate the attribution bias for evaluation.

Specifically, we can prove that the computational cost of our metric is much lower than the approxi-
mated Shapley value obtained by the above sampling. Suppose that we sample m times to compute
the anchor value of our metric. According to (]Castro et al.L |2009[), the variance of Azhap is o2 /m
where o2 satisfies

o= Z % [F(Prei(O) U{i}) — F(Pre;(0)) — Azhap,*]z

Oen(Q)

Let (o°M%)2 denote the variance of A", and we have (0*")2 = 52 /m. For the set of the sampled

shap 2 shap\ 2 2 .
s Bl — (o7 — o= where m is the

pixels .S, the variance of the anchor value in our metric i ST = e = waE
number of sampling for the computation of the anchor value in our metric. Apparently, if we want
the approximated Shapley value A:hap to get the same stability as the anchor value in our metric, we

need to sample m*"® = |S|m times, which needs |S| times computational cost as our metric.

H A DETAILED INTRODUCTION OF UNIFIED ATTRIBUTION FRAMEWORK

IN (DENG ET AL.,[2021)

In Remark [T} we brifly introduce the unified framework proposed by 2021), and how
this framework clarifies the unfariness of ranking-based masking evaluation methods. In this section,

we will provide more introduction on this unified attribution framework.

18



Under review as a conference paper at ICLR 2023

Theorem 2 Given a pre-trained DNN F and a given input sample © = |11, . .., 2,])T € R™ indexed
by Q =[1,...,n], the attribution a; of the input variable x; estimated by different methods can be
uniformly written into an allocation of Taylor independent effect and Taylor interaction effects, i.e.,

a; = Zjeﬂ qu%i + ZSQQ '(/JSai-

Taylor expansion of a pre-trained DNN. Given a pre-trained DNN F' and a given input sample

x = [r1,...,2,)T € R" indexed by Q = [1,...,n], let us consider the K-order Taylor expansion
of the DNN F, which is expanded at a baseline point b = [by, ..., b,].
_ "~ 1 OF(b) 1 0°F N
F(m)iF(b)JF;F 9z; JF;;Q' 81’18@ —bi)(z; —bj) + -
K n
1 " F(b )
b) + Z Z [y (,i Ly s nn) OFixy - OFna, 8“7l:rﬂ H —bi)
k=1 k€O i=1

denoted by ()

In the above equation, the DNN F'(x) is decomposed into expansion terms of different orders, and
each k-th order has numerous expansion terms in the set of Oy. Let I (k) denote an expansion term
with the degree vector k = k1, , ky] € O, where Oy, = {k|r; € Nand > | k; = k}is aset
of all above degree vectors, corresponding to all expansion terms of the k-th order.

Taylor independent effect and Taylor interaction effect. All Taylor expansion terms / (k) of the
DNN can be divided into two types of effects, (i) Taylor interaction effect I (k) where |k|o > 1, which
represents a collaboration relationship between multiple input variables. (ii) Taylor independent effect
I(k) where |k|o = 1, which is caused by a single input variable working independently. To avoid
ambiguity, we use 1(k) and ¢(k) to denote the Taylor interaction effect and the Taylor independent
effect, respectively.

Unifying attribution methods by Taylor independent effect and interaction effect. Further-
more, |Deng et al.[(2021)) have proven that attributions of different methods can be uniformly written
into an allocation of Taylor independent effects and Taylor interaction effects, i.e., the attribution a;
of the input variable z; all can be reformulated as follows,

=YD Wik D Y wikth(K) =Y Gt D s 5)

JEQKEQ); SCOkeQs JEQ SCQ

denoted by ¢ ; denoted by ¥ 54

where Q; = {k|rk; > 0;Vi # j,k;, = 0} and Qg = {k|Vi € S, k; > 0;Vi &€ S, k; = 0}.

I EXPERIMENTAL DETAILS

In the first two paragraphs of Section 4] we briefly introduced our experimental settings and the
evaluated explanation methods in this paper. In this section, we provided more details about our
experiments.

We conducted experiments using the Pascal VOC 2012 (Everingham et al.,[2010) dataset, the CIFAR-
10 (Krizhevsky & Hinton, [2009) dataset, and the TV news channel commercial detection dataset
(a tabular dataset) (Vyas et al., [2014)). The Pascal VOC 2012 dataset is mainly used for object
detection. Just like (Zhang et al.l|[2018)), we cropped objects using their bounding boxes. We used
the cropped objects as inputs to train DNNs for multi-category classification. AlexNet (Krizhevsky:
et al., 2012), VGG-16/19 (Simonyan & Zisserman, 2015)), ResNet-50/101 (He et al.l |2016) were
trained using the Pascal VOC 2012 dataset. We trained and explained LeNet (LeCun et al., |1998)),
ResNet-20/32/44/56 (He et al.| [2016) using the CIFAR-10 dataset. As for the tabular dataset, we
trained an MLP-5 using the TV news channel commercial detection dataset.

In this paper, we evaluated the following explanation methods.

Grad: Given an input, [Simonyan et al.|(2013) quantified the attribution value with the gradient of the
input. We termed this algorithm as Grad. For RGB images with multiple channels, Grad selected the
maximum magnitude across all channels for each pixel.
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GI: Shrikumar et al.| (2016) proposed a method, namely Gradientx Input, which used the pixel-wise
product of the input and its gradient as the attribution value. Attribution values for RGB channels
were summed up to get the final attribution value.

IG: Integrated Gradient, namely IG, was proposed by (Sundararajan et al.,|2017), which integrated
the gradient along the straight path from an empty input to the target input.

GB: Guided Back-propagation, namely GB, corresponded to Grad, where the back-propagation rule
at ReLU units was redefined (Springenberg et al.| 2014)).

LRP-¢: Layer-wise relevance propagation (LRP) (Bach et al., [2015) redefined back-propagation
rules for each layer to decompose the output of a DNN over the input. We used LRP-¢ and set the
parameter € = 1.

DeepSHAP: DeepSHAP adapted DeepLIFT (Shrikumar et al.l 2016) to approximate pixel-wise
Shapley values for the input image (Lundberg & Lee,2017). We used the code released by (Lundberg
& Lee, 2017).

LIME: LIME (Ribeiro et al.,|2016) trained an interpretable model to compute the attribution for each
super-pixel. We used the code released by (Ribeiro et al., [2016)).

Grad-CAM: Grad-CAM (Selvaraju et al.l 2017) was similar to CAM (Zhou et al.| 2016). Grad-CAM
used gradients over the feature map, instead of the parameters of the fully connected layer. Since
Grad-CAM computed attribution maps for intermediate-layer features, we used the Shapley value of
each unit in the intermediate-layer feature to evaluate Grad-CAM.

J  ANALYSIS OF EVALUATION RESULTS OF OUR METRIC AND PREVIOUS
STUDIES

In the paragraph “Seemingly contradictory with previous metrics, but actually not.” of the paper, we
have discussed the seeming conflict between the evaluation results of our metric and ROAR (Hooker
et al.,|2019). In this section, we provide more discussions and visualization results about this issue.
ROAR removes pixels with the highest attribution values, and retrains the DNN using images after
removal. In order to analyze the effect of the removal, we trained the AlexNet using the Pascal
VOC 2012 dataset, and we used GB, LRP, Grad-CAM, LIME to generate attribution maps. Then we
remove 25%, 50%, 75% pixels with the highest attribution values from the image. We show images
during the pixel-removing process.

As Figure[TT|shows, some explanation methods, such as GB and LRP, usually assign high attributions
on edge pixels. Therefore, when we remove pixels with high attributions, we firstly remove edge
pixels. In this case, the removal does not affect the semantic features significantly. In comparison,
some methods, such as Grad-CAM and LIME, usually assign high attributions on pixels in smooth
regions. In this case, removing pixels usually introduces unrealistic features (e.g. new dot patterns
caused by the masked pixels), which usually affects the retraining of the DNN. Therefore, ROAR
has a partiality towards explanation methods similar to Grad-CAM. In comparison, our metric
evaluates explanation results based on the Shapley value, which satisfies four desirable properties for
explanations, which ensures that our metric can measure the objectiveness of explanation results in a
more convincing manner than ROAR.

Besides, we found that GI sometimes outperformed IG. It was because in image datasets, zero may
not be a good baseline value for integral. Moreover, IG only considers a single integral path from
the baseline input to the original input, which also affects the attribution map generated by the IG.
In comparison, as discussed in (Sundararajan et al.,|2017), the Shapley value considers all possible
integral paths. Thus, the result of IG can be significantly different from that of the Shapley value.

K DETAILED RESULTS OF THE BIAS OF THE ATTRIBUTION MAP AT THE PIXEL
LEVEL

This section provides more results of the Figure[/|in the paper, including results on ResNet-44/50/56
and VGG-19, in Figure[12] Furthermore, the following tables provided explicit numbers of the bias
of the attribution map at the pixel level.

20



Under review as a conference paper at ICLR 2023

Explanation Method

Myias

]

from the top p%
e o o
8 2

Sampling pixels
highest attributions

ResNet-44 006
CIFAR-10

Mpias

004

|
|
.
9 0
dte p 01 03

ResNet-56
CIFAR-10

a1
05 07 09
Sampfitg RS p

Grad-CAM

GB

Mpias

0.009

0.006

0,003

I
%01

ResNet-101
Pascal VOC 2012

TR T e
;
03 Oampiing REi2 p

DeepSHAP

Is

from the top p%

lowest attributions
g

Sampling pixel
5“5 o o
8 8 8

Grad

W uve

Mpias

ResNet-44
CIFAR-10

07 09
ampling Raie p

[e]]
o008 Mpias
006
002
002

M LRP-¢

ResNet-56
CIFAR-10

0
01 03 03
‘Sampiing Rate p

|_lle]

0.004
0.002

I
07 09

I
%1 03 08,

Mbias
0008 ResNet-101
- Pascal VOC 2012

il "
07 09
mpiing Rate p

Figure 12: Bias of the attribution map at the pixel level. LRP-¢ provided attribution maps with the
least bias on LeNet, AlexNet, and VGG-16/19. GI and GB outperformed other explanation methods
on ResNets. We will move these results into the additional page of the main paper if the paper is

accepted.

Table 3: Pixel-level bias of the attribution map of the LeNet network learned on the CIFAR-10

dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME LRP 1G

top-10% 0.17256 0.05302 0.04060 0.04701 0.04924 0.02777 0.04164 0.04029
top-30% 0.04921 0.03090 0.01892 0.02109 0.02408 0.02753  0.01798 0.02108
top-50% 0.01961 0.02057 0.01126 0.01225 0.01443 0.02780 0.01041 0.01349
top-70% 0.01531 0.01137 0.00671 0.00746 0.00902 0.02888  0.00634 0.00801
top-90% 0.01785 0.00314  0.00240 0.00300 0.00334 0.02996  0.00277  0.00271
bottom-10% 0.05317 0.06326  0.04907 0.06730 0.05755 0.03522 0.04271 0.04588
bottom-30% 0.04510 0.03948  0.02626 0.03224 0.03100 0.03522  0.02198 0.02666
bottom-50% 0.04732 0.02840 0.01767 0.02126 0.02047 0.03411 0.01481 0.01831
bottom-70% 0.04693 0.01886 0.01270 0.01551 0.01462 0.03270  0.01086 0.01249
bottom-90% 0.04022 0.01026  0.00808 0.01025 0.00882 0.03109 0.00708 0.0716

Table 4: Pixel-level bias of the attribution map of the ResNet-20 network learned on the CIFAR-10

dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME IG

top-10% 0.07805 0.04692  0.03962 0.04801 0.04702 0.02771 0.03814
top-30% 0.04241 0.02552  0.01522 0.01848 0.02175 0.02769 0.01773
top-50% 0.02678 0.01616  0.00795 0.00943 0.01241 0.02885 0.01075
top-70% 0.01770 0.00762  0.00416 0.00425 0.00643 0.03071  0.00577
top-90% 0.01207 0.00288 0.00283 0.00336 0.00270 0.03264  0.00254
bottom-10% 0.02858 0.06610 0.06449 0.06726 0.06866 0.04067 0.06344
bottom-30% 0.02363 0.04272  0.03437 0.03833 0.03962 0.03987 0.03643
bottom-50% 0.01930 0.03117 0.02296 0.02704 0.02722 0.03835 0.02458
bottom-70% 0.01556 0.02168 0.01726  0.02053 0.01992 0.03605 0.01750
bottom-90% 0.01219 0.01357 0.01275 0.01513 0.01346 0.03409 0.01193

Table 5: Pixel-level bias of the attribution map of the ResNet-32 network learned on the CIFAR-10

dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME 1G

top-10% 0.08386 0.04836 0.04126 0.03984 0.04773 0.02900 0.03972
top-30% 0.05046 0.02600 0.01641 0.01728 0.02247 0.02848 0.01848
top-50% 0.03311 0.01639 0.00874 0.00972 0.01289 0.02950 0.01124
top-70% 0.02176 0.00793  0.00459 0.00565 0.00683 0.03122  0.00617
top-90% 0.01360 0.00268 0.00264 0.00242 0.00260 0.03299  0.00233
bottom-10% 0.02653 0.06535 0.06389 0.07271 0.06787 0.04138 0.06310
bottom-30% 0.02260 0.04217 0.03433 0.03612 0.03917 0.04044 0.03597
bottom-50% 0.01825 0.03064 0.02304 0.02359 0.02686 0.03875 0.02421
bottom-70% 0.01410 0.02135 0.01726 0.01733 0.01963 0.03651 0.01720
bottom-90% 0.01064 0.01331 0.01254 0.01214 0.01307 0.03447 0.01163
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Table 6: Pixel-level bias of the attribution map of the ResNet-44 network learned on the CIFAR-10

dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME IG

top-10% 0.08004 0.04795 0.04155 0.04055 0.04751 0.03048  0.03940
top-30% 0.04945 0.02576  0.01626 0.01698 0.02254 0.03035 0.01848
top-50% 0.03489 0.01609 0.00848 0.00935 0.01307 0.03087 0.01127
top-70% 0.02517 0.00748  0.00433 0.00502 0.00686 0.03189  0.00608
top-90% 0.01774 0.00248 0.00228 0.00230 0.00226 0.03357  0.00206
bottom-10% 0.02186 0.06510 0.06452 0.07143 0.06802 0.04198  0.06398
bottom-30% 0.01812 0.04196 0.03449 0.03663 0.03977 0.04098  0.03673
bottom-50% 0.01488 0.03082 0.02323  0.02448 0.02736 0.03877  0.02481
bottom-70% 0.01325 0.02159 0.01752 0.01811 0.01989 0.03643 0.01761
bottom-90% 0.01343 0.01353 0.01282 0.01293 0.01323 0.03487 0.01191

Table 7: Pixel-level bias of the attribution map of the ResNet-56 network learned on the CIFAR-10

dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME IG

top-10% 0.08231 0.04716  0.04129 0.04780 0.04601 0.02956 0.03902
top-30% 0.04937 0.02537 0.01659 0.01855 0.02089 0.02932  0.01799
top-50% 0.03486 0.01607  0.00900 0.01022 0.01215 0.02970  0.01093
top-70% 0.02584 0.00791  0.00482 0.00569 0.00652 0.03089  0.00611
top-90% 0.01880 0.00212 0.00194 0.00214 0.00234 0.03220  0.00185
bottom-10% 0.02661 0.06625 0.06551 0.06065 0.06727 0.03882  0.06436
bottom-30% 0.02093 0.04164 0.03449 0.03158 0.03779 0.03828  0.03567
bottom-50% 0.01689 0.03001 0.02299 0.02129 0.02574 0.03661 0.02380
bottom-70% 0.01524 0.02086 0.01712 0.01587 0.01868 0.03495 0.01692
bottom-90% 0.01549 0.01300 0.01237 0.01146 0.01267 0.03338 0.01150

Table 8: Pixel-level bias of the attribution map of the ResNet-50 network learned on the Pascal VOC

2012 dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME IG

top-10% 0.06494 0.00766  0.00728  0.00633 0.00738 0.00613  0.00701
top-30% 0.04189 0.00437 0.00345 0.00276 0.00359 0.00374  0.00369
top-50% 0.02715 0.00297  0.00213  0.00170 0.00223 0.00223  0.00241
top-70% 0.01683 0.00173  0.00138 0.00113 0.00144 0.00125 0.00152
top-90% 0.01022 0.00060  0.00060 0.00053 0.00062 0.00104  0.00060
bottom-10% 0.02107 0.00831  0.00824 0.00850 0.00839 0.00853  0.00811
bottom-30% 0.01964 0.00500 0.00417  0.00386 0.00432 0.00591  0.00444
bottom-50% 0.01674 0.00354  0.00269  0.00244 0.00280 0.00432  0.00295
bottom-70% 0.01284 0.00228 0.00189 0.00171 0.00194 0.00311  0.00196
bottom-90% 0.00917 0.00117 0.00112 0.00111 0.00114 0.00191  0.00108
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Table 9: Pixel-level bias of the attribution map of the ResNet-101 network learned on the Pascal VOC

2012 dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME IG

top-10% 0.03996 0.00790  0.00678  0.00610 0.00685 0.00744  0.00622
top-30% 0.03791 0.00438  0.00307  0.00260 0.00318 0.00495  0.00320
top-50% 0.03184 0.00291 0.00185 0.00158 0.00194 0.00339  0.00206
top-70% 0.02514 0.00175 0.00121  0.00104 0.00127 0.00228 0.00131
top-90% 0.01884 0.00067 0.00055 0.00049 0.00056 0.00147  0.00054
bottom-10% 0.00753 0.00861 0.00754 0.00839 0.00767 0.00700 0.00710
bottom-30% 0.00649 0.00496  0.00369 0.00377 0.00381 0.00460 0.00381
bottom-50% 0.00643 0.00343  0.00237 0.00238 0.00245 0.00311  0.00251
bottom-70% 0.00883 0.00225 0.00169 0.00169 0.00173 0.00206  0.00169
bottom-90% 0.01384 0.00117 0.00104 0.00112 0.00105 0.00132  0.00094

Table 10: Pixel-level bias of the attribution map of the AlexNet network learned on the Pascal VOC

2012 dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME LRP 1G

top-10% 0.05403 0.00744  0.00505 0.00646 0.00845 0.00712  0.00453 0.00473
top-30% 0.03467 0.00434  0.00243  0.00296 0.00447 0.00501  0.00197 0.00256
top-50% 0.02459 0.00298 0.00149 0.00182 0.00295 0.00354 0.00119 0.00168
top-70% 0.01711 0.00176  0.00094 0.00120 0.00209 0.00232  0.00080 0.00104
top-90% 0.01115 0.00060 0.00035 0.00058 0.00140 0.00143  0.00043  0.00037
bottom-10% 0.01026 0.00906 0.00638 0.00876 0.00438 0.00703  0.00430 0.00614
bottom-30% 0.00978 0.00534 0.00327  0.00400 0.00215 0.00480  0.00202 0.00336
bottom-50% 0.00803 0.00372 0.00215 0.00253 0.00131 0.00332  0.00129 0.00224
bottom-70% 0.00610 0.00239 0.00151 0.00178 0.00075 0.00221 0.00091 0.00150
bottom-90% 0.00690 0.00124 0.00093 0.00111 0.00030 0.00141  0.00056 0.00084

Table 11: Pixel-level bias of the attribution map of the VGG-16 network learned on the Pascal VOC

2012 dataset.

Method Grad-CAM Grad GI GB DeepSHAP LIME LRP 1G

top-10% 0.02984 0.00764 0.00656 0.00563 0.00768 0.00540 0.00461 0.00625
top-30% 0.01876 0.00405 0.00292 0.00253 0.00310 0.00317 0.00159 0.00304
top-50% 0.01365 0.00267 0.00176 0.00154 0.00187 0.00205 0.00092 0.00195
top-70% 0.00947 0.00162 0.00115 0.00098 0.00132 0.00153 0.00065 0.00124
top-90% 0.00650 0.00061 0.00051 0.00038 0.00089 0.00163 0.00044 0.00051
bottom-10% 0.00767 0.00869 0.00768 0.00865 0.00396 0.00805 0.00288 0.00742
bottom-30% 0.00708 0.00483 0.00372 0.00406 0.00173 0.00588 0.00117 0.00384
bottom-50% 0.00654 0.00330 0.00238 0.00261 0.00106 0.00446 0.00072 0.00251
bottom-70% 0.00540 0.00219 0.00170 0.00185 0.00075 0.00327 0.00054 0.00171
bottom-90% 0.00509 0.00120 0.00107 0.00122 0.00041 0.00241 0.00040 0.00101
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Table 12: Pixel-level bias of the attribution map of the VGG-19 network learned on the Pascal VOC

2012 dataset.

Method Grad-CAM Grad GI GB DeepSHAP  LIME LRP 1G

top-10% 0.02564 0.00761 0.00672  0.00580 0.00802 0.00550 0.00468 0.00633
top-30% 0.01991 0.00403  0.00301 0.00261 0.00337 0.00308 0.00157 0.00311
top-50% 0.01517 0.00263 0.00181 0.00159 0.00205 0.00171  0.00091 0.00197
top-70% 0.01139 0.00161 0.00118 0.00102 0.00143 0.00097  0.00064 0.00126
top-90% 0.00799 0.00062  0.00053 0.00043 0.00096 0.00124  0.00045 0.00052
bottom-10% 0.00932 0.00867 0.00782 0.00871 0.00442 0.00890 0.00236 0.00743
bottom-30% 0.00764 0.00480 0.00378 0.00406 0.00193 0.00621  0.00095 0.00385
bottom-50% 0.00683 0.00326  0.00243  0.00260 0.00120 0.00472  0.00059 0.00252
bottom-70% 0.00630 0.00217 0.00173  0.00184 0.00084 0.00354  0.00046 0.00173
bottom-90% 0.00649 0.00119 0.00109 0.00120 0.00043 0.00245 0.00036 0.00101

L COMPARISON BETWEEN OUR METRIC AND THE EVALUATION BASED ON
DEEPSHAP

In Figure |2|in the paper, we have shown that the attribution map of DeepSHAP can be significantly
different from the relatively accurate Shapley value. In this section, we will provide an experiment to
further show the unreliability of DeepSHAP.

However, since the proposed metric just represents the bias of the entire attribution distribution
over all pixels, instead of measuring the attribution value for a specific pixel, it is not appropriate to
directly compare our metric with DeepSHAP. Therefore, we design another metric, which measured
the average attribution over the top p-% (10%, 30%, 50%, 70%, 90%) attribution estimated by
DeepSHAP. In this way, such a metric was comparable with our metric.

In the experiment, we evaluate the accurate Shapley value, which was computed using NP-hard
computation, by using both our metric and the metric based on DeepSHAP. Since the Shapley value
itself is an unbiased attribution method, if our metric showed a lower bias than the metric based on
DeepSHAP, then we considered our metric was more convincing.

For implementation, we constructed an MLP-5, and trained it using the TV news channel commercial
detection dataset (Vyas et al.,[2014)). Each sample in this dataset only contains 10 input variables,
which made it possible to accurately compute the Shapley value for each input variable.

The evaluation result is given in Table [I3] We found that the bias of our metric was significantly
lower than the bias of the metric based on DeepSHAP. Thus, our metric is more reliable than the
metric based on DeepSHAP.

Table 13: Bias of our metric and the metric based on DeepSHAP when evaluating the accurate
Shapley value.

Metric Sample  Sample  Sample  Sample  Sample
top-10% top-30%  top-50% top-70%  top-90%

Our metric 0.0102 0.0030 0.0024 0.0018 0.0015

Metric based on DeepSHAP | 0.1944 0.0990 0.0774 0.0550 0.0428

M VERIFICATION OF ASSUMPTIONS IN THE FIRST AND THE THIRD
PARAGRAPHS OF PAGE 5.

In Assumption[I|and Lemma[I] we made two assumptions to design the evaluation metric. In this
section, we will conduct experiments to verify these two assumptions. For the convenience of readers,
we will rewrite the two assumptions here. In the first paragraph of page 5, we assume that the
attribution value of each pixel follows a Gaussian distribution, and different pixels share the same
variance. In the third paragraph of page 5, we assume that the approximated Shapley value of each
pixel follows a Gaussian distribution.
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For the assumption in the first paragraph of page 5, we selected attribution values from a region
with 5 x 5 pixels in 100 images. Then, we computed the average value and the variance using
these 5 x 5 x 100 = 2500 attribution values to test whether they follow the Gaussian distribution.
Furthermore, in this experiment, we randomly selected three different regions in these images. We
compared the variance computing using pixels from different regions, to check whether these regions
share a same variance. Specifically, we conducted this experiment using the ResNet-20 trained using
the CIFAR-10 dataset, and we used the GradientxInput to generate attribution values. Table [14]
shows the result. We found that distributions on these three different regions had similar mean
values and similar variances. /.e., the mean value of attribution values from different regions all
approximately equaled to 0, and variance values from different regions all approximately equaled to
0.7 in most cases. Therefore, the assumption in Line 181 was verified.

Table 14: Mean and variance of attribution values generated by Gradientx Input

Region Region 1 Region2 Region 3
Mean -0.0129 0.0086 0.0004
Variance | 0.7243 0.6894 0.7719

For the assumption in the third paragraph of page 5, we followed the above experimental setting, and
used the approximated Shapley value as the attribution value. Table[T5]shows that the approximated
Shapley values from different regions also share similar mean values and similar variances, which
approximately equaled to 0.02 in most cases. Therefore, the assumption was verified.

Table 15: Mean and variance of the approximated Shapley value

Region Region1 Region2 Region 3
Mean 0.0094 0.0092 0.0107
Variance | 0.0019 0.0017 0.0018

N UNTRUSTWORTHINESS OF THE GROUND-TRUTH EXPLANATION
CONSTRUCTED IN (YILUN ET AL., 2022 JASMIIN ET AL., [2021)

In the first three paragraphs of Section[3] we have conducted an experiment to show that the ground-
truth explanation created by (Yang & Kiml [2019}(Camburu et al.}[2019) were not trustworthy. Actually,
several other studies (Yilun et al., 2022} |Jasmijn et al., 2021) also proposed similar evaluation methods
as (Yang & Kim, [2019; |Camburu et al.,2019)). In this section, we will conduct a new experiment to
show that the ground-truth attributions constructed in (Yilun et al.,[2022; Jasmijn et al.| [2021])) are also
untrustworthy. We created a binary-classification task. The DNN was trained to classify whether there
was a specific pattern in the image. Here, we used the Pascal VOC 2012 dataset in this experiment,
used the logo of the Pascal VOC 2012 dataset as the pattern. Specifically, each image in this dataset
was randomly assigned as the positive sample with the probability of 0.5, and we randomly replaced a
region with 56 x 56 pixels with the pattern for each positive sample. Ideally, the DNN was supposed
to only use pixels in the pattern for the classification. We trained an AlexNet using the constructed
dataset, and estimated Shapley value using images with the pattern. We computed the ratio of Shapley
shap
7?27@“"“" |‘js’i13p |‘ . We found that the
4 €image i

ratio was not equal to 1, and the average ratio over all images was 0.8988. Therefore, the model did
not only use pixels in the pattern for the inference. Besides, we also found that Shapley values of
different pixels in the pattern were different with each other, so we should not consider all pixels
in the pattern were used for the inference. This indicated the untrustworthiness of such evaluation
methods. Therefore, the constructed ground-truth in these studies was unreliable.

values in the pattern to Shapley values in the whole image, as
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