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Option 1: gray tank top over a pink sports bra , mustard yellow vest over a white blouse ,
                      red and pink floral dress with a blue tank top underneath , red floral dress over a 
                       red shirt , blue tank top  
 

Option 2: red floral dress over a red shirt ,gray tank top over a pink sports bra ,
                      red and pink floral dress with a blue tank top underneath mustard yellow vest over 
                      a white blouse , blue tank top  
 

Option 3: I don't know.
 Option 4: black yoga pants and purple sports bra , white sundress ,black formal suit , black running 
                      shorts and a white tank top. 
 Option 5: blue tank top , red and pink floral dress with a blue tank top underneath ,
                      red floral dress over a red shirt , gray tank top over a pink sports bra , mustard yellow vest 
                      over a white blouse 

Q :Choose the correct option for the following question:
What is the chronological order of scenes in this episode?

Option 1 : Monica and Rachel's apartment , Madison Square Garden, Duncan's dressing room ,The 
                      street , Ross's apartment, Central Perk , Madison Square Garden , Ross's apartment, 
                      Outside in the hallway
Option 2 : Ross's apartment , The street , Madison Square Garden, Duncan's dressing room , 
                      Monica and Rachel's apartment , Madison Square Garden , Central Perk , Ross’s 
                      apartment, Outside in the hallway
Option 3 : I don't know,
Option 4 : Ross's apartment, Outside in the hallway , Madison Square Garden, Duncan's dressing 
                      room , The street , Central Perk , Madison Square Garden , Ross's apartment , Monica 
                      and Rachel's apartment

Option 5 : Monica and Rachel's apartment , Central Perk , Madison Square Garden , Ross’s 
                      apartment , Madison Square Garden, Duncan's dressing room , Ross's apartment, 
                      Outside in the hallway , The street

Temporal 

events

Linking 
events

VLV - Bench skills

Q: Choose the correct option for the following question:  
Can you track the sequence of Penny's outfit changes in this episode?

Figure 1: The set of skills introduced by VLV-Benchmark includes a total of 9 skills. The figure includes two
question examples for two distinct skills: the left example illustrates the Global Appearance skill, and the right
example illustrates the Scene Transition skill.

Abstract

Understanding long videos, ranging from tens001
of minutes to several hours, presents unique002
challenges in video comprehension. Despite003
the increasing importance of long-form video004
content, existing benchmarks primarily focus005
on shorter clips. To address this gap, we in-006
troduce a comprehensive benchmark for Very007
Long Videos understanding (VLV-Bench),008
which presents 1) The longest video duration,009
averaging 76.34 minutes; 2) The largest num-010
ber of question-answer pairs, 108.2K; 3) Di-011
versity in questions that examine nine different012
skills and include both multiple-choice ques-013
tions and open-ended questions; 4) Human-014
centric, as the video sources come from movies015
and daily TV shows, with specific human-level016
question designs such as Movie Spoiler Ques-017
tions that require critical thinking and compre-018
hensive understanding. Using VLV-Bench, we019
comprehensively evaluate existing Large Multi-020
Modality Models (LMMs) on each skill, includ-021
ing the commercial model Gemini 1.5 Flash022
and the open-source models. The evaluation023
shows significant challenges in our benchmark.024

Our results show that the best AI models such 025
Gemini struggles to perform well with 42.72% 026
average accuracy and 2.71 out of 5 average 027
score. We hope this benchmark will stimu- 028
late the LMMs community towards long video 029
and human-level understanding. Our bench- 030
mark can be accessed at VLV-Bench and will 031
be made publicly available. 032

1 Introduction 033

Recent Large Language Models (LLMs) (Li et al., 034

2023a; Achiam et al., 2023) have shown impressive 035

progress in the Natural Language community. In- 036

spired by the strong abilities of LLMs, Large Multi- 037

Modality Models (LMMs) (Ataallah et al., 2024; 038

Zhu et al., 2023; Zhang et al., 2023; Chen et al., 039

2023; Lin et al., 2023; Liu et al., 2023b; Maaz et al., 040

2023) which equip the LLMs with visual proces- 041

sors have been developed to solve cross-modality 042

tasks such as image understanding and short video 043

understanding. While current large multi-modality 044

models show some progress in video understand- 045

ing, their abilities remain unclear for very long- 046
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#N #N #T Global Type of Q Source of QA AnnotationName Q Videos (mins) Q MCQ Open Video VS VSum Auto Human
MSRVTT-QA (Xu et al., 2017) 72.8 K 2990 0.25 ✗ ✗ ✓ ✓ ✗ ✗ ✓ ✗

TGIF-QA (Jang et al., 2017) 8.5 K 9575 0.05 ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✓Short
MV-Bench (Li et al., 2024) 4.0 K 3641 0.27 ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✗

Activity-QA (Yu et al., 2019) 8.0 K 800 1.85 ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✓

TVQA (Lei et al., 2019) 15.2 K 2179 1.86 ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✓

Egoschema (Mangalam et al., 2023) 5.0 K 5063 3.00 ✓ ✓ ✗ ✓ ✗ ✗ ✓ ✓
Long

Moviechat (Song et al., 2023) 13.0 K 1000 9.40 ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✓

Very Long VLV-bench (Ours) 108.2 K 1219 76.34 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison between VLV-bench and existing video understanding benchmarks. VLV-bench has
the largest QA pairs, the most videos, and the longest average duration. (Note: Global Q stands for whether any
challenging questions are designed to explain the whole video. VS is the video’s script, and VSum is the summary
of the video.)

form video understanding.047

Long-form video understanding (Song et al.,048

2023; Regneri et al., 2013; Rohrbach et al., 2014;049

Awad et al., 2017, 2018, 2020) not only challenges050

these models by increasing the number of images051

but also contains more comprehensive informa-052

tion, making it a boundary-pushing task toward053

human-level intelligence. For example, humans054

can link multiple events at different times and an-055

swer questions requiring a deep understanding of056

events or characters in a long video. Multi-modal057

models can address these questions, requiring long-058

range temporal-spatial reasoning and strong vision-059

language alignment abilities, potentially serving a060

wider range of AI applications.While the necessity061

of a long-video understanding benchmark is evi-062

dent, there is very limited work (Song et al., 2023;063

Mangalam et al., 2023) that attempt to develop such064

benchmarks065

However,these benchmarks is either relatively066

short, up to 10 minutes or lack in diversity such067

as having only some template questions that are068

repeated for the whole dataset. To fill this gap in069

comprehensive long video understanding, we pro-070

pose VLV-Bench, a comprehensive benchmark for071

very long-form video understanding. As shown in072

Tab 1, VLV-Bench is currently the video bench-073

mark that has both the longest length (76.34 min-074

utes) and the largest number of question-answer075

(QA) pairs (108.2K). The video sources are movies076

and daily TV shows, and the questions are designed077

based on multiple sources including video frames,078

video scripts, and video summaries. As shown in079

Figure 1 , the QA pairs consist of nine carefully080

designed types of questions, which mainly focus081

on human-centric aspects, including Summariza-082

tion, Global Appearance, Scene Transitions, Se-083

quence of Actions by Each Character, Temporal084

Questions, Linking Events, Deep Context Under-085

standing, Movie Spoiler Questions, Local Visual086

and contextual Questions. The questions include 087

multiple-choice questions (MCQs) and open-ended 088

questions. We report the accuracy for MCQs and 089

the GPT-4 rating score for open-ended questions. 090

The annotation process is mainly done by an auto- 091

matic pipeline using GPT-4, which includes propos- 092

ing questions and generating answers. To prevent 093

hallucinations and gather sufficient information for 094

generating QA pairs, we collect various sources of 095

information including video frames which are used 096

in the global appearance skill, video transcripts, 097

and video summaries. 098

Based on VLV-Bench, we evaluate the current 099

state-of-the-art MLLMs capable of handling very 100

long videos, including the open-source models 101

Movie-Chat, Llama-Vid, Large World Model, and 102

the only commercial model capable of handling 103

long videos, Gemini 1.5 Flash. 104

We summarize the key experimental findings 105

here: (1) All existing models struggle with VLV- 106

benchmark, showing the unique challenges of our 107

benchmark. (2) Experiments show that Gemini out- 108

performs all open-source models on each skill with 109

a large gap. (3) The most difficult skills are Deep 110

Context Understanding and Movie Spoiler ques- 111

tions, which require both visual and contextual un- 112

derstanding. Especially, Movie Spoiler questions 113

are designed to relate to human understanding, pos- 114

ing specific challenges. 115

By introducing this comprehensive VLV-Bench, 116

we hope to: 117

• Help bridge the gap of lacking a large-scale 118

long-form video understanding benchmark. 119

• Boost the development of current open-source 120

LMMs. 121

• Push LMMs towards human-centric and 122

human-level long video understanding. 123
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2 Related Work124

Existing Video understanding Benchmarks.125

Here we refer to the average time of less than 1126

minute as a short video, 1-10 as a long video, and127

>10 minutes as a very long video. The previous128

short and long videos are listed in Table 1. Our129

benchmark is the only one that includes very long130

videos. Short video benchmarks have been exten-131

sively studied (Jang et al., 2019; Xu et al., 2017;132

Lei et al., 2019). MSRVTT-QA (Xu et al., 2017)133

has a large number of questions, but it does not sup-134

port global questions, and the annotations are au-135

tomatically generated without human verification.136

TGIF-QA (Jang et al., 2017) and MV-Bench (Li137

et al., 2024) are short video benchmarks that sup-138

port global questions, but their scale is limited.139

Activity-QA (Yu et al., 2019), TVQA (Lei et al.,140

2019), do not support global and have only local141

questions. Egoschema (Mangalam et al., 2023) is142

a human-annotated Long-form Video understand-143

ing Benchmark and video length are three-minute-144

long.145

The most relevant dataset to our work is146

MovieChat-1K (Song et al., 2023), a benchmark147

for long video understanding. MovieChat-1K is148

based on videos with an average duration of 9.4149

minutes and includes 1,000 video clips from dif-150

ferent genres, with 14,000 annotations for diverse151

visual narratives and question-answering pairs.152

Our dataset has several advantages over previous153

benchmarks: (1)We support the very long videos;154

(2) Our scale is significantly larger; (3) Ours sup-155

port both MCQ and open-ended evaluations; (4)156

Ours include the script of the video and a summary157

of the video as sources for QA.158

Long Video Models. Google Gemini-Flash 1.5159

model (Gemini) is currently the only available com-160

mercial model capable of processing extremely161

long videos, boasting an unprecedented context162

window of 1 million tokens. This extensive context163

window allows Gemini-Flash 1.5 to effectively han-164

dle both video frames and subtitles simultaneously.165

In contrast to the commercial solutions, LLama-vid166

(Li et al., 2023b) is a recent open-source model that167

comprehends long videos due to its excellent effi-168

ciency in representing each frame using only two169

tokens. The Large World Model (LWM) (Liu et al.,170

2024) is another open-source model capable of pro-171

cessing millions of tokens using the innovative ring172

attention mechanism (Liu et al., 2023a). Conse-173

quently, Moviechat (Song et al., 2023) processes174
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Figure 2: Skills mind-map. An abstract overview of
the skills covered in our benchmark, grouped based on
relevancy.

long videos but without subtitles and operates in 175

two modes: global and breakpoint. The global 176

mode exclusively utilizes long-term memory, and 177

the breakpoint mode additionally incorporates the 178

current short-term memory as part of the video 179

representation. The breakpoint mode allows for 180

understanding the video at a specific moment in 181

time. 182

3 VLV-Benchmark 183

In this section, we first dissect the skills definition, 184

grouped in Figure 2 (Sec 3.1), then the data collec- 185

tion pipeline (Sec 3.2), and finally, the benchmark 186

statistics (Sec 3.3). 187

3.1 Skills 188

To create a robust benchmark for long video under- 189

standing, the questions should encompass local and 190

global events throughout the video. Additionally, 191

the questions should address the video’s visual and 192

contextual content. Based on these considerations, 193

we defined a long video understanding covering 194

nine skills through four critical aspects, as shown 195

in Figure 2. 196

3.1.1 Global Vision Skills 197

Global Appearance. In this skill, we focused on 198

generating questions that require continuous visual 199

understanding, which cannot be answered from 200

short video segments but necessitate watching the 201

entire video. We selected changes in outfits as the 202

basis for these continuous vision questions. To cre- 203
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Action 
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Tailored Prompt
Per Skill

(Question, Answer)

• Blue t-shirt over an orange long sleeve shirt
• Red t-shirt with a lightning bolt over a green long-sleeve shirt
• Striped t-shirt over a dark blue long-sleeve shirt
• Green t-shirt with black prints over a purple long-sleeve shirt
• Purple t-shirt with black patterns over a light blue long-sleeve shirt

Q:  Given these images, describe the change in outfit for this person

Figure 3: Full annotation pipeline for VLV-Bench skill
set. The upper section depicts the global appearance
pipeline, while the lower section illustrates the question
generation using GPT-4. The gates for video summary
and video transcript indicate that some skills utilize only
the summary, others use only the transcript, and some
use both.

ate this type of question, we developed the global204

appearance pipeline, as shown in Figure 3. The205

TVQA+ (Lei et al., 2020) dataset was used, provid-206

ing bounding boxes for each character in one of the207

six TV shows in TVQA (Lei et al., 2019), specifi-208

cally The Big Bang Theory. Images were cropped209

using these bounding boxes, and all images of each210

character in the episode were collected. Manual fil-211

tering was performed to select each character’s best212

and most unique outfits. GPT-4 described the outfit213

for each unique image and generated a sequence214

list of the outfits For evaluation, multiple-choice215

questions were formulated by altering the sequence216

of outfits. For example: “Choose the correct op-217

tion for the following question: In what order does218

Leonard change outfits in this episode?” The cor-219

rect option is (a) a red T-shirt under a beige jacket220

with a green hood, a white t-shirt with a green221

print under a grey jacket and black vest, or a white222

dress shirt with a patterned tie under a brown blazer.223

Other options present the outfits in the incorrect224

order. In special cases where a character’s outfit225

does not change throughout the episode, distrac-226

tor options with incorrect outfits were added as227

alternative choices.228

Scene Transitions. Scene transition skills neces-229

sitate continuous visual comprehension and can-230

not be adequately addressed using short video seg-231

ments; they require viewing the entire video. To232

assess this skill, questions concerning transitions233

between scenes were generated. It was observed234

that the locations of each scene are mentioned in235

the transcript. Utilizing GPT-4 by inputting the 236

transcript of the TV shows as in Figure 3. We 237

extracted these locations and created a list in the 238

correct sequence. Then, for evaluation, we follow a 239

template-based approach to collect multiple-choice 240

questions to assess the correct sequence of these 241

scene transitions. 242

3.1.2 Global contextual questions 243

Deep Context Understanding. For this skill, we 244

aim to test the model’s ability to answer hard and 245

tricky questions requiring a deep understanding of 246

the full video. We utilized GPT-4 to generate chal- 247

lenging and nuanced questions about the video. We 248

did not restrict GPT-4 to a specific skill set, allow- 249

ing the advanced AI model to autonomously gen- 250

erate questions. We provided GPT-4 with compre- 251

hensive information about the video, including the 252

transcript and summary as in Figure 3, enabling it 253

to create complex questions that require a profound 254

understanding of the context and the main topic 255

of the movie or the TV show. These open-ended 256

questions were developed for the Long TVQA we 257

created and MovieNet(Huang et al., 2020) datasets. 258

Movies Spoiler Questions. Spoiler questions are 259

inquiries that reveal critical plot points, twists, or 260

specific details that could potentially spoil the ex- 261

perience for viewers who have not yet seen the 262

movie. These questions are crucial for evaluating 263

long videos because they delve into significant, of- 264

ten pivotal moments in the narrative, requiring a 265

deep and comprehensive understanding of the en- 266

tire storyline. These questions are important for 267

long video evaluation for several reasons: 268

• Comprehensive Understanding: Answering 269

spoiler questions necessitates a thorough com- 270

prehension of the entire video, as they often 271

reference events from various points in the 272

narrative. This ensures that the evaluator has 273

engaged with the content meaningfully and 274

sustainably. 275

• Critical Thinking: These questions require 276

viewers to think critically about the plot and 277

its developments, analyzing character actions 278

and narrative resolutions. 279

• Detail Orientation: Spoiler questions often 280

focus on specific, detailed aspects of the plot, 281

ensuring that the evaluator has paid close at- 282

tention to the video. 283
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Figure 4: Left) Number of questions distribution for each skill set. Right) Number of videos for each skill.

Figure 5: Data statistics. On the left, we report the number of videos and their length in hours from each data source:
TVQA and MovieNet datasets. In the middle, we demonstrate the number of questions. On the right, we show the
histogram of the lengths of the questions and answers.

3.1.3 Global vision and contextual questions284

Sequence of Actions by Each Character. This285

skill involves generating questions about each char-286

acter’s actions, encompassing both contextual and287

visual actions, which can often be identified in the288

transcript where scene actions are described. For289

example, “Rachel serving coffee to her friends in290

Central Park.” To create these questions, we uti-291

lized GPT-4 by inputting both the video summary292

and the transcript as in Figure 3. This approach293

ensures that the questions accurately reflect the se-294

quence of actions depicted in the video. To evaluate295

this skill, we formulated multiple-choice questions296

regarding the correct order of actions performed by297

each character. These questions were generated for298

both the Long TVQA and MovieNet datasets.299

Temporal Questions. This skill assesses the tem-300

poral understanding of long videos by generating301

questions about the correct sequence of events in302

movies or TV series, and these events cover both303

visual and contextual events. We ask questions re-304

garding which event occurred first or the correct305

order of adjacent events. For instance, “Is event A306

before event B?” or “What is the correct sequence307

of these events: event A, event B, or event C?”308

To generate these questions, we utilized GPT-4 by 309

inputting the episode’s transcript as in Figure 3. 310

We used the transcript instead of the summary, as 311

the correct order of events can only be accurately 312

extracted from the detailed transcript. 313

These questions are presented in a multiple- 314

choice format and generated for both the Long 315

TVQA we created and MovieNet (Huang et al., 316

2020) datasets. 317

Linking Events. This skill involves generating a 318

set of questions that link multiple events together, 319

such as events from the beginning of an episode 320

that affect later events, to ensure the questions com- 321

prehensively cover the entire video. Examples of 322

such questions include: 323

• What is the influence of event A on event B? 324

• How does event A lead to event B? 325

• What is the relationship between event A and 326

event B? 327

• What is the impact of event A on event B? 328

We generated these questions by inputting the 329

video summary into GPT-4 and instructing GPT- 330

4 to create this type of question as in Figure 3. 331

These open-ended questions were developed for 332

the Long TVQA we created and MovieNet(Huang 333
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et al., 2020) datasets.334

Summarization. Summarization is a critical skill335

for evaluating long sequence data, such as long text336

understanding in NLP, and is equally crucial for as-337

sessing long video comprehension. Our benchmark338

includes human-generated summaries for movies339

and TV shows sourced from IMDb. These sum-340

maries, created by humans, encapsulate visual and341

contextual events in the videos, making it a strong342

skill for evaluating a long video understanding.343

3.1.4 Local vision and contextual questions344

Local Vision and Text Questions. In this skill, we345

will talk about the importance of local questions346

besides the global questions. Local questions in our347

benchmark are responsible for testing the model’s348

ability to localize the questions in a long video. If349

the model can answer these questions, it can focus350

on the fine-grained details in the video.351

3.2 Data Collection352

We utilized two sources to obtain very long videos:353

Movies and TV shows. For Movies, we employed354

the MovieNet dataset (Huang et al., 2020). How-355

ever, no dataset is available for complete TV shows,356

as TVQA(Lei et al., 2019) provides only short357

clips. To address this limitation, we transformed358

the TVQA dataset from a collection of short clips359

into a long video dataset by gathering and sequenc-360

ing the clips corresponding to each episode, thereby361

reconstructing the full episode frames. We ob-362

tained 924 full-length episodes from six different363

TV shows through this modification. Consequently,364

MovieNet dataset(Huang et al., 2020), it is found365

that only 296 movies had shots aligned with sub-366

titles. Therefore, only these movies are included;367

we excluded the rest from our benchmark. In ad-368

dition, we relied on two extra data sources: video369

summaries and transcripts. For the TVQA dataset370

(Lei et al., 2019), the summaries from IMDB and371

the transcripts were scraped for the 924 episodes.372

For the filtered MovieNet (Huang et al., 2020),373

we obtained transcripts from the MovieNet anno-374

tations. However, since MovieNet (Huang et al.,375

2020) annotations do not include complete movie376

summaries, the missing summaries are scrapped377

from IMDB to obtain comprehensive movie sum-378

maries and transcripts for all filtered movies.379

For spoiler skill, out of 296 movies in the380

MovieNet (Huang et al., 2020) dataset, we identi-381

fied 147 movies with associated spoiler questions382

available on IMDb, totaling 806 questions. These 383

questions were meticulously collected and inte- 384

grated into our benchmark dataset. Consequently, 385

we directly adopted TVQA questions for the lo- 386

cal skills by aggregating questions corresponding 387

to clips from the same episode, ensuring multiple 388

questions per episode. Notably, these questions in 389

TVQA (Lei et al., 2019) exhibit a dual property 390

encompassing visual and contextual dimensions. 391

It’s pertinent to mention that these questions are 392

exclusive to the TVQA dataset and have hitherto re- 393

mained unutilized for long video evaluation solely 394

for analyzing short clips. 395

3.3 Benchmark statistics 396

The VLV-Benchmark is the largest long video 397

question-answering benchmark, containing 108.2K 398

questions covering nine distinct skills. Figure 4 399

(left) illustrates the distribution of the number of 400

questions for each skill. Additionally, our bench- 401

mark includes the largest collection of long videos, 402

with a total of 1,219 videos, as detailed in Table 403

1. Figure 4 (right) depicts the distribution of these 404

videos across the different skills. Figure 5, on the 405

left, shows the detailed distribution of the number 406

of questions for each skill in our benchmark. On 407

the right, we discuss the number of videos that 408

have been used for each skill. For more benchmark 409

statistics details see A.3 in the supplementary. 410

4 Experiments 411

4.1 Evaluation Metrics 412

We employed distinct evaluation metrics appropri- 413

ate for the two questions types: open-ended and 414

multiple-choice (MCQs). For MCQs, accuracy was 415

the chosen metric, while for open-ended questions, 416

we utilized a scoring system based on GPT-4, rang- 417

ing from 0 to 5. For MCQ, GPT-4 is used to match 418

the predicted answer with one of the options or 419

to match with the “I don’t know option”, that in- 420

dicates there is no match. See Sec. A for more 421

details. For open-ended questions, GPT-4 evalu- 422

ated the LLMs’ predictions based on multiple crite- 423

ria: correctness, meaningfulness, proximity to the 424

expected answer, presence of hallucinations, and 425

completeness. Based on these criteria, GPT-4 gen- 426

erates a score ranging from 0 to 5, reflecting the 427

overall quality of the response. 428
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(a) Global Appearance
Rank Model Acc

1 Gemini-Flash 1.5 33.31
2 LLama-vid 9.47
3 Large world Model (LWM) 7.35
4 Moviechat 6.59

(b) Scene transition
Rank Model Acc

1 Gemini-Flash 1.5 29.48
2 Moviechat 6.41
3 Large world Model (LWM) 5.54
4 LLama-vid 3.6

(c) Sequence of character actions
Rank Model Acc

1 Gemini-Flash 1.5 35.48
2 LLama-vid 6.52
3 Large world Model (LWM) 6.41
4 Moviechat 4.51

(d) Temporal order of events
Rank Model Acc

1 Gemini-Flash 1.5 54.92
2 LLama-vid 40.52
3 Large world Model (LWM) 38.44
4 Moviechat 36.99

(e) Local visual+context questions
Rank Model Acc

1 Gemini-Flash 1.5 60.41
2 LLama-vid 25.65
3 Large world Model (LWM) 21.92
4 Moviechat 17.76

(f) Summarization
Rank Model GPT4-score(0-5)

1 Gemini-Flash 1.5 2.85
2 LLama-vid 1.19
3 Moviechat 0.14
4 Large world Model (LWM) 0.03

(g) Deep context understanding
Rank Model GPT4-score(0-5)

1 Gemini-Flash 1.5 2.70
2 LLama-vid 2.02
3 Large world Model (LWM) 0.88
4 Moviechat 0.55

(h) Movies Spoiler questions
Rank Model GPT4-score(0-5)

1 Gemini-Flash 1.5 1.93
2 LLama-vid 1.32
3 Large world Model (LWM) 0.55
4 Moviechat 0.34

(i) Linking Multiple events
Rank Model GPT4-score(0-5)

1 Gemini-Flash 1.5 3.34
2 LLama-vid 2.36
3 Large world Model (LWM) 1.2
4 Moviechat 0.85

(j) Average results over the Nine skills
Rank Model AVG Accuracy (%) AVG Score (0-5)

1 Gemini-Flash 1.5 42.72 2.71
2 LLama-vid 17.15 1.72
3 Large World Model (LWM) 15.93 0.67
4 MovieChat 14.45 0.47

Table 2: VLV-Benchmark Leaderboard over the Nine Skills. Also, the statics of options in MCQ and random
accuracy are provided in Supplementary Table 5

Rank Model Name Global visual questions Global contextual questions Global vision and context Local vision and context

AVG-accuracy AVG-score AVG-accuracy AVG-score AVG-accuracy

1 Gemini-Flash 1.5 31.395 2.315 45.2 3.095 60.41
2 LLama-vid 6.535 1.67 23.52 1.775 25.65
3 Large World Model(LWM) 6.445 0.715 22.425 0.615 21.92
4 MovieChat 6.5 0.445 20.75 0.495 17.76

Table 3: Average results for the high level 4 skills: Global appearance and scene transitions are Global visual
questions. Movie spoiler questions and deep context understanding are global contextual questions. Linking multiple
events, Character actions, summarization, and temporal order of events are Global visual and contextual questions
together. Local vision and context skills contain local vision and contextual questions.

4.2 Detailed Models Setting429

There are a limited number of accessible models,430

both commercial and open-source, that are capable431

of handling very long video understanding. In our432

evaluation, we assessed one commercial model and433

three open-source models.434

Gemini-Flash 1.5. The Gemini-Flash 1.5 model,435

developed by Google (Gemini), is currently the436

only commercial model capable of processing ex-437

tremely long videos, boasting an unprecedented438

context window of 1 million tokens. This exten-439

sive context window allows Gemini-Flash 1.5 to440

effectively handle both video frames and subtitles441

simultaneously.442

LLama-vid. The LLama-vid model (Li et al.,443

2023b) accepts both video frames and subtitles.444

For our evaluation of the movies, we utilized our445

dataset with one frame per second, accompanied446

by aligned subtitle shots. The model was evaluated 447

using the default settings without any modifications 448

to the inference parameters. 449

Large World Model (LWM). LWM is efficiently 450

optimized for execution on Google TPUs, and have 451

another version for GPUs.Our evaluation is done 452

by using (NVIDIA A100), which allows for the 453

processing of a maximum of 8 frames per video. 454

While this setup does not represent the optimal con- 455

figuration for LWM, it was the most feasible set- 456

ting.LWM can accept only the video frames with- 457

out the subtitles. 458

Moviechat. The Moviechat model (Song et al., 459

2023) processes video frames without subtitles and 460

operates in global and breakpoint modes. Our eval- 461

uation focused on the global mode, utilizing the 462

default inference settings without any modifica- 463

tions. 464
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4.3 Results465

In this section, we first evaluate the existing SOTA466

open-source long-video understanding models and467

the state-of-the-art commercial model, Gemini,468

which is the only commercial model currently ca-469

pable of handling very long videos. The overall470

performance averaged across all 9 skills, and Spe-471

cific skill performance is detailed in Table 2, and472

the average results on four types of questions are473

illustrated in Table 3, investigating how visual and474

contextual information affects long video under-475

standing.476

Overall performance. The overall performance477

of different models on the VLV-bench is shown in478

Table 2 (j). Three findings can be observed: (1) All479

models’ performance is relatively lower compared480

to other benchmarks (e.g., Movie-chat benchmark),481

highlighting the unique challenges of our bench-482

mark, such as longer duration. (2) Gemini-Flash483

1.5 achieves the best performance on both multiple-484

choice and open-ended questions, with 47.72 ac-485

curacy (0-100) and 2.70 GPT4-score (0-5). There486

is also a large performance gap between Gemini487

and other open-source models. (3) For open-source488

models, LLama-vid achieves the best result. with489

17.15 accuracy and 1.7 GPT4-score. One reason490

may be that LLama-vid is pre-trained with longer491

duration QA-pairs, which helps handle longer se-492

quences.493

Performance on specific skills. Table 2 (a)-(i)494

shows the performance of SOTA long video495

understanding models on each skill. The perfor-496

mance varies significantly among different skills,497

highlighting the unique challenges introduced by498

each one. Obeservation of the results: (1) scene499

transition is the most difficult MCQ question type,500

with Gemini achieving only 29.48% accuracy. The501

potential reason for the low performance is that502

this question requires global reasoning across the503

entire hour-long video instead of one clip. (2) all504

models struggle with Movie Spoiler questions505

in open-ended questions. The difficulty lies in506

the need for deeper understanding and reasoning507

to get the correct answer. Since Movie Spoiler508

questions are meaningful for human-centric video509

understanding, current model capabilities need510

improvement. (3) All open-source models’ results511

on MCQ are below random choice, except for512

the Local visual+context questions. This shows513

that the main challenge for existing models is514

long-sequence global reasoning.515

516

Performance on Four Types of Questions. As 517

introduced in Section 3.1, in the VLV-benchmark, 518

questions for each skill can be identified as one of 519

four high-level types: Global visual, Global con- 520

textual, Global vision + text, and Local vision + 521

context. The results for each type of question are 522

provided in Table 3. Only two models, Gemini 523

Flash 1.5 and LLama-VID accept both video and 524

video subtitles among these SOTA models. The ta- 525

ble clearly shows that LLama-VID outperforms the 526

other two open-source models for questions requir- 527

ing context understanding. The main reason for the 528

poor performance of LWM and MovieChat is that 529

these two models make predictions from video only, 530

missing important text information. This highlights 531

the importance of long video understanding mod- 532

els handling both modalities. Additionally, global 533

contextual questions are challenging for all models, 534

requiring complex reasoning. 535

5 Conclusion 536

We introduced VLV-Bench, a comprehensive 537

benchmark for very long-form video understand- 538

ing, featuring the longest average video duration 539

(76.34 minutes) and the largest number of question- 540

answer pairs (108.2K). Our diverse and human- 541

centric questions evaluate nine distinct skills, pos- 542

ing significant challenges to current Large Multi- 543

Modality Models (LMMs). 544

Evaluations reveal that all existing models, in- 545

cluding the commercial Gemini 1.5 Flash and vari- 546

ous open-source models, struggle with VLV-Bench, 547

particularly in tasks requiring deep context under- 548

standing and critical thinking. Despite these chal- 549

lenges, Gemini 1.5 Flash outperforms open-source 550

models across all skills. VLV-Bench aims to bridge 551

the gap in long-form video understanding bench- 552

marks, promoting the development of LMMs to- 553

ward achieving human-level comprehension and 554

reasoning. 555
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6 Limitations556

This section outlines the limitations of our work:557

Restricted Video Sources: The video sources uti-558

lized in this study are limited exclusively to movies559

and television shows. Consequently, the bench-560

mark lacks a broader spectrum of general videos561

encompassing various aspects of human life or the562

diverse field of wildlife. Dependency on Tran-563

scripts: The generation pipeline of questions and564

answers employed in this benchmark is inherently565

dependent on the availability of transcripts. This566

reliance confines its applicability to movies and567

television shows where such transcripts are readily568

available. For more general videos, the absence of569

transcripts poses a significant challenge, thereby570

limiting the pipeline’s utility in those contexts. We571

hope to overcome these limitations in the future572

work.573
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A Evaluation Details706

A.1 Evaluation metric details707

For MCQs, large language models (LLMs) do not708

consistently provide direct responses. The output709

may vary, sometimes giving the option number,710

other times the option sentence, or occasionally711

providing additional clarifications for the selected712

option. For example, an LLM might produce a713

response such as: "I think option 1 is close, but my714

final answer will be option 2." Additionally, some715

responses may include hallucinations not found716

in the given options. To address this variability,717

we implemented a standardized evaluation method718

using GPT-4 to match the LLM’s prediction with719

one of the provided options. Specifically, we in-720

put the set of options and the LLM’s prediction721

into GPT-4, which then attempts to match the pre-722

dicted answer with one of the given options. If no723

matching option is found or if the response includes724

hallucinations, GPT-4 matches the prediction with725

an "I don’t know" option. Using the prediction726

option number and the ground truth option number,727

we then calculate the accuracy. For open-ended728

questions, GPT-4 assessed the LLMs’ predictions729

based on several criteria: correctness, meaningful-730

ness, alignment with the expected answer, presence731

of hallucinations, and completeness. Using these732

criteria, GPT-4 assigned a score from 0 to 5 to733

indicate the overall quality of each response.734

A.2 Evaluation prompts details735

In this section we will discuss the details for the736

prompts that have been used for evaluation for both737

the open ended questions and multiple choices. Fig-738

ure. 6 show the detailed prompt used for the results739

matching.Figure 7 show the detailed prompt for the740

GPT-4 scores.741

A.3 Extra statistics742

Table. 4 shows the video durations for our various743

video sources, such as (Lei et al., 2019) and (Huang744

et al., 2020). The VLV-Benchmark includes some745

videos with a maximum duration of 201 minutes746

(3.35 hours).747

Table. 5 provides details about the number of748

options for each multiple-choice question (MCQ)749

skill, including Global Appearance, Scene Transi-750

tions, Sequence of Character Actions, Temporal751

Order of Events, and Local Vision and Context752

Questions. The table also reports the weighted753

random accuracy for each skill.754

video source Minimum (min) Maximum (min) Average (min)

TVQA (Lei et al., 2019) 17.81 53.32 30.11
MovieNet (Huang et al., 2020) 81.04 201.82 122.57

Table 4: VLV-Benchmark videos duration analysis

Skill Name Number of options Weighted

2 5 6 7 Random accuracy

Global Appearance 0 9 1447 0 0.17
Scene transitions 0 0 920 0 0.17
Character actions 0 0 5829 1665 0.16
temporal order of events 24056 0 8208 0 0.42
Local vision + text questions 0 15246 0 0 0.2

Table 5: Detailed calculations for the random accuracy
for the whole MCQ skills

B Extra Benchmark Examples 755

Here in this sections, we are showing more exam- 756

ples of our benchmark skills such as the temporal 757

order of events in Fig. 8, linking multiple events in 758

Figure.9, deep context understanding in Figure. 10 759

, local questions in Figure.11 , and summarization 760

in Figure. 12. 761

C Benchmark Generation Details 762

This section elaborates on the specific prompts em- 763

ployed to generate questions for each skill category. 764

The prompts, utilized within the GPT-4 framework, 765

are depicted in Figures 13, 15, 14, 16,17.These fig- 766

ures provide the exact phrasing and structure used 767

for question generation, ensuring reproducibility 768

and clarity in the benchmarking creation process. 769

770

MCQ matching prompt:
System prompt:
You are an intelligent chatbot designed to evaluate the correctness of generative 
outputs for multiple-choice questions (MCQs). 
Your task is to match the predicted answer with one of the provided options, which 
include an 'I don't know' option. If there is no match between the predicted answer 
and the options, choose the option that says, 'I don't know'. Here's how you can 
accomplish the task:
------
## INSTRUCTIONS:
- Focus on finding a meaningful match between the predicted answer and the correct 
option.
- Consider synonyms or paraphrases as valid matches.
- Choose an option only if you believe there is sufficient evidence to directly derive the 
answer from the predicted information or indirectly with minimal reasoning. If there 
isn't enough evidence to support any option, simply select the option with 'I don't 
know.' 
- Provide only the integer that represents the option number for your evaluation 
decision.
- Evaluate as a human would, considering context and meaning, not just exact words.
- Provide your answer in the form of a Python dictionary string with the key 'decision', 
such as {'decision': 3}.
User prompt:
Please evaluate the following question-answer pair:
Options: {options}
Predicted Answer: {pred}
Provide your evaluation as a decision with the matched option number.
Generate the response in the form of a Python dictionary string with the key 'decision'.
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only provide the 
Python dictionary string. 
For example, your response should look like this: {'decision': 1}.
Do not include any other information in your response such as ```python```. 

Figure 6: Detailed prompt for MCQ evalaution
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Scoring evaluation prompt:
System prompt:
You are an intelligent chatbot designed to evaluate the correctness of generative outputs for question-answer pairs. 
Your task is to compare the predicted answer with the correct answer and determine if they match meaningfully. Here's how you can accomplish the task:
------
## INSTRUCTIONS:
- Focus on the meaningful match between the predicted answer and the correct answer.
- Consider synonyms or paraphrases as valid matches.
- Evaluate the correctness of the prediction compared to the answer.
- Provide a score between 0 and 5, where 5 indicates the highest meaningful match.
- Penalize the score if the predicted answer contains hallucinations or is missing key parts of the correct answer.
- Assign your score based on how far the predicted answer is from the correct answer.
- Evaluate as a human would, not as a machine.
- Provide your score in the form of a Python dictionary string with the key 'score', such as {'score': 3.7}.
User prompt:
Please evaluate the following video-based question-answer pair:
Question: {question}
Correct Answer: {answer}
Predicted Answer: {pred}
Provide your evaluation only as a score where the score is an integer value between 0 and 5, with 5 indicating the highest meaningful match. 
Generate the response in the form of a Python dictionary string with the key 'score'.
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only provide the Python dictionary string. 
For example, your response should look like this: {'score': 4}.
Do not include any other information in your response such as ```python ```. 

Figure 7: Detailed prompt for Scoring system evaluation

00:00 22:46
Time

Option 1: [Phoebe gives Steve a painful massage as payback ,Chandler reluctantly agrees to return to his old job after negotiation,
                    Monica gets disappointed by the lost job opportunity ,Monica's audition dinner is ruined by Steve being stoned],
Option 2: [Monica's audition dinner is ruined by Steve being stoned ,Chandler reluctantly agrees to return to his old job after negotiation,
                    Phoebe gives Steve a painful massage as payback ,Monica gets disappointed by the lost job opportunity],
Option 3: I don't know,
Option 4: [Monica gets disappointed by the lost job opportunity ,Chandler reluctantly agrees to return to his old job after negotiation,
                    Phoebe gives Steve a painful massage as payback ,Monica's audition dinner is ruined by Steve being stoned],

Option 5: [Chandler reluctantly agrees to return to his old job after negotiation ,Monica's audition dinner is ruined by Steve being stoned,
                    Monica gets disappointed by the lost job opportunity ,Phoebe gives Steve a painful massage as payback]

Q: Choose the correct option for the following question:  Looking at these events : [Chandler reluctantly agrees to 
return to his old job after negotiation, Monica gets disappointed by the lost job opportunity, Phoebe gives Steve a 
painful massage as payback, Monica’s audition dinner is ruined by Steve being stoned], how do they unfold in the 
episode?

Temporal questions:

Figure 8: Example for the temporal order of events skill

Monica's dinner for Steve fails due to his stoned condition and disruptive behavior. Phoebe, out of frustration with Steve's behavior and the 
ruined dinner, takes out her anger on him during his next massage appointment by giving him a painful massage.

00:00

Q: What is the connection between Monica's failed dinner and Phoebe's reaction during 
Steve's next massage appointment?

Linking multiple events :

22.47
Time

Figure 9: Example for the linking multiple events skill
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Celia screams and is unable to handle Marcel pulling at her hair until Ross lifts Marcel away.

00:00

Q: What does Celia do when Marcel Ross's monkey starts interacting with her during the date?

Deep context understanding:

22:46
Time

Figure 10: Example for the deep context understanding skill

Option 1:  A piece of pie 
 Option 2:  Popcorn
 Option 3:  A donut
 

Option 4:  A bread roll
Option 5:  A slice of pizza

00:00

Q: Choose the correct option for the following question:
What is Joey eating when Chandler is on the phone with the guy from his old job?

Local questions

22.47
Time

Figure 11: Example for the local questions
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Q: Please summarize the video with as much detail as possible.

Summarization

00:00 22.47
Time

Monica cooks a gourmet meal for Steve (Jon Lovitz), a restaurateur looking for a new head chef. Steve is a massage client for 
Phoebe, and she makes the introduction between Monica and him. The job is perfect as Steve wants something eclectic and 
needs someone who can create the entire menu. As an audition, Monica is cooking dinner for him the coming week. She wants 
Phoebe to be there. Monica hires a professional waitress Wendy (for $10/hr.), which offends Rachel (Monica says that she needed 
a professional waitress).Wendy bails on Monica at the last minute. Monica begs Rachel and even says that she gave her shelter 
when she had nowhere else to go.. Eventually she offers Rachel $20/hr. He arrives stoned and wants to eat everything in sight, 
including taco shells and gummy bears. Phoebe tells Rachel who tries to handle the situation by offering Steve some wine. 
Eventually Monica realizes that Steve is super stoned. She tries to yank the gummy bears from Steve, and they end up falling in the 
punch bowl.. Dinner is a total disaster, and the gang tells her that she doesn't want to work for a guy like that. After working as a 
data processor for five years, Chandler gets promoted to supervisor. Chandler quits, claiming he only intended for his job to be 
temporary (and Chandler already has been there for over 5 yrs.). Chandler goes to meet a career counselor. After 8 hrs. of 
aptitude, personality and intelligence tests he learns that he is fit for a career in data processing, for a large multinational 
corporation. he is disappointed as he always pictured himself doing something cool. When his boss calls and offers more money 
(& more bonus.. Chandler resists, but the boss keeps throwing more and more numbers), Chandler caves and goes back to work. 
Chandler gets the corner office, and he shows it off to Phoebe. He has a view and an assistant. But Chandler has more 
responsibility now and starts spending more time & late nights at work and yelling at his juniors. He doesn't like it. Ross has a date 
with a beautiful colleague named Celia (Melora Hardin) (curator of insects at the museum) and gives new meaning to the term 
'spanking the monkey' when she meets Marcel. The date goes bad when Marcel hands on Celia's hair and pulls it. Eventually Ross 
takes Celia to bed, and she wants him to talk dirty and he says 'Vulva’. Ross turns to Joey for advice as Celia wants him to talk dirty 
as foreplay. Joey gets Ross to practice on him.. When Ross talks smack, Chandler overhears and amuses himself at their expense. 
Ross does well at the next date and talks very dirty (with theme, plot, motif and story-lines. at one point there were villagers), but 
eventually they get tired and cuddle. Phoebe takes out her anger at Steve at his next massage appointment by treating him to a 
bad massage (she elbows him on his back and pinches his skin so that it hurts).

Figure 12: Example for the summarization skill

Linking multiple events:
System prompt :
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
Your task is to generate question-answer pairs specifically related to linking multiple events in the video content. 
You will first play the role of a human who asks questions that link multiple events together in the video, and then play the role of an AI assistant that provides information based on the 
video content.
##TASK: 
Users will provide information about the video, and you will generate a conversation-like question-and-answer pairs specifically focusing on linking multiple events together in the video to 
make the questions comprehensive across the video. 
Generate TWENTY descriptive and conversational-style questions and their detailed answers based on the given information, specifically related to linking multiple events together in the 
video. 
##INSTRUCTIONS:
- The questions must be conversational, as if a human is asking them, and should directly relate to linking multiple events together in the video. 
- The answers must be detailed, descriptive, and should directly reference the information provided.
- The number of events to link together can vary from 2 to any number of events. 
Please generate the response in the form of a list of Python dictionaries as strings with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-and-
answer text respectively. 
For example, your response should look like this: [{\Q\: \Your question here...\, \A\: \Your answer here...\},{\Q\: \Your question here...\, \A\: \Your answer here...\}].
Make sure to avoid to put double quotes inside string with double quotes, use single quotes instead. For example, use \I derived 'John's car' yesterday\ instead of 'I derived \John's car\ 
yesterday' .
please only output the required format, do not include any additional information.
Remember well the output format of ONLY a PYTHON LIST as output and DON'T output the python shell because I will use python ast library to parse your output list.
## Few shot examples about the questions:
- What is the influence of event A on event B?
- How does event A lead to event B?
- What is the relationship between event A and event B?
- What is the impact of event A on event B?
- What is the connection between event A, event B, and event C?
User prompt:
The user input is {summary}. 
Please generate the response in the form of a PYTHON LIST OF DICTIONARIES as strings with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-
and-answer text respectively. 
For example, your response should look like this: [{'Q': 'Your question here...', 'A': 'Your answer here...'},{'Q': 'Your question here...', 'A': 'Your answer here...'}].
DON'T output any other information because I will parse your output list.

Figure 13: Detailed prompt for Linking multiple events questions generation
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Character actions:
System prompt :
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
Your task is to generate a question-answer pairs specifically related to each character actions through the whole video content. 
Your task is to first play the role of a human who asks questions about each character actions through the whole video content. and then play the role of an AI assistant that provides 
information based on the video content.
------
##TASK: 
Users will provide information about a video, and you will generate a conversation-like question and answers pair specifically focusing on each character actions through the whole 
video content. 
Generate one question for each character that summarize all the actions did through the whole video content.
------
##INSTRUCTIONS:
- The questions must be like a human conversation and directly related to each character actions through the whole video content. 
- The answer must be detailed and descriptive that summarize all actions for each character in the video and should directly reference the information provided.
- Focus on both the visual and textual actions but focus more on the vision actions as these questions are designed for video understanding.
##SAMPLE QUESTIONS:
- {'Q1': 'What did ross do through this video?',  'A': 'At the beginning of the episode he drank coffee in central park , then went to his apartment then ate some pizza.'}
- {'Q1': 'Summarize all actions that chandler did in this video.', 'A': 'At the beginning of the episode he read a magazine then went to his work by taxi , and finally he went to Monica's 
apartment to set with his friends.'}
User prompt:
This is the episode summary: {caption}. \n
This is the episode script: {script}. \n
Please generate the response in the form of list of Python dictionaries string with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-and-
answer text, respectively. 
For the answer, please make it as a python list of actions in chronological order
For example, your response should look like this: [{'Q': 'Your question here...', 'A': ['Action 1','Action 2',...]},{'Q': 'Your question here', 'A': '['Action 1','Action 2',...]'}]. 
Please be very accurate and detailed in your response. Thank you!

Figure 14: Detailed prompt for sequence of character actions questions generation

Temporal order of events:
System prompt:
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
##TASK: 
Users will provide an episode Screenplay Script. Your task is to extract the events from this Screenplay Script. Ensure that the events are listed in chronological order
First read the Screenplay Script and think carefully to extract the all events.
------
##Few shot samples
Episode Screenplay Script: {user Screenplay Script}
Extract the events from this episode Screenplay Script:
The response should be in the format: ['Event A', 'Event B', 'Event C', 'Event D',...], ensuring that the event B is after event A and before Event C. 
Remember well the output format of ONLY a PYTHON LIST of events and DON'T output the python shell because I will use python ast library to parse your output list.
User prompt:
Episode Screenplay Script: {script}
Extract the events from the Screenplay Script in a list
please provide the response in the format of PYTHON LIST of DON'T output any other information because I will parse your output list.
DON’T output any ’ or ' in your response but use /u2019 for ’ and /u2019s for ’s and /u2019t for ’t and s/u2019 for s' or s’ 

Figure 15: Detailed prompt for Temporal order of events questions generation

Scene transitions:
System prompt:
##TASK: 
Users will provide an episode Screenplay Script. Your task is to extract scene transitions in from this script.
First read the Screenplay Script and think carefully to extract the transitions.
------
##Few shot samples
Episode Screenplay Script: {user Screenplay Script}
Extract the scene transitions from this episode Screenplay Script:
please provide the response in the format of PYTHON LIST of scene transitions like this example : ['scene A name', 'scene B name', 'scene C name',...], ensuring that the scene changed 
from A to B then C and so on. 
Remember well the output format of ONLY a PYTHON LIST of events and DON'T output the python shell because I will use python ast library to parse your output list.
Scene names should be places name or location names where the scene is taking place such as home , cafe , bar , car and so on.
User prompt:
Episode Screenplay Script: {script}
Extract the scene transitions from this Screenplay Script in a list
please provide the response in the format of PYTHON LIST of scene transitions like this example : ['scene A name', 'scene B name', 'scene C name',...], ensuring that the scene changed 
from A to B then C and so on. 
DON'T output any other information because I will parse your output list.

Figure 16: Detailed prompt for scene transitions questions generation
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Deep context understanding:
System prompt:
You play two roles: a human asking questions related to a video and an intelligent chatbot designed to help people find information from a given video. 
##TASK: 
Your task is to first play the role of a human who asks questions related to deep context understanding in the video and then play the role of an AI assistant that provides information 
based on the video content.
Users will provide human video summary and the video script,and you will generate a conversation-like question and answers pair specifically focusing on measuring the viewer's 
context understanding. 
##INSTRUCTIONS:
- The questions must be conversational, as if a human is asking them, and should directly relate to deep context understanding for the video content. 
- The answers must be detailed, descriptive, and should directly reference the information provided.
- The number of questions should be up to 20 questions and answers.
- The questions should be tricky and hard to answer to measure the viewer's context understanding.
- The answers must be detailed, descriptive, and should directly reference the information provided.
- It will be good if most of the questions are related to the visual content of the video.
-Again, the questions should be very tricky and hard to answer to measure the viewer's context understanding. 
Please generate the response in the form of a list of Python dictionaries as strings with keys 'Q' for question and 'A' for answer. Each corresponding value should be the question-
and-answer text respectively. 
For example, your response should look like this: [{'Q': 'Your question here...', 'A': 'Your answer here...'},{'Q': 'Your question here...', 'A': 'Your answer here...'}].
please only output the required format, do not include any additional information.
If you want to type 's or 't and so on, please use \u2019s for 's and \u2019t for 't and so on.
Test your output by using the python ast library to parse your output list.
Remember well the output format of ONLY a PYTHON LIST as output
User prompt:
video summary: {caption}. 
video transcript: {script}. 
Please generate up to 20 questions and their answers in the form of list of Python dictionaries string with keys 'Q' for question and 'A' for answer. Each corresponding value should be 
the question-and-answer text respectively. 
For example, your response should look like this: [{'Q': 'Your question here...', 'A': 'Your answer here...'},{'Q': 'Your question here...', 'A': 'Your answer here...'}]. 
 

Figure 17: Detailed prompt for deep context understanding questions generation
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