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Abstract

In federated learning, it is common to assume that clients are always available to
participate in training, which may not be feasible with user devices in practice.
Recent works analyze federated learning under more realistic participation patterns,
such as cyclic client availability or arbitrary participation. However, all such works
either require strong assumptions (e.g., all clients participate almost surely within
a bounded window), do not achieve linear speedup and reduced communication
rounds, or are not applicable in the general non-convex setting. In this work, we
focus on nonconvex optimization and consider participation patterns in which
the chance of participation over a fixed window of rounds is equal among all
clients, which includes cyclic client availability as a special case. Under this
setting, we propose a new algorithm, named Amplified SCAFFOLD, and prove
that it achieves linear speedup, reduced communication, and resilience to data
heterogeneity simultaneously. In particular, for cyclic participation, our algorithm
is proved to enjoy O(ϵ−2) communication rounds to find an ϵ-stationary point in
the non-convex stochastic setting. In contrast, the prior work under the same setting
requires O(κ2ϵ−4) communication rounds, where κ denotes the data heterogeneity.
Therefore, our algorithm significantly reduces communication rounds due to better
dependency in terms of ϵ and κ. Our analysis relies on a fine-grained treatment
of the nested dependence between client participation and errors in the control
variates, which results in tighter guarantees than previous work. We also provide
experimental results with (1) synthetic data and (2) real-world data with a large
number of clients (N = 250), demonstrating the effectiveness of our algorithm
under periodic client participation.

1 Introduction

Federated learning (FL) [27, 21, 16, 53] is a distributed learning paradigm that emphasizes client
privacy [28, 41, 29], limited communication [19, 25], and data heterogeneity across clients [17, 55].
FL has attracted attention in recent years due to the ability to leverage data and compute from user
devices while respecting privacy [49, 9]. For large-scale FL, it is common to limit the number of
simultaneously participating devices, and many works do so by assuming that a random subset of
clients can be sampled independently at each round [27, 3, 50, 22, 38]. However, this pattern of client
participation is not always practical. If clients are user devices like mobile phones, they may not
have 24/7 availability due to low battery or bad internet connection [15, 31]. In particular, if client
availability is correlated with geographical location (e.g. mobile phones charging at night), then
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Table 1: Communication and computation complexity of various methods to find an ϵ-stationary point
for L-smooth, non-convex objectives. N : number of clients, κ: data heterogeneity supx ∥∇fi(x)−
∇f(x)∥ ≤ κ. S: number of participating clients per round, K̄: number of groups for cyclic
participation. See Section 3.2 for a description of each participation pattern. We say that an algorithm
exhibits reduced communication if its dependence in terms of ϵ is strictly smaller than O(ϵ−4).
Derivation of complexities for Amplified FedAvg can be found in Appendix C.

Setting Communication
Complexity (R)

Iteration
Complexity (RI)

Reduced
Communication

Unaffected by
Heterogeneity

i.i.d. Participation (S)
FedAvg [17] ∆κ2

Sϵ4

(
1− S

N

)
+

√
Lκ
ϵ3

∆Lσ2

Sϵ4 ✗ ✗

SCAFFOLD [17] ∆L
ϵ2

(
N
S

)2/3 ∆Lσ2

Sϵ4 ✓ ✓

Amplified FedAvg [39] ∆LNκ2

Sϵ4

(
1− S

N

)
+ ∆L+κ2

ϵ2
∆Lσ2

Sϵ4 ✗ ✗

Amplified SCAFFOLD (ours) ∆L
ϵ2

N
S

∆Lσ2

Sϵ4 ✓ ✓

Regularized Participation (P, ρ)
Amplified FedAvg [39] ∆LP+κ2+σ2

ϵ2
∆Lρ2σ2

ϵ4 ✓ ✗

Amplified SCAFFOLD (ours) ∆LP
ϵ2

∆Lρ2σ2

ϵ4 ✓ ✓

Cyclic Participation (K̄, S)
Amplified FedAvg [39] ∆LNκ2

Sϵ4

(
1− SK̄

N

)
+ ∆LK̄+κ2

ϵ2
∆Lσ2

Sϵ4 ✗ ✗

Amplified SCAFFOLD (ours) ∆LK̄
ϵ2

N
S

∆Lσ2

Sϵ4 ✓ ✓

client availability follows a cyclic pattern [54]. Therefore, it remains an important open question to
design federated optimization algorithms with provable efficiency under non-i.i.d client participation.

Several works have investigated optimization in FL under non-i.i.d. client participation [10, 2, 8, 39,
46]. However, to the best of our knowledge, no existing algorithm in a non-i.i.d. participation setting
provably exhibits reduced communication cost, linear speedup with respect to the number of clients,
and resilience to client data heterogeneity for general non-convex optimization.

In this work, we consider FL under an arbitrary participation framework [39], where client partici-
pation during each round is a random variable with potentially unknown distribution. We focus on
client participation patterns that are periodic, in the sense that all clients are expected to participate
with equal frequency over a window of multiple training rounds.

For this setting, we propose Amplified SCAFFOLD, an optimization algorithm for FL under periodic
client participation. Amplified SCAFFOLD utilizes (a) amplified updates across participation periods
and (b) control variates computed across entire participation periods, to eliminate the effect of data
heterogeneity even under non-i.i.d. participation. We show that Amplified SCAFFOLD exhibits
significantly reduced communication cost, linear speedup, and is unaffected by client data hetero-
geneity. To the best of our knowledge, this is the first result demonstrating reduced communication
or resilience to data heterogeneity without assuming i.i.d. participation. The complexity of Am-
plified SCAFFOLD is compared against baselines in Table 1. For cyclic participation, Amplified
SCAFFOLD improves the previous best communication cost from O(κ2ϵ−4) to O(ϵ−2).

The main challenges of achieving these properties are (1) simultaneously handling randomness from
stochastic gradients and non-i.i.d. participation; and (2) controlling the error of control variates
under non-i.i.d. participation. Previous work in this setting [39] performs an in-expectation analysis,
by taking expectation only over randomness from stochastic gradients; this avoids (1) but cannot
leverage properties of the participation pattern to reduce communication. We present a tighter analysis
that addresses (1) by taking expectation over both client participation and the stochastic gradients
throughout the analysis, and carefully treating the trajectory variables which depend on both sources
of randomness. We address (2) by recursively bounding the control variate errors, which involves a
non-uniform average of non-uniform averages of error terms resulting from non-i.i.d. participation.
We show that this nested non-uniform average can be bounded using mild regularity conditions on
the participation pattern.

Our contributions are summarized below.
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• We introduce Amplified SCAFFOLD, an optimization algorithm for federated learning under
non-i.i.d. client participation. Our convergence analysis demonstrates its computational
and communication efficiency: Amplified SCAFFOLD exhibits reduced communication,
linear speedup, and is unaffected by data heterogeneity. These guarantees are achieved with
a tighter analysis than used in previous work [39], with a fine-grained treatment of the two
sources of randomness: client participation and stochastic gradients. In the case of cyclic
participation, we reduce the previous best communication cost of O(κ2ϵ−4) to O(ϵ−2).

• Experimental results show that Amplified SCAFFOLD converges faster than baselines on
both synthetic and real-world problems under realistic non-i.i.d. client participation patterns.
We also include an ablation study which demonstrates the robustness of our algorithm to
changes in data heterogeneity, the number of participating clients per round, and the number
of client groups in cyclic participation.

The paper is outlined as follows. We discuss related work in Section 2, and Section 3 provides a formal
specification of the optimization problem. Amplified SCAFFOLD is introduced and theoretically
analyzed in Section 4, and we provide experiments in Section 5. We conclude with Section 6.

2 Related Work

Federated Optimization. FedAvg [27] characterizes partial client participation and local updates
in each round. FedAvg was analyzed in the full participation setting [35, 37, 50, 51, 43, 42, 18, 12].
Other federated optimization algorithms aim to improve communication efficiency [32, 52] and
tackle data heterogeneity [22, 17]. The analysis of FL optimization algorithms typically either
assumes full client participation or partial client participation where clients are sampled uniformly
randomly [47, 38, 17, 23, 43, 1]. [30] provides lower bounds for distributed stochastic, smooth
optimization with intermittent communication and non-convex objectives, both in the full and partial
participation settings. They also include algorithms employing variance reduction which match (or
closely match) lower bounds in the full and partial participation settings. However, none of the works
above are applicable for general participation patterns such as periodic participation.

Client Participation. Cyclic data sampling was considered for stochastic convex optimization in [10],
where they propose “pluralistic" solutions instead of learning a single model for all clients. There
is a recent line of work considering various participation patterns, including client selection [11, 4,
33] biased participation [34, 6, 7], independent participation across rounds [17, 22, 23], unbiased
participation [36, 13], bounded rounds of unavailability [46, 14, 48], asynchronous participation [24,
2], cyclic participation [8], and arbitrary participation [39, 40]. However, none of these works enjoy
linear speedup, reduced communication rounds, and resilience to data heterogeneity under the general
setting of non-convex objectives and periodic client participation. Concurrent work [44] considers
non-stationary client participation under the condition that for every client and every round, the
probability of participation is bounded away from zero; for this setting, they propose an algorithm
with linear speedup and dependence on gradient dissimilarity for non-convex, Lipschitz objectives.

See Appendix F for a detailed discussion comparing our results with a small number of closely related
baselines.

3 Problem Setup

We consider a federated learning problem with N clients, with the overall objective

min
x∈Rd

{
f(x) :=

1

N

N∑
i=1

fi(x)

}
,

where each fi : Rd → R is the local objective of one client. We consider the stochastic optimization
problem, so that fi(x) = Eξ∼Di [F (x; ξ)], and the optimization algorithm can access Fi(x; ξ) and
∇Fi(x; ξ) for individual values of ξ. We make the following assumptions about the objectives:
Assumption 1. (a) f(x0) − minx∈Rd f(x) ≤ ∆. (b) Each fi is L-smooth, i.e., ∥∇fi(x) −
∇fi(y)∥ ≤ L∥x − y∥ for all x,y ∈ Rd. (c) The stochastic gradient has variance σ2, i.e.,
Eξ∼Di

[∥∇Fi(x; ξ)−∇fi(x)∥2] ≤ σ2 for all x ∈ Rd.
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Since each fi may be non-convex, we consider the problem of finding an ϵ-stationary point of f , that
is, a point x ∈ Rd such that ∥∇f(x)∥ ≤ ϵ.

3.1 Participation Framework

We consider a federated learning framework consisting ofR rounds. For any round r ∈ {0, . . . , R−1}
and client i ∈ [N ], the availability of client i at round r is a random variable qir, following the arbitrary
participation framework of [39]. If qir = 0, then client i may not participate during round i. For
example, under the conventional i.i.d. sampling of clients, at each round r a subset of clients Sr ⊂ [N ]

is sampled uniformly without replacement, and the weights are set as qir = 1{i∈Sr}
S .

For some P ∈ N, let Qr0 be the filtration generated by {qir : r0 ≤ r < r0 + P, i ∈ [N ]}, let Q be
the filtration generated by Q0, . . . ,QR−P , and let G be the filtration generated by {ξir,k : 0 ≤ r <

R, 0 ≤ k < I, i ∈ [N ]}, where ξir,k is the random sampling of the stochastic gradient of round r,
step k, client i. We make the following assumptions about the participation distribution.

Assumption 2. For all r ∈ {0, . . . , R − 1}: (a)
∑N

i=1 q
i
r = 1 and

∑N
i=1(q

i
r)

2 ≤ ρ2.
(b) The distribution of {qir} is unbiased across clients over every window of P rounds, i.e.,
EQr0

[ 1P
∑(m+1)P−1

r=mP qir] = 1/N for every m < R/P and i ∈ [N ]. (c) Each client has a non-

zero probability of being sampled over every window of P rounds, i.e., PQr0
( 1
P

∑(m+1)P−1
r=mP qir >

0) > psample for every m < R/P and i ∈ [N ]. (d) Q and G are independent.

For each round, Assumption 2(a) enforces that the participation weights qir are normalized to sum to 1,
and characterizes the spread of participation weights across clients with the constant ρ2. Assumption
2(b) requires that the set of rounds can be partitioned into windows of length P within which clients
are expected to participate with equal frequency. Lastly, Assumption 2(c) enforces that within each
window, for each client the probability of being sampled is nonzero. Conventional i.i.d client sampling
satisfies Assumption 2 with ρ = S−1/2, P = 1, and psample = S/N .

An important difference from conventional i.i.d. participation is that here, client participation is
not necessarily independent across rounds. Accordingly, we emphasize that the expectation and
probability in Assumptions 2(b)-(c) are taken only over Qr0 . Therefore, the mean participation
weight in Assumption 2(b) may itself be a random variable if client participation at some rounds is
dependent on the outcome of participation in previous rounds. Similarly, the sampling probability
in Assumption 2(c) may be a random variable. For the participation patterns considered in the next
section, Assumption 2 is satisfied even when client sampling is not independent across rounds.

3.2 Specific Participation Patterns

Regularized Participation We say that client participation is regularized [39] if q̄ir0 = 1
N almost

surely for all r0 and i, where q̄ir0 is defined on Line 18 of Algorithm 1 as the participation of client i
averaged over rounds r0, . . . , r0 + P − 1. In this case, Assumption 2 is satisfied with psample = 1,
while P and ρ2 are parameters of the participation pattern. Regularized participation is a relatively
strong constraint, since every client must participate within each window, which may not be practical.
However, it is flexible in that there is no constraint on how clients participate within each window.
Regularized participation was also considered for strongly convex objectives [26].

Cyclic Participation Following the CyCP framework [8], N clients are partitioned into K̄ equally
sized subsets, and at round r only clients in group (r mod K̄) may participate. S clients are sampled
without replacement from group (r mod K̄), for whom the participation weight is qir = 1/S. All other
clients are assigned qir = 0. Cyclic participation satisfies Assumption 2 with P = K̄, ρ = S−1/2,
and psample = SK̄/N . Notice that i.i.d. client sampling is the special case where K̄ = 1.

Cyclic participation can model a situation where each client group is available at a different time of
day. For example, if client devices are mobile phones, then clients are available for participation at
night, when phones are charging, likely to have internet connection, and otherwise idle. If devices are
spread across the globe, then client groups are naturally formed by time zones. Cyclic participation
is less stringent than regularized participation since not all clients are required to participate within
each window. FedAvg was analyzed under cyclic participation for PL objectives [8], although this
analysis is not applicable in our setting, which uses general non-convex objectives.
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4 Algorithm and Analysis

In this section, we present Amplified SCAFFOLD, our algorithm to solve the FL problem described
in Section 3. Pseudocode for Amplified SCAFFOLD is shown in Algorithm 1. The main components
of the Amplified SCAFFOLD algorithm are (1) amplified updates and (2) long-range control variates.

4.1 Algorithm Overview

To deal with the non-stationarity of client availability, Amplified SCAFFOLD performs amplified
updates based on information accumulated over a window of P rounds. In Algorithm 1, the variable
u holds a weighted average of local updates to client models, weighted by client participation.
Every P rounds, the global model is updated in the direction u scaled by the amplification factor γ.
Informally, the direction u includes information from all clients with equal representation, according
to Assumption 2(b). Similar amplified updates are used in Amplified FedAvg [39].

Control variates for heterogeneous federated learning were first introduced by SCAFFOLD [17].
However, SCAFFOLD-style control variates are updated every time a client participates, which may
not be appropriate under periodic availability. For example, under non-i.i.d. participation control
variates for different clients would be updated with different frequencies, so that some clients may
have consistently less accurate control variates than others. Informally, this may lead to a bias in
which some clients’ objective is underweighted relative to others. To deal with this issue, Amplified
SCAFFOLD updates control variates based on information accumulated over a window of P rounds,
which enforces equal representation of all clients in expectation, according to Assumption 2(b).

Comparison with [17, 39] Although the two algorithmic components of Amplified SCAFFOLD
individually appear in previous work [17, 39], we emphasize that our complexity results cannot be
achieved by simply combining the analyses of these two works. The analysis of [39] requires ϵ−4

communication cost due to their treatment of the randomness in client participation. Here, we present

5



a tighter analysis with ϵ−2 cost from a more fine-grained treatment of the two sources of randomness
(stochastic gradients and client sampling). See Section 4.4 for more details on our approach.

4.2 Main Results

Let x̂ = x̄mP , wherem is sampled uniformly from {0, . . . , R/P−1}, and let r0 ∈ {0, P, . . . , R/P}.

Denote wi
r0 = 1

N

∑N
j=1

1{q̄jr0>0}
P q̄jr0

∑r0+P−1
s=r0

qisq
j
s and vir0 = q̄ir0 −

1
N . Informally, wi

r0 represents

the "non-uniformity" of the client sampling distribution. We also consider a variable Λi
r0 that

depends only on the client sampling distribution and characterizes the sample size from which Gi
r0 is

computed. See Appendix A.1 for further discussion of these quantities. We consider convergence
under the following conditions, which are satisfied by several participation patterns of interest.

E[wi
r0 ] ≤

P 2

N
for all r0 and i, (1)

E

[
N∑
i=1

(
vir0
)2

Λi
r0

]
≤ ρ2 for all r0 and i, (2)

Theorem 1. Suppose that Assumptions 1 and 2 hold, and that Equation 1 and Equation 2 hold. If
γη ≤ psample

60LIP and η ≤
√
psample

60LIP , then Algorithm 1 satisfies

E[∥∇f(x̂)∥2] ≤ O
(

∆

γηIR
+
(
γηLρ2 + η2L2IP

)
σ2

)
.

Corollary 1. For any ϵ > 0 and I ≥ 1, there exist choices of γ and η such that E[∥∇f(x̂)∥2] ≤ O(ϵ2)

as long as R ≥ O
(

∆Lρ2σ2

Iϵ4 + ∆LP
psampleϵ2

)
.

The complexity of Amplified SCAFFOLD has several important properties:

Reduced Communication By choosing I = Θ(∆ρ2σ2psampleP
−1ϵ−2), Amplified SCAFFOLD has

communication complexity R = O(LPp−1
sampleϵ

−2), which improves upon the ϵ−4 complexity of
parallel SGD. We are not aware of any existing work that achieves this communication reduction for
non-convex federated optimization with periodic participation.

Unaffected by Heterogeneity The iterationsRI and the number of communicationsR are unaffected
by heterogeneity, which is not achieved for periodic participation by any existing work [39, 8].

Linear Speedup The number of iterations RI = O(∆Lρ2σ2ϵ−4) will exhibit linear speedup in the
number of clients through the term ρ2, depending on the client participation pattern.

4.3 Application to Participation Patterns

The results from Section 4.2 apply under any participation pattern that satisfies Assumption 2,
Equation 1, and Equation 2, and below we discuss the participation patterns discussed in Section 3.2.
The complexity of Amplified SCAFFOLD for each participation pattern are shown in Table 1, and
these results can be obtained by plugging ρ2, P , and psample into Corollary 1, together with a choice
of I as described in Section 4.2. The derivations of each result below are given in Appendix B.

Regularized Participation Recall that regularized participation satisfies Assumption 2 with psample =
1, and P , ρ2 are parameters of the participation pattern. Also, under regularized participation,
wi

r0 = q̄ir0 = 1/N almost surely, so that E[wi
r0 ] = 1/N ≤ P 2/N and vir0 = 0. Therefore Equation 1

and Equation 2 are satisfied. Plugging psample = 1 into Corollary 1 yields

R = O
(
LPϵ−2

)
, RI = O

(
∆Lρ2σ2ϵ−4

)
.

In this setting, our algorithm exhibits reduced communication and resilience to heterogeneity. To our
knowledge, the only existing algorithm with theoretical guarantees for non-convex problems under
regularized participation is Amplified FedAvg [39]. However, as seen in Table 1, the communication
complexity of Amplified FedAvg has order ϵ−4 in terms of ϵ and suffers from a κ2 dependence.
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Cyclic Participation Recall that cyclic participation satisfies Assumption 2 with P = K̄, ρ = S−1/2,
and psample = S/N . Also, E[wi

r0 ] = S/N2 ≤ P 2/N and E[(vir0)
2Λi

r0 ] = ρ2, so that Equation 1 and
Equation 2 are satisfied. Based on the above parameter values, the resulting complexities are

R = O
(
LK̄

ϵ2

(
N

S

))
, RI = O

(
∆Lσ2

Sϵ4

)
.

Again, Amplified SCAFFOLD achieves reduced communication, linear speedup, and resilience to
heterogeneity. Amplified FedAvg [39] is the only existing algorithm with theoretical guarantees in
this setting, but it fails to achieve resilience to heterogeneity or reduce communication cost outside of
the trivial case of full participation (K̄ = 1, S = N ). Also, even for the setting of PL-functions, the
convergence rate of FedAvg under cyclic participation from [8] does not demonstrate an improvement
with respect to the number of local steps. See Appendix F for further discussion of their results.

Recall that i.i.d. participation is a special case of cyclic participation with K̄ = 1. In this case, Am-
plified FedAvg fails to recover the reduced communication usually achieved under i.i.d. participation,
such as by SCAFFOLD [17]. In fact, Amplified FedAvg fails to recover the communication cost of
FedAvg under i.i.d. participation, requiring an additional factor of LN . The larger communication
cost of Amplified FedAvg is a result of its convergence analysis, which does not leverage the property
of unbiased participation (Assumption 2(b)) during the analysis, and requires P = O(ϵ−2) in order
to converge (see Appendix C for more details). In contrast, Amplified SCAFFOLD succeeds in
recovering the results of SCAFFOLD under i.i.d. participation, with only a slightly worse dependence
of R on N/S. This difference in the order of N

S is due to a potential small issue in the analysis of
SCAFFOLD, which we intentionally avoided by accepting a slightly worse dependence on N

S . We
provide a detailed discussion of the N/S dependence in Appendix F.

4.4 Proof Sketch

The main challenges for demonstrating convergence are (1) simultaneously handling randomness
from stochastic gradients and non-i.i.d. client sampling, and (2) controlling error of control variates
under non-i.i.d. client sampling. Previous work [39] subverts (1) by conditioning on Q throughout
the entire analysis. However, this eliminates the possibility of utilizing the condition E[q̄ir0 ] = 1/N ,
and ultimately incurs a dependence on the data heterogeneity (see the term δ̃2(P ) in Theorem 3.1 of
[39]). Instead, we take expectation over both sources of randomness throughout the analysis, which
requires a careful treatment of each iterate’s dependence, and enables communication reduction.
For (2), previous analysis of federated algorithms with control variates [17] recursively bounds the
error of control variates between consecutive rounds. However, this recursion crucially depends on
i.i.d. client participation. We extend this analysis to our setting, establishing a recursion over the
control variate error between consecutive windows of P rounds. Establishing this recursion under
non-i.i.d. participation involves a non-uniform average of non-uniform averages of error terms, which
we handle by invoking the regularity conditions stated in Equation 1 and Equation 2.

Using smoothness of f , the objective function decrease f(x̄r0+P ) − f(x̄r0) is upper bounded by
⟨∇f(x̄r0), x̄r0+P − x̄r0⟩+ L

2 ∥x̄r0+P − x̄r0∥2. Letting x̄r,k =
∑N

i=1 q
i
rx

i
r,k be a weighted average

of local models, the sum of the previous inner product and quadratic terms can be bounded by
−γηIP∥∇f(x̄r0)∥2, plus standard noise terms, the additional “drift" terms

D̃r,k =

N∑
i=1

qir
∥∥xi

r,k − x̄r,k

∥∥2 M̃r,k = ∥x̄r,k − x̄r0∥
2
,

and control variate errors Ci
r0 = ∥∇fi(x̄r0) − Gi

r0∥
2. D̃r,k captures the distance between local

client models, while M̃r,k captures the distance from local models to the previous global model x̄r0 .

Taking conditional expectation Dr,k = E[D̃r,k|Q] and Mr,k = E[M̃r,k|Q], Lemma 1 bounds the
drift terms by establishing and unrolling a mutually recurrent relation between Dr,k and Mr,k. The
resulting bound involves a non-uniform average over the control variate errors:

∑N
i=1 q

i
rE[Ci

r0 |Q].
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Denoting the average control variate error Cr0 = 1
N

∑N
i=1 C

i
r0 , we want to bound E[Cr0+P ] in terms

of E[Cr0 ]. Cr0+P can be decomposed into drift terms, but the result is a non-uniform average:
r0+P−1∑
s=r0

I−1∑
k=0

qis(Ds,k +Ms,k).

Since the bound for each Ms,k +Ds,k from Lemma 1 involves a non-uniform average over Ci
r0 , the

resulting bound of Cr0+P involves a non-uniform average of non-uniform averages of Ci
r0 , instead of

the uniform average Cr0 . The regularity conditions in Equation 1 and Equation 2 allow us to bound
this nested non-uniform average by a uniform average, which finishes the recursion.

Putting everything together, we obtain the descent inequality

E[f̃r0+P ] ≤ E[f̃r0 ]− γηIPE
[
∥∇f(x̄r0)∥2

]
+ γηIP (γηLρ2 + η2L2IP )σ2,

where f̃r0 := f(x̄r0+P )+Φ(r0+P ) and Φ is a potential function that depends on the control variate
errors. Theorem 1 is then obtained by averaging over r0 and isolating the gradient.

5 Experiments

We experimentally validate our algorithm for non-i.i.d client participation under three settings:
minimizing a synthetic function, logistic regression for Fashion-MNIST 1 [45], and training a CNN
for CIFAR-10 [20]. We also include an ablation study on Fashion-MNIST, to investigate how each
algorithm is affected by changes in data heterogeneity, the number of participating clients, and the
number of client groups in cyclic participation.

5.1 Setup

All of our experiments utilize a non-i.i.d. client participation pattern similar to cyclic participation
(discussed in Section 3.2). We partition the total set of N clients into K̄ equally sized subsets, and at
each training round only a single client group is available for participation. In our experiments, the
available group does not change every round; instead, each group is available for g rounds at a time.
Under this pattern, Assumption 2 is satisfied with P = gK̄. We refer to g as the availability time.

We evaluate five algorithms: FedAvg [27], FedProx [22], SCAFFOLD [17], Amplified FedAvg
[39], and Amplified SCAFFOLD (ours). We tune each algorithm’s parameters by grid search,
including learning rate η, amplification rate γ, and FedProx’s µ. The search ranges and tuned
values can be found in Appendix D. All experiments were run on a single node with eight
NVIDIA A6000 GPUs. Code is available at the following repository: https://github.com/
MingruiLiu-ML-Lab/FL-under-Periodic-Participation

Synthetic We evaluate each algorithm’s convergence on a difficult objective based on a lower bound
for FedAvg [43]. The objective maps R4 to R, is convex, and is parameterized by a smoothness L,
stochastic gradient variance σ2, and heterogeneity κ, so that it satisfies Assumption 1 by construction.
The complete definition of the objective can be found in Appendix D. Since there are only two distinct
local objectives, we set the number of clients N = 2 and the number of sampled clients S = 1, and
the number of groups K̄ = 2. All other settings can be found in Appendix D.

Fashion-MNIST and CIFAR-10 We evaluate each algorithm for training an image classifier, using
logistic regression for Fashion-MNIST and a two-layer CNN for CIFAR-10. To simulate heteroge-
neous data in federated learning, we use a common protocol [17, 39], to partition each dataset into
client datasets according to a data similarity parameter s. This protocol is detailed in Appendix D.
Following [39], we set the number of clients N = 250, data similarity s = 5%, and the number of
sampled clients per round S = 10. For client participation, we set the number of groups K̄ = 5,
so that each group contains clients that have majority label from two different classes. We run all
baselines with 5 different random seeds and report the mean results with error bars in Section 5.2 (the
radius of each error bar is 1 standard deviation). All other settings can be found in Appendix D.

Additional experimental results are provided in Appendix E, where we compare against extra baselines
(FedAdam [32], FedYogi [32], FedAvg-M [5], and Amplified FedAvg with FedProx regularization),
and evaluate training under another non-i.i.d. client participation pattern.

1Fashion-MNIST is licensed under the MIT License.
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Figure 1: Results for synthetic objective and CIFAR-10. Left: Amplified SCAFFOLD and SCAF-
FOLD both converge to the global minimum, but Amplified SCAFFOLD converges significantly
faster. Right: Amplified SCAFFOLD converges to the best solution by a significant margin. Note
that in both cases, the curves for FedAvg and FedProx are nearly overlapping.

5.2 Main Results

Results for the synthetic experiment and CIFAR-10 are shown in Figure 1, and results for Fashion-
MNIST are shown in Figure 2. We make the following observations:

Amplified SCAFFOLD converges the fastest. In all three settings, Amplified SCAFFOLD reaches
the best overall solution among all algorithms (by all metrics) and requires the fewest communication
rounds. In the synthetic experiment, Amplified SCAFFOLD requires 800 communication rounds
to reach an objective value of 0.2, while SCAFFOLD requires 1900 rounds, and both FedAvg and
Amplified FedAvg require 4800 rounds to reach the same objective value.

Amplified FedAvg is comparable to FedAvg. Amplified FedAvg shows slight improvement over
FedAvg for the synthetic experiment and for Fashion-MNIST. Only for CIFAR-10 is Amplified
FedAvg significantly faster than FedAvg, but there it also exhibits a reduction in stability. The under-
whelming experimental performance of Amplified FedAvg corroborates our discussion from Section
4.3; Amplified FedAvg requires many communication rounds and suffers from data heterogeneity.

Contrary to our findings, the original evaluation of Amplified FedAvg [39] showed a significant
improvement over FedAvg. One explanation is that the original evaluation employed pretraining
using FedAvg, so that each algorithm was evaluated only for fine-tuning. Our experiments suggest
that Amplified FedAvg may have limited improvement over FedAvg when training from scratch.

SCAFFOLD beats Amplified FedAvg. Despite a lack of theoretical guarantees under non-i.i.d. par-
ticipation, SCAFFOLD outperforms Amplified FedAvg in all settings. This suggests that SCAFFOLD
may have reasonable performance under some non-i.i.d. participation patterns. For the synthetic
objective and CIFAR-10, SCAFFOLD is still significantly slower than Amplified SCAFFOLD.

5.3 Ablation Study

To understand how each algorithm’s performance is affected by data heterogeneity, the number of
participating clients, and the number of client groups, we perform an ablation study on Fashion-
MNIST. First, we fix the data similarity s = 5% and number of groups K̄ = 5 while varying the
number of participating clients (S) over {5, 15, 20, 25}. Next, we fix S = 10, K̄ = 5 while varying
the similarity s over {2.5%, 10%, 33%, 100%}. Lastly, we fix s = 5%, S = 10 while varying
the number of client groups K̄ ∈ {2, 4, 6, 8}. In each of these 12 scenarios, we evaluate all five
algorithms using the same settings as detailed in Section 3. We train with three random seeds for
each algorithm, and report the average results in Figure 2 (right).

Amplified SCAFFOLD reaches the best solution in all settings. Similarly to Section 5.2, Amplified
SCAFFOLD consistently reaches the best solution in terms of both training loss and testing accuracy.
While our theoretical results provide guarantees for optimization, these experiments show that
Amplified SCAFFOLD also exhibits superior generalization in a variety of settings.

Robustness to data heterogeneity. When changing from completely homogeneous data (s = 100%)
to extremely heterogeneous data (s = 2.5%), the test accuracy of Amplified SCAFFOLD exhibits a
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Figure 2: Results for Fashion MNIST and ablation study. Left: Amplified SCAFFOLD reaches the
best solution, but SCAFFOLD is competitive. Other baselines are much slower. Right: Amplified
SCAFFOLD is robust to changes in data heterogeneity, number of participating clients, and number
of client groups.

very small decrease from 84.6% to 84.45%, so that our algorithm behaves nearly identically with
homogeneous data as with extremely heterogeneous data. All baselines suffer a larger decrease when
transitioning from homogeneous data to heterogeneous data.

Robustness to number of participating clients. The number of participating clients has a smaller
effect on performance than data heterogeneity, but some degradation happens in the extreme case
S = 5. In particular, SCAFFOLD has competitive performance with large S ≥ 15, but its test
accuracy drops off significantly compared to Amplified SCAFFOLD in the case S = 5.

Robustness to number of client groups. As K̄ increases, FedAvg and Amplified FedAvg get worse,
while SCAFFOLD and Amplified SCAFFOLD maintain performance. It makes intuitive sense for
an algorithm to degrade as K̄ increases, since a larger K̄ means that the participation is in some
sense “further" from i.i.d. participation. Still, Amplified SCAFFOLD (and SCAFFOLD) are able
to maintain performance even as K̄ increases. While the worst-case communication complexity of
Amplified SCAFFOLD (listed in Table 1) actually increases with K̄, these experiments demonstrate
that in practice, Amplified SCAFFOLD can maintain performance as K̄ increases.

6 Conclusion

We propose Amplified SCAFFOLD, an optimization algorithm for federated learning under periodic
client participation, and prove that it exhibits reduced communication cost, linear speedup, and is un-
affected by data heterogeneity. We also show that Amplified SCAFFOLD experimentally outperforms
baselines on standard benchmarks under non-i.i.d. client participation, and that the performance of
our algorithm is robust to changes in data heterogeneity and the number of participating clients.

Limitations While our analysis covers a general class of participation patterns, it may not cover
some participation patterns that appear in practice. Our framework requires that all clients have an
equal chance of participation across well-defined windows of time that are known to the algorithm
implementer, which may not always hold. One such practical situation is where clients may freely
join or leave the federated learning process during training. Extending our algorithm and guarantees
for this situation would require a reformulation of the optimization problem, and possibly additional
assumptions about the participation structure. We leave such analysis for future work.
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A Proof of Theorem 1

A.1 Preliminary Definitions

Let Gr denote the filtration generated by {ξir,k : 0 ≤ k ≤ I − 1, i ∈ [N ]}, that is, by the randomness
in the stochastic gradients during round r. Also, let Qr0 denote the filtration generated by {qir : r0 ≤
r < r0 + P, i ∈ [N ]}, that is, the randomness in client sampling between rounds r0 and r0 + P − 1
(inclusive). Also, let G denote the filtration generated by G0 ∪ G1 ∪ . . . ∪ GR−1 and Q denote the
filtration generated by Q0 ∪ QP ∪ . . . ∪ QR−P . Similarly, let G:r denote the filtration generated by
G0 ∪ G1 ∪ . . . ∪ Gr−1 and Q:r0 denote the filtration generated by Q0 ∪ QP ∪ . . . ∪ Qr0−P . Lastly,
denote Er0 [·] = E[·|Q:r0 ,G:r0 ].

In order to analyze the control variate errors (i.e., ∥∇fi(x̄r0) − Gi
r0∥), we introduce notation to

refer to the iterates whose stochastic gradients were used to construct Gi
r0 . These iterates are exactly

the iterates during the most recent window before r0 in which client i was sampled, i.e., where
1
P

∑(m+1)P−1
s=mP qis > 0. For each r ∈ {r0, r0 +1, . . . , r0 +P − 1}, k ∈ {0, . . . , I − 1}, and i ∈ [N ],

let

ti(r) =

{
r if q̄ir0 > 0

ti(r − P ) if q̄ir0 = 0

with the initialization ti(r) = 0 for all r ∈ {−P, . . . ,−1}. Then denote

yi
r,k = xi

ti(r),k

zir = qiti(r)

ζir,k = ξiti(r),k.

Also, denote z̄ir0 = 1
P

∑r0+P−1
r=r0

zir. Then we can rewrite

Gi
r0 =

1

P z̄ir0−P I

r0−1∑
s=r0−P

zis

I−1∑
k=0

∇Fi(y
i
s,k; ζ

i
s,k).

Define

x̄r,k =

N∑
i=1

qirx
i
r,k

Dr,k =

N∑
i=1

qirE
[∥∥xi

r,k − x̄r,k

∥∥2∣∣∣Q]
Mr,k = E

[
∥x̄r,k − x̄r0∥

2
∣∣∣Q]

Si
r0 =

1

IP

r0−1∑
s=r0−P

I−1∑
k=0

zis
z̄ir0−P

E
[∥∥yi

s,k − x̄r0

∥∥2∣∣∣Q]

wi
r0 =

1

N

N∑
j=1

1
{
q̄jr0 > 0

}
P q̄jr0

r0+P−1∑
s=r0

qisq
j
s

vir0 = q̄ir0 −
1

N

Λi
r0 =

1
P

∑r0−1
s=r0−P

(
zis
)2(

1
P

∑r0−1
s=r0−P z

i
s

)2 .
As discussed in the main body, x̄r,k is a weighted average over local client models, weighted according
to client participation. Dr,k and Mr,k are the drift terms described in the proof sketch of Section 4.4.
In the proof sketch, we also informally discuss the control variate error Ci

r0 = ∥∇fi(x̄r0)−Gi
r0∥

2.
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This error is closely related to the term Si
r0 defined above, since E

[∥∥∇fi(x̄r0)− E[Gi
r0 |Q]

∥∥2∣∣∣Q] =
L2Si

r0 .

The quantities wi
r0 , v

i
r0 and Λi

r0 arise in our proof from the use of control variates under non-i.i.d.
client participation. As discussed in the proof sketch (Section 4.4), bounding the errors introduced by
control variates involves a non-uniform average of non-uniform averages of error terms. This nested
non-uniform average can be bounded by a uniform average as long as the term wi

r0 is not too large,
which is exactly the requirement stated in Equation 1. On the other hand, the term Λi

r0 arises while
bounding the variance of the update ∥x̄r0+P − x̄r0∥, and it represents the sample size for which the
correction Gi

r0 is computed. When the client sampling distribution is closer to uniform, then each
client may participate frequently during each window of P rounds, and the effective sample size used
to compute each control variate is large. In this case, the variance of the update ∥x̄r0+P −x̄r0∥ will be
smaller, since larger sample size implies smaller variance. For general client sampling distributions,
Λi
r0 describes the reduction of variance of one component of the update (i.e. Gi

r0 ) due to the sampling
of stochastic gradients during the previous window of P rounds. In our analysis, the variance of the
update ∥x̄r0+P − x̄r0∥ can be bounded in terms of the variance of Gi

r0 , which in turn depends on
Λi
r0 . The condition in Equation 2 essentially enforces that clients participate sufficiently uniformly, so

that the variance of Gi
r0 can be bounded. We note that both Equation 1 and Equation 2 are satisfied

by i.i.d. participation, regularized participation, and cyclic participation.

Finally, for ease of exposition, one clarification must be made about the conditional expectation E[·|Q]
as it appears in, for example, Mr,k. The filtration Q contains randomness from every round from 0 to
R− 1, but the expression of which we are taking expectation may only depend on randomness for
a smaller subset rounds. For example, in Mr,k, the expression ∥x̄r,k − x̄r0∥2 only depends on the
randomness up to round r ≤ r0 + P , so that

E
[
∥x̄r,k − x̄r0∥2

∣∣Q] = E
[
∥x̄r,k − x̄r0∥2

∣∣Q:r0+P

]
.

In several places throughout the proof, we will replace E[·|Q] by E[·|Q:r0+P ] in similar situations.

A.2 Proofs

Lemma 1. If η ≤ 1
60LIP and Er0 [q̄

i
r0 ] =

1
N , then

Dr,k +Mr,k ≤ 108η2I2P 2E
[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ (75η2I + 65η2IPρ2

)
σ2

+ 109η2L2I2P 2
N∑
i=1

(
q̄ir0 +

1

N

)
Si
r0 + 36η2L2I2

N∑
i=1

qirS
i
r0 , (3)

and

E

[
r0+P−1∑
r=r0

I−1∑
k=0

(Dr,k +Mr,k)

]
≤ 108η2I3P 3E

[
∥∇f(x̄r0)∥

2
]
+
(
75η2I2P + 65η2I2P 2ρ2

)
σ2

+ 254η2L2I3P 3 1

N

N∑
i=1

E
[
Si
r0

]
. (4)

Proof. Denote

Ḡi
r0 =

1

P z̄ir0−P I

r0−1∑
s=r0−P

zis

I−1∑
k=0

∇fi(yi
s,k)

Ḡr0 =
1

N

N∑
i=1

Ḡi
r0 .

Also, denote gi
r,k = ∇Fi(x

i
r,k; ξ

i
r,k)−Gi

r0 +Gr0 and ḡi
r,k = ∇fi(xi

r,k)− Ḡi
r0 + Ḡr0 . Ḡi

r0 is the
analogue of Ḡr0 that depends on deterministic gradients ∇fi(yi

s,k) instead of stochastic gradients.
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Variance of updates We first compute the errors E
[∥∥∥gi

r,k − ḡi
r,k

∥∥∥2∣∣∣∣Q] and

E
[∥∥∥∑N

i=1 q
i
r

(
gi
r,k − ḡi

r,k

)∥∥∥2∣∣∣∣Q], which will be needed in several places.

E
[∥∥Gi

r0 − Ḡi
r0

∥∥2∣∣∣Q] = E

∥∥∥∥∥ 1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zis
(
∇Fi(y

i
s,k; ζ

i
s,k)−∇fi(yi

s,k)
)∥∥∥∥∥

2
∣∣∣∣∣∣Q


(i)

≤ 1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zisE
[∥∥∇Fi(y

i
s,k; ζ

i
s,k)−∇fi(yi

s,k)
∥∥2∣∣∣Q]

≤ 1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zisσ
2

= σ2, (5)

where (i) uses Jensen’s inequality. Therefore

E
[∥∥gi

r,k − ḡi
r,k

∥∥2∣∣∣Q]
= E

[∥∥(∇Fi(x
i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)
−
(
Gi

r0 − Ḡi
r0

)
+
(
Gr0 − Ḡr0

)∥∥2∣∣∣Q]
≤ 3E

[∥∥∇Fi(x
i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
∥∥2∣∣∣Q]+ 3E

[∥∥Gi
r0 − Ḡi

r0

∥∥2∣∣∣Q]
+ 3E

[∥∥Gr0 − Ḡr0

∥∥2∣∣∣Q]
= 3E

[∥∥∇Fi(x
i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
∥∥2∣∣∣Q]+ 3E

[∥∥Gi
r0 − Ḡi

r0

∥∥2∣∣∣Q]
+ 3E


∥∥∥∥∥∥ 1

N

N∑
j=1

(
Gj

r0 − Ḡj
r0

)∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


= 3E
[∥∥∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
∥∥2∣∣∣Q]+ 3E

[∥∥Gi
r0 − Ḡi

r0

∥∥2∣∣∣Q]
+ 3

1

N

N∑
j=1

E
[∥∥Gj

r0 − Ḡj
r0

∥∥2∣∣∣Q]
≤ 9σ2, (6)
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where the last line uses Equation 5. Also

E

∥∥∥∥∥
N∑
i=1

qir
(
gi
r,k − ḡi

r,k

)∥∥∥∥∥
2
∣∣∣∣∣∣Q


= E

∥∥∥∥∥
N∑
i=1

qir
((
∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)
−
(
Gi

r0 − Ḡi
r0

)
+
(
Gr0 − Ḡr0

))∥∥∥∥∥
2
∣∣∣∣∣∣Q


≤ 3E

∥∥∥∥∥
N∑
i=1

qir
(
∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)∥∥∥∥∥

2
∣∣∣∣∣∣Q
+ 3E

∥∥∥∥∥
N∑
i=1

qir
(
Gi

r0 − Ḡi
r0

)∥∥∥∥∥
2
∣∣∣∣∣∣Q


+ 3E

∥∥∥∥∥
N∑
i=1

qir
(
Gr0 − Ḡr0

)∥∥∥∥∥
2
∣∣∣∣∣∣Q


= 3E

∥∥∥∥∥
N∑
i=1

qir
(
∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)∥∥∥∥∥

2
∣∣∣∣∣∣Q
+ 3E

∥∥∥∥∥
N∑
i=1

qir
(
Gi

r0 − Ḡi
r0

)∥∥∥∥∥
2
∣∣∣∣∣∣Q


+ 3E

∥∥∥∥∥
N∑
i=1

1

N

(
Gi

r0 − Ḡi
r0

)∥∥∥∥∥
2
∣∣∣∣∣∣Q


(i)
= 3

N∑
i=1

E
[∥∥qir (∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)∥∥2∣∣∣Q]+ 3

N∑
i=1

E
[∥∥qir (Gi

r0 − Ḡi
r0

)∥∥2∣∣∣Q]
+ 3

N∑
i=1

E

[∥∥∥∥ 1

N

(
Gi

r0 − Ḡi
r0

)∥∥∥∥2
∣∣∣∣∣Q
]

= 3

N∑
i=1

(
qir
)2 E [∥∥∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
∥∥2∣∣∣Q]+ 3

N∑
i=1

(
qir
)2 E [∥∥Gi

r0 − Ḡi
r0

∥∥2∣∣∣Q]
+ 3

1

N2

N∑
i=1

E
[∥∥Gi

r0 − Ḡi
r0

∥∥2∣∣∣Q]
≤ 6σ2

N∑
i=1

(
qir
)2

+ 3
σ2

N

≤ σ2

(
6ρ2 + 3

1

N

)
(ii)

≤ 9ρ2σ2, (7)

where (i) uses the fact that stochastic gradient noise is independent across each client, and (ii) uses
ρ2 ≥ 1

N .
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One-step recursive bound for Dr,k For any k ≥ 0,

Dr,k+1 =

N∑
i=1

qirE


∥∥∥∥∥∥xi

r,k+1 −
N∑
j=1

qjrx
j
r,k+1

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


=

N∑
i=1

qirE


∥∥∥∥∥∥xi

r,k − ηgi
r,k −

N∑
j=1

qjr(x
j
r,k − ηgj

r,k)

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


=

N∑
i=1

qirE


∥∥∥∥∥∥xi

r,k −
N∑
j=1

qjrx
j
r,k − η

gi
r,k −

N∑
j=1

qjrg
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


=

N∑
i=1

qirE


∥∥∥∥∥∥xi

r,k −
N∑
j=1

qjrx
j
r,k − η

ḡi
r,k −

N∑
j=1

qjr ḡ
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


+ η2
N∑
i=1

qirE


∥∥∥∥∥∥(gi

r,k − ḡi
r,k) +

N∑
j=1

qjr(g
j
r,k − ḡj

r,k)

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


(i)
=

N∑
i=1

qirE


∥∥∥∥∥∥xi

r,k −
N∑
j=1

qjrx
j
r,k − η

ḡi
r,k −

N∑
j=1

qjr ḡ
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q
+ 36η2σ2

(ii)

≤
(
1 +

1

λ1

) N∑
i=1

qirE


∥∥∥∥∥∥xi

r,k −
N∑
j=1

qjrx
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


+ η2(1 + λ1)

N∑
i=1

qirE


∥∥∥∥∥∥ḡi

r,k −
N∑
j=1

qjr ḡ
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q
+ 36η2σ2

=

(
1 +

1

λ1

)
Dr,k + η2(1 + λ1)

N∑
i=1

qirE


∥∥∥∥∥∥ḡi

r,k −
N∑
j=1

qjr ḡ
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q
+ 36η2σ2, (8)

where (i) uses

E


∥∥∥∥∥∥(gi

r,k − ḡi
r,k) +

N∑
j=1

qjr(g
j
r,k − ḡj

r,k)

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


≤ 2E
[∥∥gi

r,k − ḡi
r,k

∥∥2∣∣∣Q]+ 2E


∥∥∥∥∥∥

N∑
j=1

qjr(g
j
r,k − ḡj

r,k)

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


≤ 2E
[∥∥gi

r,k − ḡi
r,k

∥∥2∣∣∣Q]+ 2

N∑
j=1

qjrE
[∥∥∥gj

r,k − ḡj
r,k

∥∥∥2∣∣∣∣Q]
(a)

≤ 36σ2,
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(a) uses Equation 6, and (ii) uses Young’s inequality. Focusing on the second term of Equation 8:

N∑
i=1

qirE


∥∥∥∥∥∥ḡi

r,k −
N∑
j=1

qjr ḡ
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q
 =

N∑
i=1

qirE


∥∥∥∥∥∥

N∑
j=1

qjr(ḡ
i
r,k − ḡj

r,k)

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


(i)

≤
N∑
i=1

qir

N∑
j=1

qjrE
[∥∥∥ḡi

r,k − ḡj
r,k

∥∥∥2∣∣∣∣Q]

≤
N∑
i=1

qir

N∑
j=1

qjrE
[∥∥∥∇fi(xi

r,k)− Ḡi
r0 −∇fj(xj

r,k) + Ḡj
r0

∥∥∥2∣∣∣∣Q]

≤
N∑
i=1

qir

N∑
j=1

qjr

(
2E
[∥∥∇fi(xi

r,k)− Ḡi
r0

∥∥2∣∣∣Q]+ 2E
[∥∥∥∇fj(xj

r,k)− Ḡj
r0

∥∥∥2∣∣∣∣Q])

= 4

N∑
i=1

qirE
[∥∥∇fi(xi

r,k)− Ḡi
r0

∥∥2∣∣∣Q] ,
where (i) uses Jensen’s inequality. Using the decomposition

∇fi(xi
r,k)− Ḡi

r0 = (∇fi(xi
r,k)−∇fi(x̄r,k)) + (∇fi(x̄r,k)−∇fi(x̄r0)) + (∇fi(x̄r0)− Ḡi

r0),

we have

N∑
i=1

qirE


∥∥∥∥∥∥ḡi

r,k −
N∑
j=1

qjr ḡ
j
r,k

∥∥∥∥∥∥
2
∣∣∣∣∣∣∣Q


≤ 4

N∑
i=1

qir

(
3E
[∥∥∇fi(xi

r,k)−∇fi(x̄r,k)
∥∥2∣∣∣Q]+ 3E

[
∥∇fi(x̄r,k)−∇fi(x̄r0)∥

2
∣∣∣Q]

+ 3E
[∥∥∇fi(x̄r0)− Ḡi

r0

∥∥2∣∣∣Q])
≤ 12L2

N∑
i=1

qirE
[∥∥xi

r,k − x̄r,k

∥∥2∣∣∣Q]+ 12L2
N∑
i=1

qirE
[
∥x̄r,k − x̄r0∥

2
∣∣∣Q]

+ 12

N∑
i=1

qirE
[∥∥∇fi(x̄r0)− Ḡi

r0

∥∥2∣∣∣Q]

= 12L2Dr,k + 12L2Mr,k + 12

N∑
i=1

qirE

∥∥∥∥∥∇fi(x̄r0)−
1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zis∇fi(yi
s,k)

∥∥∥∥∥
2
∣∣∣∣∣∣Q


= 12L2Dr,k + 12L2Mr,k + 12

N∑
i=1

qirE

∥∥∥∥∥ 1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zis(∇fi(x̄r0)−∇fi(yi
s,k))

∥∥∥∥∥
2
∣∣∣∣∣∣Q


≤ 12L2Dr,k + 12L2Mr,k + 12

N∑
i=1

qir

(
1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zisE
[∥∥∇fi(x̄r0)−∇fi(yi

s,k)
∥∥2∣∣∣Q])

≤ 12L2Dr,k + 12L2Mr,k + 12L2
N∑
i=1

qir

(
1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zisE
[∥∥x̄r0 − yi

s,k

∥∥2∣∣∣Q])

≤ 12L2Dr,k + 12L2Mr,k + 12L2
N∑
i=1

qirS
i
r0 .
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Plugging back into Equation 8,

Dr,k+1 ≤
(
1 +

1

λ1

)
Dr,k + 12η2L2(1 + λ1)

(
Dr,k +Mr,k +

N∑
i=1

qirS
i
r0

)
+ 36η2σ2

≤
(
1 +

1

λ1
+ 12η2L2(1 + λ1)

)
Dr,k + 12η2L2(1 + λ1)

(
Mr,k +

N∑
i=1

qirS
i
r0

)
+ 36η2σ2.

Now choose λ1 = 2I , so that 1 ≤ λ1

2 and

12η2L2(1 + λ1) ≤ 18η2L2λ1 ≤ 36η2L2I ≤ 1

2I
,

where we used the condition η ≤ 1
60LIP . This yields the following recursive bound on Dr,k+1:

Dr,k+1 ≤
(
1 +

1

I

)
Dr,k + 18η2L2IMr,k + 18η2L2I

N∑
i=1

qirS
i
r0 + 36η2σ2. (9)

One-step recursive bound for Mr,k For any k ≥ 0,

Mr,k+1 = E

∥∥∥∥∥
N∑
i=1

qirx
i
r,k+1 − x̄r0

∥∥∥∥∥
2
∣∣∣∣∣∣Q


= E

∥∥∥∥∥
N∑
i=1

qirx
i
r,k − x̄r0 − η

N∑
i=1

qirg
i
r,k

∥∥∥∥∥
2
∣∣∣∣∣∣Q


≤ E

∥∥∥∥∥
N∑
i=1

qirx
i
r,k − x̄r0 − η

N∑
i=1

qirḡ
i
r,k

∥∥∥∥∥
2
∣∣∣∣∣∣Q
+ η2E

∥∥∥∥∥
N∑
i=1

qir(g
i
r,k − ḡi

r,k)

∥∥∥∥∥
2
∣∣∣∣∣∣Q


(i)

≤ E

∥∥∥∥∥
N∑
i=1

qirx
i
r,k − x̄r0 − η

N∑
i=1

qirḡ
i
r,k

∥∥∥∥∥
2
∣∣∣∣∣∣Q
+ 9η2ρ2σ2

(ii)

≤
(
1 +

1

λ2

)
E

∥∥∥∥∥
N∑
i=1

qirx
i
r,k − x̄r0

∥∥∥∥∥
2
∣∣∣∣∣∣Q
+ η2(1 + λ2)E

∥∥∥∥∥
N∑
i=1

qirḡ
i
r,k

∥∥∥∥∥
2
∣∣∣∣∣∣Q
+ 9η2ρ2σ2

≤
(
1 +

1

λ2

)
Mr,k + η2(1 + λ2)E

∥∥∥∥∥
N∑
i=1

qirḡ
i
r,k

∥∥∥∥∥
2
∣∣∣∣∣∣Q
+ 9η2ρ2σ2

≤
(
1 +

1

λ2

)
Mr,k + η2(1 + λ2)

N∑
i=1

qirE
[∥∥ḡi

r,k

∥∥2∣∣∣Q]+ 9η2ρ2σ2, (10)
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where (i) uses Equation 7 and (ii) uses Young’s inequality. Focusing on the second term in Equa-
tion 10:

N∑
i=1

qirE
[∥∥ḡi

r,k

∥∥2∣∣∣Q]
=

N∑
i=1

qirE
[∥∥∇fi(xi

r,k)− Ḡi
r0 + Ḡr0

∥∥2∣∣∣Q]
=

N∑
i=1

qirE
[∥∥(∇fi(xi

r,k)−∇fi(x̄r,k)) + (∇fi(x̄r,k)−∇fi(x̄r0))

+ (∇fi(x̄r0)− Ḡi
r0) + (Ḡr0 −∇f(x̄r0)) +∇f(x̄r0)

∥∥2∣∣∣∣Q]
≤ 5

N∑
i=1

qirE
[∥∥∇fi(xi

r,k)−∇fi(x̄r,k)
∥∥2∣∣∣Q]+ 5

N∑
i=1

qirE
[
∥∇fi(x̄r,k)−∇fi(x̄r0)∥

2
∣∣∣Q]

+ 5

N∑
i=1

qirE
[∥∥∇fi(x̄r0)− Ḡi

r0

∥∥2∣∣∣Q]+ 5E
[∥∥Ḡr0 −∇f(x̄r0)

∥∥2∣∣∣Q]+ 5E
[
∥∇f(x̄r0)∥

2
∣∣∣Q]

≤ 5L2
N∑
i=1

qirE
[∥∥xi

r,k − x̄r,k

∥∥2∣∣∣Q]+ 5L2
N∑
i=1

qirE
[
∥x̄r,k − x̄r0∥

2
∣∣∣Q]

+ 5

N∑
i=1

(
qir +

1

N

)
E

∥∥∥∥∥∇fi(x̄r0)−
1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zis∇fi(yi
s,k)

∥∥∥∥∥
2
∣∣∣∣∣∣Q
+ 5E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]

≤ 5L2Dr,k + 5L2Mr,k

+ 5

N∑
i=1

(
qir +

1

N

)
E

∥∥∥∥∥ 1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zis(∇fi(x̄r0)−∇fi(yi
s,k))

∥∥∥∥∥
2
∣∣∣∣∣∣Q
+ 5E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]

≤ 5L2Dr,k + 5L2Mr,k

+ 5

N∑
i=1

(
qir +

1

N

)
1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zisE
[∥∥∇fi(x̄r0)−∇fi(yi

s,k)
∥∥2∣∣∣Q]+ 5E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]

≤ 5L2Dr,k + 5L2Mr,k + 5L2
N∑
i=1

(
qir +

1

N

)
Si
r0 + 5E

[
∥∇f(x̄r0)∥

2
∣∣∣Q] .

Plugging back into Equation 10:

Mr,k+1 ≤
(
1 +

1

λ2

)
Mr,k + 5η2L2(1 + λ2)

(
Dr,k +Mr,k +

N∑
i=1

(
qir +

1

N

)
Si
r0

)
+ 5η2(1 + λ2)E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ 9η2ρ2σ2

≤
(
1 +

1

λ2
+ 5η2L2(1 + λ2)

)
Mr,k + 5η2L2(1 + λ2)

(
Dr,k +

N∑
i=1

(
qir +

1

N

)
Si
r0

)
+ 5η2(1 + λ2)E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ 9η2ρ2σ2.

Now choose λ2 = 2IP , so that 1 ≤ λ2

2 and

5η2L2(1 + λ2) ≤
15

2
η2L2λ2 ≤ 15η2L2IP ≤ 15L2IP

1

72L2I2P 2
≤ 1

2IP
,
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where we used the condition η ≤ 1
60LIP . This yields the following recursive bound on Mr,k+1:

Mr,k+1 ≤
(
1 +

1

IP

)
Mr,k + 15η2L2IPDr,k + 15η2L2IP

N∑
i=1

(
qir +

1

N

)
Si
r0

+ 15η2IPE
[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ 9η2ρ2σ2. (11)

Note that the same argument can be used to bound Mr,0 in terms of Mr−1,I−1 with the same
recurrence relation.

Unrolling the recursion For 0 ≤ t ≤ IP , let rt = r0 + ⌊t/I⌋ and kt = t− ⌊t/I⌋ ∗ I . Then let
dt = Drt,kt and mt =Mrt,kt . Also, let

q1 = 18η2L2I

q2 = 15η2L2IP

ar = 18η2L2I

N∑
i=1

qirS
i
r0 + 36η2σ2

br = 15η2L2IP

N∑
i=1

(
qir +

1

N

)
Si
r0 + 15η2IPE

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ 9η2ρ2σ2.

Then Equation 9 and Equation 11 imply the following mutually recursive relation over dt and mt:

dt =

{
0 kt = 0(
1 + 1

I

)
dt−1 + q1mt−1 + art−1

otherwise

mt =

(
1 +

1

IP

)
mt−1 + q2dt−1 + brt−1

, (12)

where d0 = m0 = 0. We will unroll this recurrence, showing a bound for mt and dt in terms of the
following quantities. For any 0 ≤ t ≤ IP − 1 and 0 ≤ s ≤ rt, let j(s, t) = min{I, t − sI} and
ℓ(s, t) = max{0, t− (s+ 1)I}. For any s, t, if kt+1 = 0, define

αs,t+1 = 0.

Otherwise, define

αs,t+1 = αs,t

(
1 +

1

I

)
+ q1P

((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)

+ q1q2

t−sI−2∑
i=0

(
1 +

1

IP

)i

αs,t−1−i.

Also, define

βs,t+1 = βs,t

(
1 +

1

IP

)
+ 1 {s = rt}

q2
P

((
1 +

1

I

)kt

− 1

)
+ q1q2

kt−2∑
i=0

(
1 +

1

I

)i

βs,t−1−i

ψs,t+1 =
1

P

t−sI−1∑
i=0

(
1 +

1

IP

)i

αs,t−i

ϕs,t+1 = P

kt−1∑
i=0

(
1 +

1

I

)i

βs,t−i,

under the initial conditions

ϕs,kI = 0 for all s ≤ P and s ≤ k ≤ P

αs,kI = 0 for all s ≤ P and s ≤ k ≤ P

ψs,sI = 0 for all s ≤ P

βs,sI = 0 for all s ≤ P.
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Now we can unroll the recurrence in Equation 12, by proving the following statements by induction
on t:

dt ≤

((
1 +

1

I

)kt

− 1

)
artI + q1I

rt∑
s=0

ϕs,tas + I

rt∑
s=0

αs,tbs (13)

mt ≤ IP

rt∑
s=0

(((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)

+ q2ψs,t

)
bs + IP

rt∑
s=0

βs,tas. (14)

Equation 13 and Equation 14 hold for the base case t = 0, since d0 = m0 = 0. Now suppose that
Equation 13 and Equation 14 hold for some t ≤ IP , and we will show that they hold for t+ 1. We
consider two cases: kt+1 ̸= 0 and kt+1 = 0.

In the first case, rt+1 = rt, i.e., step t+ 1 is in the same round as step t, and kt+1 = kt + 1. Using
Equation 12 together with the inductive hypothesis:

dt+1 ≤
(
1 +

1

I

)(((
1 +

1

I

)kt

− 1

)
artI + q1I

rt∑
s=0

ϕs,tas + I

rt∑
s=0

αs,tbs

)

+ q1

(
IP

rt∑
s=0

(((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)

+ q2ψs,t

)
bs + IP

rt∑
s=0

βs,tas

)
+ art

≤

((
1 +

1

I

)kt+1

−
(
1 +

1

I

)
+

1

I

)
artI + q1I

rt∑
s=0

((
1 +

1

I

)
ϕs,t + Pβs,t

)
as

+ I

rt∑
s=0

((
1 +

1

I

)
αs,t + q1P

((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)

+ q1q2Pψs,t

)
bs

(i)

≤

((
1 +

1

I

)kt+1

− 1

)
artI + q1I

rt∑
s=0

ϕs,t+1as + I

rt∑
s=0

αs,t+1bs

(ii)

≤

((
1 +

1

I

)kt+1

− 1

)
art+1

I + q1I

rt+1∑
s=0

ϕs,t+1as + I

rt+1∑
s=0

αs,t+1bs,
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where (i) uses the fact that ϕs,t+1 =
(
1 + 1

I

)
ϕs,t + Pβs,t and the definitions of αs,t+1, ψs,t, and

(ii) uses kt+1 = kt + 1 and rt+1 = rt. Similarly,

mt+1 ≤
(
1 +

1

IP

)(
IP

rt∑
s=0

(((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)

+ q2ψs,t

)
bs + IP

rt∑
s=0

βs,tas

)

+ q2

(((
1 +

1

I

)kt

− 1

)
artI + q1I

rt∑
s=0

ϕs,tas + I

rt∑
s=0

αs,tbs

)
+ brt

≤ IP

rt∑
s=0

(((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)+1

+ 1 {s = rt}
1

IP
+ q2

((
1 +

1

IP

)
ψs,t +

1

P
αs,t

))
bs

+ IP

rt∑
s=0

((
1 +

1

IP

)
βs,t + 1 {s = rt}

q2
P

((
1 +

1

I

)kt

− 1

)
+
q1q2
P

ϕs,t

)
as

(i)

≤ IP

rt∑
s=0

(((
1 +

1

IP

)j(s,t+1)

− 1

)(
1 +

1

IP

)ℓ(s,t+1)

+ q2

((
1 +

1

IP

)
ψs,t +

1

P
αs,t

))
bs

+ IP

rt∑
s=0

((
1 +

1

IP

)
βs,t + 1 {s = rt}

q2
P

((
1 +

1

I

)kt

− 1

)
+
q1q2
P

ϕs,t

)
as

(ii)

≤ IP

rt∑
s=0

(((
1 +

1

IP

)j(s,t+1)

− 1

)(
1 +

1

IP

)ℓ(s,t+1)

+ q2ψs,t+1

)
bs + IP

rt∑
s=0

βs,t+1as

(iii)

≤ IP

rt+1∑
s=0

(((
1 +

1

IP

)j(s,t+1)

− 1

)(
1 +

1

IP

)ℓ(s,t+1)

+ q2ψs,t+1

)
bs + IP

rt+1∑
s=0

βs,t+1as,

where (i) uses the fact that for s < rt:((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)+1

+ 1 {s = rt}
1

IP

=

((
1 +

1

IP

)I

− 1

)(
1 +

1

IP

)t+1−(s+1)I

=

((
1 +

1

IP

)j(s,t+1)

− 1

)(
1 +

1

IP

)ℓ(s,t+1)

and for s = rt: ((
1 +

1

IP

)j(s,t)

− 1

)(
1 +

1

IP

)ℓ(s,t)+1

+ 1 {s = rt}
1

IP

=

((
1 +

1

IP

)t−sI

− 1

)(
1 +

1

IP

)
+

1

IP

=

((
1 +

1

IP

)t+1−sI

− 1

)

=

((
1 +

1

IP

)j(s,t+1)

− 1

)(
1 +

1

IP

)ℓ(s,t+1)

,

(ii) uses the fact that ψs,t+1 =
(
1 + 1

IP

)
ψs,t +

1
P αs,t and the definitions of βs,t+1, ϕs,t, and (iii)

uses kt+1 = kt + 1 and rt+1 = rt. This completes the inductive step for the first case (kt+1 ̸= 0).

In the second case (i.e., kt+1 = 0), Equation 13 must hold for t + 1, since dt+1 = 0. So it only
remains to show Equation 14 holds for t+ 1. Note that rt = rt+1 − 1. As in the first case, we can

26



use Equation 12 together with the inductive hypothesis to obtain:

mt+1 ≤ IP

rt∑
s=0

(((
1 +

1

IP

)j(s,t+1)

− 1

)(
1 +

1

IP

)ℓ(s,t+1)

+ q2ψs,t+1

)
bs + IP

rt∑
s=0

ϕs,t+1as

≤ IP

rt+1∑
s=0

(((
1 +

1

IP

)j(s,t+1)

− 1

)(
1 +

1

IP

)ℓ(s,t+1)

+ q2ψs,t+1

)
bs + IP

rt+1∑
s=0

ϕs,t+1as,

where the second line uses the fact that the rt+1-st element of both sums is 0, since j(rt+1, t+1) = 0,
ψrt+1,t+1 = 0, and ϕrt+1,t+1 = 0. This completes the inductive step for both cases, and proves
Equation 13 and Equation 14.

We can now bound αs,t and βs,t separately by induction on t. First, for any s ≤ P − 1 and t with
sI ≤ t ≤ IP , we claim that

αs,t ≤ 36q1IP, (15)
which we will show by induction on t. Let s ≤ P − 1 be given. For the base case, Equation 15 holds
when t = sI since αs,sI = 0. Now suppose that it holds for all t′ ≤ t. Then((

1 +
1

IP

)m1

− 1

)(
1 +

1

IP

)m2

≤

((
1 +

1

IP

)t−sI

− 1

)(
1 +

1

IP

)0

≤
(
1 +

1

IP

)t−sI

− 1, (16)

and

q1q2

t−sI−2∑
i=0

(
1 +

1

IP

)i

αs,t−1−i ≤ 36q21q2IP

t−sI−2∑
i=0

(
1 +

1

IP

)i

= 36q21q2I
2P 2

((
1 +

1

IP

)t−sI−1

− 1

)

≤ q1P

((
1 +

1

IP

)t−sI

− 1

)
, (17)

where the last line uses the definition of q1 and q2 together with the condition η ≤ 1
60LIP :

36q1q2I
2P = 36 · 270η4L4I4P 2 ≤ 36 · 270

604
L4I4P 2 1

L4I4P 4
≤ 1

P 2
≤ 1.

Plugging Equation 16 and Equation 17 into the definition of αs,t+1 yields

αs,t+1 ≤ αs,t

(
1 +

1

I

)
+ 2q1P

((
1 +

1

IP

)t−sI

− 1

)
(i)

≤ 2q1P

kt∑
i=0

(
1 +

1

I

)i
((

1 +
1

IP

)t−sI−i

− 1

)

≤ 2q1P

(
1 +

1

I

)I kt∑
i=0

((
1 +

1

IP

)t−sI−i

− 1

)

≤ 6q1P

kt∑
i=0

(
1 +

1

IP

)t−sI−i

≤ 6q1P

(
1 +

1

IP

)(rt−s)I kt∑
i=0

(
1 +

1

IP

)i

≤ 18q1P

I−1∑
i=0

(
1 +

1

IP

)i (ii)

≤ 18q1

IP−1∑
i=0

(
1 +

1

IP

)i

≤ 18q1IP

((
1 +

1

IP

)IP

− 1

)
≤ 36q1IP,
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where (i) unrolls the recurrence on the first line until αs,rtI = 0, (ii) uses P
∑I−1

i=0

(
1 + 1

IP

)i ≤∑IP−1
i=0

(
1 + 1

IP

)i
since

(
1 + 1

IP

)i
is increasing with i, and we repeatedly used

(
1 + 1

x

)x
< e ≤ 3.

This completes the induction and proves Equation 15.

We will similarly prove the statement

βs,t ≤ 12
q2I

P
. (18)

for all s ≤ P − 1 and t with sI ≤ t ≤ IP by induction on t. Let s ≤ P − 1 be given. For the base
case, Equation 15 holds when t = sI since βs,sI = 0. Now suppose that it holds for all t′ ≤ t. Then

q1q2

kt−2∑
i=0

(
1 +

1

I

)i

βs,t−1−i ≤ 12
q1q

2
2I

P

kt−2∑
i=0

(
1 +

1

I

)i

= 12
q1q

2
2I

2

P

((
1 +

1

I

)kt−1

− 1

)

≤ 12
q1q

2
2I

2

P

((
1 +

1

I

)kt

− 1

)
(19)

≤ q2
P

((
1 +

1

I

)kt

− 1

)
, (20)

where the last line uses the definition of q1 and q2 together with the condition η ≤ 1
60LIP :

12q1q2I
2 ≤ 12 · 270η4L4I4P ≤ 12 · 270

604
L4I4P

1

L4I4P 4
≤ 1

P 3
≤ 1.

We now consider two cases: t < (s+ 1)I and t ≥ (s+ 1)I . In the first case, we have s = rt, and
plugging Equation 20 into the definition of βs,t+1 yields

βs,t+1 ≤ βs,t

(
1 +

1

IP

)
+ 2

q2
P

((
1 +

1

I

)kt

− 1

)
(i)

≤ 2
q2
P

kt∑
i=0

(
1 +

1

IP

)i
((

1 +
1

I

)kt−i

− 1

)

≤ 2
q2
P

(
1 +

1

IP

)kt kt∑
i=0

((
1 +

1

I

)kt−i

− 1

)

≤ 2
q2
P

(
1 +

1

IP

)I kt∑
i=0

(
1 +

1

I

)i

≤ 6
q2I

P

((
1 +

1

I

)kt+1

− 1

)
≤ 6

q2I

P

((
1 +

1

I

)I

− 1

)

≤ 12
q2I

P
,

where (i) unrolls the recurrence on the first line until βs,sI = 0 and we repeatedly used
(
1 + 1

x

)x
<

e ≤ 3. In the second case, we have s > rt, so plugging Equation 19 into the definition of βs,t+1
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yields

βs,t+1 ≤ βs,t

(
1 +

1

IP

)
+ 12

q1q
2
2I

2

P

((
1 +

1

I

)kt

− 1

)

≤ βs,t

(
1 +

1

IP

)
+ 12

q1q
2
2I

2

P

((
1 +

1

I

)I

− 1

)

≤ βs,t

(
1 +

1

IP

)
+ 24

q1q
2
2I

2

P

(i)

≤ 24
q1q

2
2I

2

P

t−sI∑
i=0

(
1 +

1

IP

)i

= 24q1q
2
2I

3

((
1 +

1

IP

)t−sI+1

− 1

)
≤ 24q1q

2
2I

3

((
1 +

1

IP

)IP

− 1

)

≤ 48q1q
2
2I

3 ≤ 12
q2I

P
,

where (i) unrolls the recurrence on the previous line until βs,sI = 0 and the last inequality uses the
definition of q1 and q2 together with the condition η ≤ 1

60LIP :

48q1q2I
2 = 48 · 270η4L4I4P ≤ 48 · 270

604
L4I4P

1

L4I4P 4
≤ 12

P 3
≤ 12

P
.

This completes the induction in both cases and proves Equation 18.

We can then use Equation 15 and Equation 18 to yield bounds for the remaining terms of Equation 13
and Equation 14 as follows:

q2ψs,t =
q2
P

t−sI−1∑
i=0

(
1 +

1

IP

)i

αs,t−1−i ≤ 36q1q2I

t−sI−1∑
i=0

(
1 +

1

IP

)i

≤ 36q1q2I

IP−1∑
i=0

(
1 +

1

IP

)i

≤ 36q1q2I
2P

((
1 +

1

IP

)IP

− 1

)

≤ 72q1q2I
2P ≤ 72 · 270η4L4I4P 2 ≤ 72 · 270

604
L4I4P 2 1

L4I4P 4
≤ 1

P 2
,

and

q1ϕs,t = q1P

kt−1∑
i=0

(
1 +

1

I

)i

βs,t−i ≤ 12q1q2I

kt−1∑
i=0

(
1 +

1

I

)i

= 12q1q2I
2

((
1 +

1

I

)kt

− 1

)
≤ 12q1q2I

2

((
1 +

1

I

)I

− 1

)
≤ 24q1q2I

2.

Finally, we can plug these into Equation 13 to yield

dt ≤

((
1 +

1

I

)kt

− 1

)
artI + 24q1q2I

3
rt∑
s=0

as + 36q1I
2P

rt∑
s=0

bs

≤ 2artI + 24q1q2I
3

rt∑
s=0

as + 36q1I
2P

rt∑
s=0

bs,
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and into Equation 14

mt ≤ IP

rt∑
s=0

(((
1 +

1

IP

)m1

− 1

)(
1 +

1

IP

)m2

+
1

P 2

)
bs + 12q2I

2
rt∑
s=0

as

(i)

≤ IP

rt∑
s=0

(
6

P
+

1

P 2

)
bs + 12q2I

2
rt∑
s=0

as

≤ 7I

rt∑
s=0

bs + 12q2I
2

rt∑
s=0

as,

where (i) uses(
1 +

1

IP

)m1

− 1 ≤
(
1 +

1

IP

)I

− 1 = IP

I−1∑
i=0

(
1 +

1

IP

)i

≤ I

IP−1∑
i=0

(
1 +

1

IP

)i

=
1

P

((
1 +

1

IP

)IP

− 1

)
≤ 2

P
,

and (
1 +

1

IP

)m2

≤
(
1 +

1

IP

)IP

≤ 3.

Or, in the original notation:

Dr,k ≤ 2I

(
18η2L2I

N∑
i=1

qirtS
i
r0 + 36η2σ2

)
+ 6480η4L4I5P

r∑
s=r0

(
18η2L2I

N∑
i=1

qisS
i
r0 + 36η2σ2

)

+ 648η2L2I3P

r∑
s=r0

(
15η2L2IP

N∑
i=1

(
qis +

1

N

)
Si
r0 + 15η2IPE

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ 9η2ρ2σ2

)

≤ 36η2L2I2
N∑
i=1

qirS
i
r0 + 18 · 6480η6L6I6P

r∑
s=r0

N∑
i=1

qisS
i
r0

+ 9720η4L4I4P 2
r∑

s=r0

N∑
i=1

(
qis +

1

N

)
Si
r0 + 9720(r − r0)η

4L2I4P 3E
[
∥∇f(x̄r0)∥

2
∣∣∣Q]

+
(
72η2I + 36 · 6480(r − r0)η

6L4I5P + 5832(r − r0)η
4L2I3Pρ2

)
σ2

(i)

≤ 36η2L2I2
N∑
i=1

qirS
i
r0 + 18 · 6480η6L6I6P

r0+P−1∑
s=r0

N∑
i=1

qisS
i
r0

+ 9720η4L4I4P 2
r0+P−1∑
s=r0

N∑
i=1

(
qis +

1

N

)
Si
r0

+
(
72η2I + 36 · 6480η6L4I5P 2 + 5832η4L2I3P 2ρ2

)
σ2 + 9720η4L2I4P 3E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]

= 36η2L2I2
N∑
i=1

qirS
i
r0 + 9720η4L4I4P 3 1

N

N∑
i=1

Si
r0

+
(
18 · 6480η6L6I6P 2 + 9720η4L4I4P 3

) N∑
i=1

q̄ir0S
i
r0

+
(
72η2I + 36 · 6480η6L4I5P 2 + 5832η4L2I3P 2ρ2

)
σ2 + 9720η4L2I4P 3E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]

(ii)

≤ 36η2L2I2
N∑
i=1

qirS
i
r0 + 9720η4L4I4P 3 1

N

N∑
i=1

Si
r0 + 9753η4L4I4P 3

N∑
i=1

q̄ir0S
i
r0

+
(
73η2I + 5832η4L2I3P 2ρ2

)
σ2 + 9720η4L2I4P 3E

[
∥∇f(x̄r0)∥

2
∣∣∣Q] , (21)
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where (i) uses the fact that the interval {r0, . . . , r} is contained in the interval {r0, . . . , r0 + P − 1}
and (ii) uses the condition η ≤ 1

60LIP to simplify non-dominating terms. Also

Mr,k ≤ 7I

r∑
r=r0

(
15η2L2IP

N∑
i=1

(
qis +

1

N

)
Si
r0 + 15η2IPE

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ 9η2ρ2σ2

)

+ 180η2L2I3P

r∑
r=r0

(
18η2L2I

N∑
i=1

qisS
i
r0 + 36η2σ2

)

≤ 105η2L2I2P

r∑
r=r0

N∑
i=1

(
qis +

1

N

)
Si
r0 + 3240η4L4I4P

r∑
r=r0

N∑
i=1

qisS
i
r0

+
(
63(r − r0)η

2Iρ2 + 6480(r − r0)η
4L2I3P

)
σ2 + 105(r − r0)η

2I2PE
[
∥∇f(x̄r0)∥

2
∣∣∣Q]

(i)

≤ 105η2L2I2P

r0+P−1∑
r=r0

N∑
i=1

(
qis +

1

N

)
Si
r0 + 3240η4L4I4P

r0+P−1∑
r=r0

N∑
i=1

qisS
i
r0

+
(
63η2IPρ2 + 6480η4L2I3P 2

)
σ2 + 105η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]

≤ 105η2L2I2P 2 1

N

N∑
i=1

Si
r0 +

(
105η2L2I2P 2 + 3240η4L4I4P 2

) N∑
i=1

q̄ir0S
i
r0

+
(
63η2IPρ2 + 6480η4L2I3P 2

)
σ2 + 105η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]

(ii)

≤ 105η2L2I2P 2 1

N

N∑
i=1

Si
r0 + 106η2L2I2P 2

N∑
i=1

q̄ir0S
i
r0

+
(
63η2IPρ2 + 6480η4L2I3P 2

)
σ2 + 105η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q] , (22)

where (i) and (ii) use the same operations as in Equation 21. Summing Equation 22 and Equation 21,

Dr,k +Mr,k ≤ 36η2L2I2
N∑
i=1

qirS
i
r0 +

(
9720η4L4I4P 3 + 105η2L2I2P 2

) 1

N

N∑
i=1

Si
r0

+
(
9753η4L4I4P 3 + 106η2L2I2P 2

) N∑
i=1

q̄ir0S
i
r0

+
(
73η2I + 5832η4L2I3P 2ρ2 + 63η2IPρ2 + 6480η4L2I3P 2

)
σ2

+
(
9720η4L2I4P 3 + 105η2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
∣∣∣Q]

≤ 36η2L2I2
N∑
i=1

qirS
i
r0 + 109η2L2I2P 2

N∑
i=1

(
q̄ir0 +

1

N

)
Si
r0

+
(
75η2I + 65η2IPρ2

)
σ2 + 108η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q] ,

where the last inequality uses η ≤ 1
60LIP . This proves Equation 3. Equation 4 follows by summing

over r ∈ {r0, . . . , r0 + P − 1} and k ∈ {0, . . . , I − 1}, taking total expectation, and applying the
condition Er0 [q̄

i
r0 ] =

1
N .

Lemma 2. If η ≤ 1
60LIP , γη ≤ 1

60LIP , Er0 [q̄
i
r0 ] =

1
N , and E

[∑N
i=1

(
vir0
)2

Λi
r0

]
≤ ρ2, then

E
[
∥x̄r0+P − x̄r0∥

2
]
≤ 6γ2η2I2P 2E

[
∥∇f(x̄r0)∥2

]
+ γηIP

(
5γηρ2 + 7η2LI

)
σ2

+ 11γ2η2L2I2P 2 1

N

N∑
i=1

E
[
Si
r0

]
. (23)
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Proof. By the algorithm definition,

x̄r0+P−x̄r0 = −γη
r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

qir(∇Fi(x
i
r,k; ξ

i
r,k)−Gi

r0+Gr0) = −γη
r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

qirg
i
r,k.

To obtain the variance of the update x̄r0+P − x̄r0 ,

E

∥∥∥∥∥
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
gi
r,k − ḡi

r,k

)∥∥∥∥∥
2


= E

∥∥∥∥∥
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
((
∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)
−
(
Gi

r0 − Ḡi
r0

)
+
(
Gr0 − Ḡr0

))∥∥∥∥∥
2


≤ 2E

∥∥∥∥∥
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)∥∥∥∥∥

2


︸ ︷︷ ︸
A1

+ 2E

∥∥∥∥∥
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
−Gi

r0 + Ḡi
r0 +Gr0 − Ḡr0

)∥∥∥∥∥
2


︸ ︷︷ ︸
A2

. (24)

We can bound the two terms A1 and A2 separately as follows. For A1,

A1 = 2E

∥∥∥∥∥
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)∥∥∥∥∥

2


= 2E

E
∥∥∥∥∥

r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)∥∥∥∥∥

2
∣∣∣∣∣∣Q


(i)
= 2E

[
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

E
[∥∥qir (∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
)∥∥2∣∣∣Q]]

= 2

r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

E
[(
qir
)2 E [∥∥∇Fi(x

i
r,k; ξ

i
r,k)−∇fi(xi

r,k)
∥∥2∣∣∣Q]]

≤ 2σ2
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

E
[(
qir
)2]

≤ 2IPρ2σ2, (25)

where (i) uses the fact that for each i,
{
qir

(
∇Fi(x

i
r,k)−∇fi(xi

r,k)
)}

r,k
is a martingale difference

sequence with respect to G (when conditioned on Q) and that stochastic gradient noise is independent
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across clients. For A2,

r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
−Gi

r0 − Ḡi
r0 +Gr0 − Ḡr0

)
= −

r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
Gi

r0 − Ḡi
r0

)
+

r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
Gr0 − Ḡr0

)
= −I

r0+P∑
r=r0

N∑
i=1

qir
(
Gi

r0 − Ḡi
r0

)
+ IP

(
Gr0 − Ḡr0

)
= −IP

N∑
i=1

(
1

P

r0+P∑
r=r0

qir

)(
Gi

r0 − Ḡi
r0

)
+ IP

N∑
i=1

1

N

(
Gi

r0 − Ḡi
r0

)
= −IP

N∑
i=1

(
q̄ir0 −

1

N

)(
Gi

r0 − Ḡi
r0

)
,

so

A2 = 2I2P 2E

∥∥∥∥∥
N∑
i=1

(
q̄ir0 −

1

N

)(
Gi

r0 − Ḡi
r0

)∥∥∥∥∥
2


= 2I2P 2E

E
∥∥∥∥∥

N∑
i=1

(
q̄ir0 −

1

N

)(
Gi

r0 − Ḡi
r0

)∥∥∥∥∥
2
∣∣∣∣∣∣Q


(i)
= 2I2P 2E

[
N∑
i=1

E

[∥∥∥∥(q̄ir0 − 1

N

)(
Gi

r0 − Ḡi
r0

)∥∥∥∥2
∣∣∣∣∣Q
]]

= 2I2P 2E

[
N∑
i=1

(
q̄ir0 −

1

N

)2

E
[∥∥Gi

r0 − Ḡi
r0

∥∥2∣∣∣Q]]

= 2I2P 2E

 N∑
i=1

(
q̄ir0 −

1

N

)2

E

∥∥∥∥∥ 1

P z̄ir0−P I

r0−1∑
s=r0−P

I−1∑
k=0

zis
(
∇Fi(y

i
s,k; ζ

i
s,k)−∇fi(yi

s,k)
)∥∥∥∥∥

2
∣∣∣∣∣∣Q


= 2I2P 2E

 N∑
i=1

(
q̄ir0 −

1

N

)2 r0−1∑
s=r0−P

I−1∑
k=0

E

∥∥∥∥∥ 1

P z̄ir0−P I
zis
(
∇Fi(y

i
s,k; ζ

i
s,k)−∇fi(yi

s,k)
)∥∥∥∥∥

2
∣∣∣∣∣∣Q


= 2I2P 2E

[
N∑
i=1

(
q̄ir0 −

1

N

)2 r0−1∑
s=r0−P

I−1∑
k=0

1

P 2
(
z̄ir0−P

)2
I2

(
zis
)2 E [∥∥∇Fi(y

i
s,k; ζ

i
s,k)−∇fi(yi

s,k)
∥∥2∣∣∣Q]]

= 2I2P 2σ
2

I
E

[
N∑
i=1

(
q̄ir0 −

1

N

)2 r0−1∑
s=r0−P

(
zis
)2

P 2
(
z̄ir0−P

)2
]

= 2IPσ2E

 N∑
i=1

(
q̄ir0 −

1

N

)2 1
P

∑r0−1
s=r0−P

(
zis
)2(

1
P

∑r0−1
s=r0−P z

i
s

)2
 ≤ 2IPρ2σ2, (26)

where (i) uses the fact that, conditioned on Q, the variables Gi
r0 − Ḡi

r0 depend only on stochas-
tic gradient noise, which is independent across clients, and the last inequality uses the condition
E
[∑N

i=1

(
vir0
)2

Λi
r0

]
≤ ρ2. Plugging Equation 25 and Equation 26 into Equation 24 yields

E

∥∥∥∥∥
r0+P∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
gi
r,k − ḡi

r,k

)∥∥∥∥∥
2
 ≤ 4IPρ2σ2. (27)
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Therefore

E
[
∥x̄r0+P − x̄r0∥

2
]

= γ2η2E

∥∥∥∥∥
r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

qirg
i
r,k

∥∥∥∥∥
2


≤ γ2η2E

∥∥∥∥∥
r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

qirḡ
i
r,k

∥∥∥∥∥
2
+ γ2η2E

∥∥∥∥∥
r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

qir
(
gi
r,k − ḡi

r,k

)∥∥∥∥∥
2


(i)

≤ γ2η2E

∥∥∥∥∥
r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

qirḡ
i
r,k

∥∥∥∥∥
2
+ 4γ2η2IPρ2σ2

≤ γ2η2IP

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

E
[
qir
∥∥∇fi(xi

r,k)− Ḡi
r0 + Ḡr0

∥∥2]+ 4γ2η2IPρ2σ2

(ii)

≤ 5γ2η2IP

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

E
[
qir
(
∥∇f(x̄r0)∥2 + ∥∇fi(xi

r,k)−∇fi(x̄r,k)∥2

+ ∥∇fi(x̄r,k)−∇fi(x̄r0)∥2 + ∥∇fi(x̄r0)− Ḡi
r0∥

2 + ∥∇f(x̄r0)− Ḡr0∥2
)]

+ 4γ2η2IPρ2σ2

≤ 5γ2η2I2P 2E
[
∥∇f(x̄r0)∥2

]
+ 5γ2η2L2IP

r0+P−1∑
r=r0

I−1∑
k=0

N∑
i=1

(
E
[
qir∥xi

r,k − x̄r,k∥2
]
+ E

[
qir∥x̄r,k − x̄r0∥2

])
+ 5γ2η2I2P 2E

[
∥∇f(x̄r0)− Ḡr0∥2 +

N∑
i=1

(
1

P

r0+P−1∑
r=r0

qir

)
∥∇fi(x̄r0)− Ḡi

r0∥
2

]
+ 4γ2η2IPρ2σ2

(iii)

≤ 5γ2η2I2P 2E
[
∥∇f(x̄r0)∥2

]
+ 5γ2η2L2IPE

[
r0+P−1∑
r=r0

I−1∑
k=0

Dr,k +Mr,k

]

+ 10γ2η2I2P 2 1

N

N∑
i=1

E
[
∥∇fi(x̄r0)− Ḡi

r0∥
2
]
+ 4γ2η2IPρ2σ2, (28)

where (i) uses Equation 27, (ii) uses the decomposition

∇fi(xi
r,k)− Ḡi

r0 + Ḡr0 = ∇f(x̄r0) + (∇fi(xi
r,k)−∇fi(x̄r,k)) + (∇fi(x̄r,k)−∇fi(x̄r0))

+ (∇fi(x̄r0)− Ḡi
r0) + (∇f(x̄r0)− Ḡr0),
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and (iii) uses Gr0 = 1
N

∑N
i=1 G

i
r0 and Er0

[
q̄ir0
]
= 1

N to obtain

E

[
∥∇f(x̄r0)− Ḡr0∥2 +

N∑
i=1

(
1

P

r0+P−1∑
r=r0

qir

)
∥∇fi(x̄r0)− Ḡi

r0∥
2

]

= E

[
Er0

[
∥∇f(x̄r0)− Ḡr0∥2 +

N∑
i=1

(
1

P

r0+P−1∑
r=r0

qir

)
∥∇fi(x̄r0)− Ḡi

r0∥
2

]]

= E

[
∥∇f(x̄r0)− Ḡr0∥2 +

N∑
i=1

Er0

[
1

P

r0+P−1∑
r=r0

qir

]
∥∇fi(x̄r0)− Ḡi

r0∥
2

]

= E

[
∥∇f(x̄r0)− Ḡr0∥2 +

1

N

N∑
i=1

∥∇fi(x̄r0)− Ḡi
r0∥

2

]

= E

∥∥∥∥∥ 1

N

N∑
i=1

(
∇fi(x̄r0)− Ḡi

r0

)∥∥∥∥∥
2

+
1

N

N∑
i=1

∥∇fi(x̄r0)− Ḡi
r0∥

2


≤ E

[
1

N

N∑
i=1

∥∥∇fi(x̄r0)− Ḡi
r0

∥∥2 + 1

N

N∑
i=1

∥∇fi(x̄r0)− Ḡi
r0∥

2

]
.

The remaining term in Equation 28 can be simplified as:

E
[
∥∇fi(x̄r0)− Ḡi

r0∥
2
]
≤ E

∥∥∥∥∥∇fi(x̄r0)−
1

IP

r0−1∑
r=r0−P

I−1∑
k=0

zir
z̄ir0−P

∇fi(yi
r,k)

∥∥∥∥∥
2


≤ E

∥∥∥∥∥ 1

IP

r0−1∑
r=r0−P

I−1∑
k=0

zir
z̄ir0−P

(
∇fi(x̄r0)−∇fi(yi

r,k)
)∥∥∥∥∥

2


≤ 1

IP

r0−1∑
r=r0−P

I−1∑
k=0

E

[
zir

z̄ir0−P

∥∥∇fi(x̄r0)−∇fi(yi
r,k)
∥∥2]

≤ L2

IP

r0−1∑
r=r0−P

I−1∑
k=0

E

[
zir

z̄ir0−P

∥∥x̄r0 − yi
r,k

∥∥2]

= L2E

[
1

IP

r0−1∑
r=r0−P

I−1∑
k=0

zir
z̄ir0−P

E
[∥∥x̄r0 − yi

r,k

∥∥2∣∣∣Q]]
= L2E

[
Si
r0

]
.

35



Plugging back to Equation 28 yields

E
[
∥x̄r0+P − x̄r0∥

2
]

≤ 5γ2η2I2P 2E
[
∥∇f(x̄r0)∥2

]
+ 4γ2η2IPρ2σ2

+ 5γ2η2L2IPE

[
r0+P−1∑
r=r0

I−1∑
k=0

(Dr,k +Mr,k)

]
+ 10γ2η2L2I2P 2 1

N

N∑
i=1

E
[
Si
r0

]
(i)

≤ 5γ2η2I2P 2E
[
∥∇f(x̄r0)∥2

]
+ 4γ2η2IPρ2σ2

+ 5γ2η2L2IP

(
108η2I3P 3E

[
∥∇f(x̄r0)∥

2
]
+
(
75η2I2P + 65η2I2P 2ρ2

)
σ2

+ 254η2L2I3P 3 1

N

N∑
i=1

E
[
Si
r0

])
+ 10γ2η2L2I2P 2 1

N

N∑
i=1

E
[
Si
r0

]
≤ 5γ2η2I2P 2

(
1 + 108η2L2I2P 2

)
E
[
∥∇f(x̄r0)∥2

]
+ γηIP

(
4γηρ2 + 375γη3L2I2P + 325γη3L2I2P 2ρ2

)
σ2

+ 10γ2η2L2I2P 2
(
1 + 127η2L2I2P 2

) 1

N

N∑
i=1

E
[
Si
r0

]
(ii)

≤ 6γ2η2I2P 2E
[
∥∇f(x̄r0)∥2

]
+ γηIP

(
5γηρ2 + 7η2LI

)
σ2 + 11γ2η2L2I2P 2 1

N

N∑
i=1

E
[
Si
r0

]
.

where (i) uses Equation 4 from Lemma 1 and (ii) uses η ≤ 1
60LIP and γη ≤ 1

60LIP . This proves
Equation 23.

Lemma 3. Suppose that PQr0
(q̄ir0 > 0) ≥ psample, E

[
wi

r0

∣∣Q:r0

]
≤ P 2

N , Er0 [q̄
i
r0 ] = 1

N , and

E
[∑N

i=1

(
vir0
)2

Λi
r0

]
≤ ρ2. If η ≤

√
psample

60LIP and γη ≤ psample

60LIP , then

1

N

N∑
i=1

E
[
Si
r0+P

]
≤
(
324η2I2P 2 +

20

psample
γ2η2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+

(
226η2I + 195η2IPρ2 +

17

psample
γ2η2IPρ2

)
σ2

+

(
1− 1

2
psample

)
1

N

N∑
j=1

E
[
Sj
r0

]
.

Proof. Let 1 ≤ i ≤ N . We can consider the value Si
r0+P under two cases: q̄ir0 > 0 and the

complement. Let Ai
r0 = {q̄ir0 > 0}. Denote

Bi
1 = 1

{
Ai

r0

} 1

IP q̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

qisE
[∥∥xi

s,k − x̄r0+P

∥∥2∣∣∣Q]

Bi
2 = 1

{
Āi

r0

} 1

IP z̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

zisE
[∥∥yi

s,k − x̄r0+P

∥∥2∣∣∣Q] .
Then Si

r0+P = Bi
1 +Bi

2, and we can consider the two cases separately.

Notice that

∥xi
s,k − x̄r0+P ∥2 ≤ 3∥xi

s,k − x̄s,k∥2 + 3∥x̄s,k − x̄r0∥2 + 3∥x̄r0+P − x̄r0∥2.
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Therefore

Bi
1 = 1

{
Ai

r0

} 1

IP q̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

qisE
[∥∥xi

s,k − x̄r0+P

∥∥2∣∣∣Q]

≤ 1
{
Ai

r0

} 3

IP q̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

qis

(
E
[
∥xi

s,k − x̄s,k∥2
∣∣Q]+ E

[
∥x̄s,k − x̄r0∥2

∣∣Q]
+ E

[
∥x̄r0+P − x̄r0∥2

∣∣Q])
≤ 1

{
Ai

r0

} 3

IP q̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

qis (Ds,k +Ms,k) + 31
{
Ai

r0

}
E
[
∥x̄r0+P − x̄r0∥2

∣∣Q] .
Using Equation 3 from Lemma 1,

1
{
Ai

r0

} 3

IP q̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

qis (Ds,k +Ms,k)

≤ 1
{
Ai

r0

} 3

IP q̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

qis

(
108η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ (75η2I + 65η2IPρ2

)
σ2

+ 109η2L2I2P 2
N∑
j=1

(
q̄jr0 +

1

N

)
Sj
r0 + 36η2L2I2

N∑
j=1

qjsS
j
r0

)
≤ 324η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ (225η2I + 195η2IPρ2

)
σ2

+ 327η2L2I2P 2
N∑
j=1

(
q̄jr0 +

1

N

)
Sj
r0 + 1

{
Ai

r0

} 3

P q̄ir0

r0+P−1∑
s=r0

qis

36η2L2I2
N∑
j=1

qjsS
j
r0


= 324η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ (225η2I + 195η2IPρ2

)
σ2

+ 327η2L2I2P 2
N∑
j=1

(
q̄jr0 +

1

N

)
Sj
r0 + 108η2L2I2

N∑
j=1

(
1
{
Ai

r0

}
P q̄ir0

r0+P−1∑
s=r0

qisq
j
s

)
Sj
r0 .

Denote wi,j
r0 =

1{Ai
r0
}

P q̄ir0

∑r0+P−1
s=r0

qisq
j
s , so that wi

r0 = 1
N

∑N
j=1 w

i,j
r0 . Then

Bi
1 ≤ 324η2I2P 2E

[
∥∇f(x̄r0)∥

2
∣∣∣Q]+ (225η2I + 195η2IPρ2

)
σ2

+ 327η2L2I2P 2
N∑
j=1

(
q̄jr0 +

1

N

)
Sj
r0 + 108η2L2I2

N∑
j=1

(
1
{
Ai

r0

}
P q̄ir0

r0+P−1∑
s=r0

qisq
j
s

)
Sj
r0

+ 31
{
Ai

r0

}
E
[
∥x̄r0+P − x̄r0∥2

∣∣Q]
E
[
Bi

1

∣∣Q:r0

] (i)

≤ 324η2I2P 2E
[
∥∇f(x̄r0)∥

2
∣∣∣Q:r0

]
+
(
225η2I + 195η2IPρ2

)
σ2

+ 654η2L2I2P 2 1

N

N∑
j=1

Sj
r0 + 108η2L2I2

N∑
j=1

E

[
1
{
Ai

r0

}
P q̄ir0

r0+P−1∑
s=r0

qisq
j
s

∣∣∣∣∣Q:r0

]
Sj
r0

+ 3E
[
1
{
Ai

r0

}
∥x̄r0+P − x̄r0∥2

∣∣Q:r0

]
E
[
Bi

1

] (ii)

≤ 324η2I2P 2E
[
∥∇f(x̄r0)∥

2
]
+
(
225η2I + 195η2IPρ2

)
σ2

+ 654η2L2I2P 2 1

N

N∑
j=1

E
[
Sj
r0

]
+ 108η2L2I2

N∑
j=1

E
[
E
[
wi,j

r0

∣∣Q:r0

]
Sj
r0

]
+ 3E

[
1
{
Ai

r0

}
∥x̄r0+P − x̄r0∥2

]
, (29)
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where (i) uses Er0 [q̄
i
r0 ] =

1
N and the tower property E [E [·|Q]|Q:r0 ] = E [·|Q:r0 ], and (ii) uses the

tower property E [E [·|Q:r0 ]] = E [·].
Now consider Bi

2. Under Āi
r0 , zir = zir−P and yi

r,k = yi
r−P,k for all r ∈ {r0, . . . , r0 + P − 1}.

Therefore

Bi
2 = 1

{
Āi

r0

} 1

IP z̄ir0

r0+P−1∑
s=r0

I−1∑
k=0

zisE
[∥∥yi

s,k − x̄r0+P

∥∥2∣∣∣Q]

= 1
{
Āi

r0

} 1

IP z̄ir0−P

r0−1∑
s=r0−P

I−1∑
k=0

zisE
[∥∥yi

s,k − x̄r0+P

∥∥2∣∣∣Q]
(i)

≤ 1
{
Āi

r0

} 1

IP z̄ir0−P

r0−1∑
s=r0−P

I−1∑
k=0

zis

(
(1 + λ)E

[∥∥yi
s,k − x̄r0

∥∥2∣∣∣Q]
+

(
1 +

1

λ

)
E
[
∥x̄r0+P − x̄r0∥2

∣∣Q])
= 1

{
Āi

r0

}
(1 + λ)

1

IP z̄ir0−P

r0−1∑
s=r0−P

I−1∑
k=0

zisE
[∥∥yi

s,k − x̄r0

∥∥2∣∣∣Q]
+ 1

{
Āi

r0

}(
1 +

1

λ

)
E
[
∥x̄r0+P − x̄r0∥

2
∣∣∣Q]

= 1
{
Āi

r0

}
(1 + λ)Si

r0 + 1
{
Āi

r0

}(
1 +

1

λ

)
E
[
∥x̄r0+P − x̄r0∥

2
∣∣∣Q]

where (i) uses Young’s inequality with an arbitrary λ > 0. Taking conditional expectation E[·|Q:r0 ]
followed by total expectation yields

E[Bi
2|Q:r0 ] ≤ (1− psample) (1 + λ)Si

r0 +

(
1 +

1

λ

)
E
[
1
{
Āi

r0

}
∥x̄r0+P − x̄r0∥

2
∣∣∣Q:r0

]
E[Bi

2] ≤ (1− psample) (1 + λ)E
[
Si
r0

]
+

(
1 +

1

λ

)
E
[
1
{
Āi

r0

}
∥x̄r0+P − x̄r0∥

2
]
. (30)

Adding Equation 29 and Equation 30 yields

E
[
Si
r0+P

]
= E[Bi

1] + E[Bi
2]

≤ 324η2I2P 2E
[
∥∇f(x̄r0)∥

2
]
+
(
225η2I + 195η2IPρ2

)
σ2

+ 654η2L2I2P 2 1

N

N∑
j=1

E
[
Sj
r0

]
+ 108η2L2I2

N∑
j=1

E
[
E
[
wi,j

r0

∣∣Q:r0

]
Sj
r0

]
+ (1− psample) (1 + λ)E

[
Si
r0

]
+

(
3 +

1

λ

)
E
[
∥x̄r0+P − x̄r0∥2

]
.
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Averaging over i,

1

N

N∑
i=1

E
[
Si
r0+P

]
≤ 324η2I2P 2E

[
∥∇f(x̄r0)∥

2
]
+
(
225η2I + 195η2IPρ2

)
σ2 + 654η2L2I2P 2 1

N

N∑
j=1

E
[
Sj
r0

]
+ 108η2L2I2

N∑
j=1

E

[
E

[
1

N

N∑
i=1

wi,j
r0

∣∣∣∣∣Q:r0

]
Sj
r0

]

+ (1− psample) (1 + λ)
1

N

N∑
i=1

E
[
Si
r0

]
+

(
3 +

1

λ

)
E
[
∥x̄r0+P − x̄r0∥2

]
≤ 324η2I2P 2E

[
∥∇f(x̄r0)∥

2
]
+
(
225η2I + 195η2IPρ2

)
σ2

+
(
(1− psample) (1 + λ) + 654η2L2I2P 2

) 1

N

N∑
j=1

E
[
Sj
r0

]
+ 108η2L2I2

N∑
j=1

E
[
E
[
wj

r0

∣∣Q:r0

]
Sj
r0

]
+

(
3 +

1

λ

)
E
[
∥x̄r0+P − x̄r0∥2

]
≤ 324η2I2P 2E

[
∥∇f(x̄r0)∥

2
]
+
(
225η2I + 195η2IPρ2

)
σ2

+
(
(1− psample) (1 + λ) + 762η2L2I2P 2

) 1

N

N∑
j=1

E
[
Sj
r0

]
+

(
3 +

1

λ

)
E
[
∥x̄r0+P − x̄r0∥2

]
,

where the last inequality uses the condition E
[
wi

r0

∣∣Q:r0

]
≤ P 2

N . We can then apply Lemma 2 and
choose λ =

3psample

10(1−psample)
to obtain

1

N

N∑
i=1

E
[
Si
r0+P

]
≤
(
324η2I2P 2 +

(
3 +

1

λ

)
6γ2η2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+

(
225η2I + 195η2IPρ2 +

(
3 +

1

λ

)
5γ2η2IPρ2 +

(
3 +

1

λ

)
7γη3LI2P

)
σ2

+

(
(1− psample) (1 + λ) + 762η2L2I2P 2 +

(
3 +

1

λ

)
11γ2η2L2I2P 2

)
1

N

N∑
j=1

E
[
Sj
r0

]
≤
(
324η2I2P 2 +

20

psample
γ2η2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+

(
225η2I + 195η2IPρ2 +

17

psample
γ2η2IPρ2 +

23

psample
γη3LI2P

)
σ2

+

(
1− 7

10
psample + 762η2L2I2P 2 +

110

3psample
γ2η2L2I2P 2

)
1

N

N∑
j=1

E
[
Sj
r0

]
≤
(
324η2I2P 2 +

20

psample
γ2η2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+

(
226η2I + 195η2IPρ2 +

17

psample
γ2η2IPρ2

)
σ2 +

(
1− 1

2
psample

)
1

N

N∑
j=1

E
[
Sj
r0

]
,
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where the last inequality uses the conditions η ≤
√
psample

60LIP and γη ≤ psample

60LIP , and we used that
3 + 1

λ ≤ 10
3psample

.

Theorem 2 (Theorem 1 restated). Suppose Assumptions 1 and 2 hold, and E[wi
r0 |Q:r0 ] ≤ P 2

N , and

E
[∑N

i=1

(
vir0
)2

Λi
r0

]
≤ ρ2. If

γη ≤
psample

60LIP
, η ≤

√
psample

60LIP
,

then Algorithm 1 satisfies

P

R

∑
r0∈{0,P,...,R−P}

E[∥∇f(x̄r0)∥2] ≤
5∆

γηIR
+
(
20γηLρ2 + 5785η2L2IP

)
σ2.

Proof. Recall that

x̄r0+P − x̄r0 = −γη
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇Fi(x
i
r,k; ξ

i
r,k) + γηIP

N∑
i=1

(
q̄ir0 −

1

N

)
Gi

r0 (31)

Using the quadratic upper bound for smooth functions and taking total expectation,

E[f(x̄r0+P )− f(x̄r0)] ≤ −γηE

[〈
∇f(x̄r0),

r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇Fi(x
i
r,k; ξ

i
r,k)

〉]

+ γηIPE

[〈
∇f(x̄r0),

N∑
i=1

(
q̄ir0 −

1

N

)
Gi

r0

〉]

+
L

2
E
[
∥x̄r0+P − x̄r0∥2

]
(i)

≤ −γηE

[〈
∇f(x̄r0),Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇Fi(x
i
r,k; ξ

i
r,k)

]〉]

+ γηIPE

[〈
∇f(x̄r0),

N∑
i=1

(
Er0

[
q̄ir0
]
− 1

N

)
Gi

r0

〉]

+
L

2
E
[
∥x̄r0+P − x̄r0∥2

]
(ii)

≤ −γηE

[〈
∇f(x̄r0),Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇fi(xi
r,k)

]〉]

+
L

2
E
[
∥x̄r0+P − x̄r0∥2

]
, (32)
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where (i) uses the law of total expectation E[·] = E[Er0 [·]], and (ii) uses the condition Er0 [q̄
i
r0 ] =

1
N

together with

Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇Fi(x
i
r,k; ξ

i
r,k)

]
=

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

Er0

[
qir∇Fi(x

i
r,k; ξ

i
r,k)
]

=

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

Er0

[
E
[
qir∇Fi(x

i
r,k; ξ

i
r,k)
∣∣xi

r,k

]]
=

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

Er0

[
qirE

[
∇Fi(x

i
r,k; ξ

i
r,k)
∣∣xi

r,k

]]
=

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

Er0

[
qir∇fi(xi

r,k)
]

= Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇fi(xi
r,k)

]
.

Focusing on the inner product term of Equation 32:

− γηE

[〈
∇f(x̄r0),Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇fi(xi
r,k)

]〉]

= − γη

IP
E

[〈
IP∇f(x̄r0),Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇fi(xi
r,k)

]〉]

≤ −γηIP
2

E
[
∥∇f(x̄r0)∥

2
]
+

γη

2IP
E

∥∥∥∥∥Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇fi(xi
r,k)

]
− IP∇f(x̄r0)

∥∥∥∥∥
2
 ,

(33)
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where we used −⟨a, b⟩ = 1
2∥b− a∥2 − 1

2∥a∥
2 − 1

2∥b∥
2 ≤ 1

2∥b− a∥2 − 1
2∥a∥

2. Also

E

∥∥∥∥∥Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇fi(xi
r,k)

]
− IP∇f(x̄r0)

∥∥∥∥∥
2


= E

∥∥∥∥∥Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

(
∇fi(xi

r,k)−∇f(x̄r0)
)]∥∥∥∥∥

2


(i)

≤ 3E

∥∥∥∥∥Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

(
∇fi(xi

r,k)−∇fi(x̄r,k)
)]∥∥∥∥∥

2


+ 3E

∥∥∥∥∥Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

(∇fi(x̄r,k)−∇fi(x̄r0))

]∥∥∥∥∥
2


+ 3E

∥∥∥∥∥Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

(∇fi(x̄r0)−∇f(x̄r0))

]∥∥∥∥∥
2


(ii)

≤ 3E

∥∥∥∥∥
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

(
∇fi(xi

r,k)−∇fi(x̄r,k)
)∥∥∥∥∥

2


+ 3E

∥∥∥∥∥
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

(∇fi(x̄r,k)−∇fi(x̄r0))

∥∥∥∥∥
2


+ 3E

∥∥∥∥∥I
N∑
i=1

Er0

[
r0+P−1∑
r=r0

qir

]
(∇fi(x̄r0)−∇f(x̄r0))

∥∥∥∥∥
2


(iii)

≤ 3IP

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

E
[
qir
∥∥∇fi(xi

r,k)−∇fi(x̄r,k)
∥∥2]

+ 3IP

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

E
[
qir ∥∇fi(x̄r,k)−∇fi(x̄r0)∥

2
]

+ 3I2P 2E

∥∥∥∥∥
N∑
i=1

Er0

[
1

P

r0+P−1∑
r=r0

qir

]
(∇fi(x̄r0)−∇f(x̄r0))

∥∥∥∥∥
2


(iv)

≤ 3L2IP

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

E
[
qir
∥∥xi

r,k − x̄r,k

∥∥2]+ 3L2IP

r0+P−1∑
r=r0

N∑
i=1

I−1∑
k=0

E
[
qir ∥x̄r,k − x̄r0∥

2
]

= 3L2IP

r0+P−1∑
r=r0

I−1∑
k=0

E

[
N∑
i=1

qirE
[∥∥xi

r,k − x̄r,k

∥∥2∣∣∣Q]]

+ 3L2IP

r0+P−1∑
r=r0

I−1∑
k=0

E

[
N∑
i=1

qirE
[
∥x̄r,k − x̄r0∥

2
∣∣∣Q]]

≤ 3L2IPE

[
r0+P−1∑
r=r0

I−1∑
k=0

(Dr,k +Mr,k)

]
,

where (i) uses the decomposition

∇fi(xi
r,k)−∇f(x̄r0) = (∇fi(xi

r,k)−∇fi(x̄r,k))+(∇fi(x̄r,k)−∇fi(x̄r0))+(∇fi(x̄r0)−∇f(x̄r0)),
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(ii) and (iii) use Jensen’s inequality, and (iv) uses smoothness of each fi along with the condition
Er0

[
q̄ir0
]
= 1

N . Plugging into Equation 33 yields

− γηE

[〈
∇f(x̄r0),Er0

[
r0+P−1∑
r=r0

N∑
i=1

qir

I−1∑
k=0

∇fi(xi
r,k)

]〉]

≤ −γηIP
2

E
[
∥∇f(x̄r0)∥

2
]
+

3

2
γηL2E

[
r0+P−1∑
r=r0

I−1∑
k=0

(Dr,k +Mr,k)

]
(i)

≤ −γηIP
2

E
[
∥∇f(x̄r0)∥

2
]
+

3

2
γηL2

(
108η2I3P 3E

[
∥∇f(x̄r0)∥

2
]

+
(
75η2I2P + 65η2I2P 2ρ2

)
σ2 + 254η2L2I3P 3 1

N

N∑
i=1

E
[
Si
r0

])
≤ γηIP

(
−1

2
+ 162η2L2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]
+ γηIP

(
113η2L2I + 98η2L2IPρ2

)
σ2

+ 381γη3L4I3P 3 1

N

N∑
i=1

E
[
Si
r0

]
,

where (i) uses Equation 4 from Lemma 1.

Plugging into Equation 32 and applying Lemma 2 yields

E[f(x̄r0+P )− f(x̄r0)]

≤ γηIP

(
−1

2
+ 162η2L2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]
+ γηIP

(
113η2L2I + 98η2L2IPρ2

)
σ2

+ 381γη3L4I3P 3 1

N

N∑
i=1

E
[
Si
r0

]
+

1

2
LE
[
∥x̄r0+P − x̄r0∥2

]
≤ γηIP

(
−1

2
+ 162η2L2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]
+ γηIP

(
113η2L2I + 98η2L2IPρ2

)
σ2

+ 381γη3L4I3P 3 1

N

N∑
i=1

E
[
Si
r0

]
+

1

2
L

(
6γ2η2I2P 2E

[
∥∇f(x̄r0)∥2

]
(34)

+ γηIP
(
5γηρ2 + 7η2LI

)
σ2 + 11γ2η2L2I2P 2 1

N

N∑
i=1

E
[
Si
r0

])
≤ γηIP

(
−1

2
+ 162η2L2I2P 2 + 3γηLIP

)
E
[
∥∇f(x̄r0)∥

2
]

+ γηIP

(
5

2
γηLρ2 + 117η2L2I + 98η2L2IPρ2

)
σ2

+
(
381γη3L4I3P 3 + 6γ2η2L3I2P 2

) 1

N

N∑
i=1

E
[
Si
r0

]
(i)

≤ γηIP

(
−1

2
+ 162η2L2I2P 2 + 3γηLIP

)
E
[
∥∇f(x̄r0)∥

2
]

+ γηIP

(
5

2
γηLρ2 + 117η2L2I + 98η2L2IPρ2

)
σ2 + psampleγηL

2IP
1

N

N∑
i=1

E
[
Si
r0

]
,

(35)

where (i) uses η ≤
√
psample

60LIP and γη ≤ psample

60LIP .
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Using Lemma 3,

2γηL2IP
1

N

N∑
i=1

E
[
Si
r0+P

]
≤ 2γηL2IP

((
324η2I2P 2 +

20

psample
γ2η2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+

(
226η2I + 195η2IPρ2 +

17

psample
γ2η2IPρ2

)
σ2 +

(
1− 1

2
psample

)
1

N

N∑
j=1

E
[
Sj
r0

])

≤ γηIP

(
648η2L2I2P 2 +

40

psample
γ2η2L2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+ γηIP

(
552η2L2I + 390η2L2IPρ2 +

34

psample
γ2η2L2IPρ2

)
σ2

+ 2γηL2IP
1

N

N∑
j=1

E
[
Sj
r0

]
− psampleγηL

2IP
1

N

N∑
j=1

E
[
Sj
r0

]
≤ γηIP

(
648η2L2I2P 2 +

40

psample
γ2η2L2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+ γηIP
(
552η2L2I + 390η2L2IPρ2 + γηLρ2

)
σ2

+ 2γηL2IP
1

N

N∑
j=1

E
[
Sj
r0

]
− psampleγηL

2IP
1

N

N∑
j=1

E
[
Sj
r0

]
,

where the last inequality uses γη ≤ psample

60LIP . Adding this to Equation 35 and rearranging,

E[f(x̄r0+P )] + 2γηL2IP
1

N

N∑
i=1

E
[
Si
r0+P

]
≤

(
E[f(x̄r0)] + 2γηL2IP

1

N

N∑
i=1

E
[
Si
r0

])

γηIP

(
−1

2
+ 810η2L2I2P 2 + 3γηLIP +

40

psample
η2L2I2P 2

)
E
[
∥∇f(x̄r0)∥

2
]

+ γηIP

(
7

2
γηLρ2 + 669η2L2I + 488η2L2IPρ2

)
σ2

≤

(
E[f(x̄r0)] + 2γηL2IP

1

N

N∑
i=1

E
[
Si
r0

])

− 1

5
γηIPE

[
∥∇f(x̄r0)∥

2
]
+ γηIP

(
4γηLρ2 + 669η2L2I + 488η2L2IPρ2

)
σ2,

where we used γη ≤ 1
60LIP and η ≤ 1

60LIP . Finally, we can average over r0 ∈ {0, P, 2P, . . . , R−
P} and rearrange to obtain

P

R

∑
r0∈{0,P,...,R−P}

E[∥∇f(x̄r0)∥2] ≤ 5
E[f(x̄0)− f(x̄R)]

γηIR
+ 10

L2P

R

1

N

N∑
i=1

E
[
Si
0 − Si

R

]
+
(
20γηLρ2 + 3345η2L2I + 2440η2L2IPρ2

)
σ2

(i)

≤ 5∆

γηIR
+
(
20γηLρ2 + 3345η2L2I + 2440η2L2IPρ2

)
σ2

(ii)

≤ 5∆

γηIR
+
(
20γηLρ2 + 5785η2L2IP

)
σ2,

where (i) uses 1
N

∑N
i=1 E[Si

R] ≥ 0 and 1
N

∑N
i=1 E[Si

0] = 0 by initialization, and (ii) uses P ≥ 1
and ρ ≤ 1.
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Corollary 2 (Corollary 1 restated). Let ϵ > 0 and I ≥ 1. Suppose Assumptions 1 and 2 hold, and
that E[wi

r0 |Q:r0 ] ≤ P 2

N , and E
[∑N

i=1

(
vir0
)2

Λi
r0

]
≤ ρ2. If

R ≥ ∆Lρ2σ2

Iϵ4
+

300∆LP

psampleϵ2

η ≤ 1

264
min

{
∆1/4ρ1/2

L3/4I3/4R1/4P 1/2σ1/2
,
ρ
√
psample

LIP

}
γ =

1

η
min

{ √
∆

60
√
LIRρσ

,
psample

60LIP

}
,

then Algorithm 1 satisfies

P

R

∑
r0∈{0,P,...,R−P}

E[∥∇f(x̄r0)∥2] ≤ 302ϵ2.

Proof. First, η ≤ ρ
√
psample

264LIP ≤
√
psample

60LIP and γη ≤ psample

60LIP together with Assumptions 1 and 2 imply that
the conditions of Theorem 2 are satisfied. Therefore

P

R

∑
r0∈{0,P,...,R−P}

E[∥∇f(x̄r0)∥2] ≤
5∆

γηIR
+
(
20γηLρ2 + 5785η2L2IP

)
σ2.

From our choice of η,

5785η2L2IP ≤ 5785

2642
L2IP min

{
∆1/2ρ

L3/2I3/2R1/2Pσ
,
ρ2psample

L2I2P 2

}
≤ 5Lρ2 min

{
∆1/2

60L1/2I1/2R1/2ρσ
,
psample

60LIP

}
= 5γηLρ2.

Therefore

P

R

∑
r0∈{0,P,...,R−P}

E[∥∇f(x̄r0)∥2] ≤
5∆

γηIR
+ 25γηLρ2σ2

≤ 5∆

IR

(
60
√
LIRρσ√
∆

+
60LIP

psample

)
+ 25Lρ2σ2

√
∆

60
√
LIRρσ

≤ 301
√
∆Lρσ√
IR

+
300∆LP

psampleR
,

where we used our choice of γη. Finally, from our choice of R,

P

R

∑
r0∈{0,P,...,R−P}

E[∥∇f(x̄r0)∥2] ≤
301

√
∆Lρσ√
I

√
Iϵ2√

∆Lρσ
+

300∆LP

psample

psampleϵ
2

300∆LP

≤ 302ϵ2.

B Proofs for Specific Participation Patterns

Here we derive the convergence rates for the specific participation patterns discussed in Section 4.3.
In order to apply Corollary 1, the conditions in Assumption 2, Equation 1, and Equation 2 must
be satisfied. Since we already showed that Assumption 2 is satisfied by regularized participation
and cyclic participation (in Section 3.2), it only remains to show that Equation 1 and Equation 2 is
satisfied, and plug the appropriate values of ρ2, P , and psample into Corollary 1.
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Corollary 3 (Regularized Participation). Under regularized participation, for any ϵ > 0, there exist
choices of η, γ, I , and R such that E[∥∇f(x̂)∥2] ≤ O(ϵ2) and

R = O
(
LP

ϵ2

)
, RI = O

(
∆Lρ2σ2

ϵ4

)
.

Proof. We first show that Equation 1 and Equation 2 are satisfied under regularized participation. Let
r0 ∈ {0, . . . , R− P}. Using the fact that q̄ir0 = 1

N almost surely:

E
[
wi

r0

∣∣Q:r0

]
= E

 1

N

N∑
j=1

1
{
q̄jr0 > 0

}
P q̄jr0

r0+P−1∑
s=r0

qisq
j
s

∣∣∣∣∣∣Q:r0

 =
1

P
E

 N∑
j=1

r0+P−1∑
s=r0

qisq
j
s

∣∣∣∣∣∣Q:r0


=

1

P
E

r0+P−1∑
s=r0

qis

N∑
j=1

qjs

∣∣∣∣∣∣Q:r0

 =
1

P
E

[
r0+P−1∑
s=r0

qis

∣∣∣∣∣Q:r0

]

= E
[
qir0
∣∣Q:r0

]
=

1

N
≤ P 2

N
,

where we used the fact that
∑N

i=1 q
i
r = 1. This shows that Equation 1 is satisfied. Also, q̄ir0 = 1

N

means that vir0 = 0, so that E
[(
vir0
)2

Λi
r0

]
= 0 ≤ ρ2, and Equation 2 is satisfied. Therefore we

can apply Corollary 1. The complexity result follows by plugging in psample = 1 and choosing

I = O
(

∆ρ2σ2

Pϵ2

)
.

Corollary 4 (Cyclic Participation). Under cyclic participation with K̄ groups and S participating
clients in each round, for any ϵ > 0, there exist choices of η, γ, P, I , andR such that E[∥∇f(x̂)∥2] ≤
O(ϵ2) and

R = O
(
LK̄

ϵ2

(
N

S

))
, RI = O

(
∆Lσ2

Sϵ4

)
.

Proof. Again, we show that Equation 1 and Equation 2 are satisfied under cyclic participation. Let
r0 ∈ {0, . . . , R − P}. Denoting g(i) = ⌊ K̄

N (i − 1)⌋ and r(i) = r0 + g(i), it holds that, over the
rounds r ∈ {r0, . . . , r0 + P − 1}, client i belongs to group g(i) and is available only during round
r(i). Also, let Π(i) denote the set of indices of clients in group g(i). To simplify wi

r0 , recall that for
client i in group (r mod K̄):

qir =

{
1
S with probability S

N

0 with probability 1− S
N

,
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and qir = 0 for all clients i not in group (r mod K̄). So

E
[
wi

r0

∣∣Q:r0

]
= E

 1

N

N∑
j=1

1
{
q̄jr0 > 0

}
P q̄jr0

r0+P−1∑
s=r0

qisq
j
s

∣∣∣∣∣∣Q:r0


=

1

NP
E

r0+P−1∑
s=r0

qis

N∑
j=1

1
{
q̄jr0 > 0

}
q̄jr0

qjs

∣∣∣∣∣∣Q:r0


(i)
=

1

NP
E

qir(i) N∑
j=1

1
{
q̄jr0 > 0

}
q̄jr0

qjr(i)

∣∣∣∣∣∣Q:r0


(ii)
=

1

NP
E

qir(i) ∑
j∈Π(i)

1
{
q̄jr0 > 0

}
q̄jr0

qjr(i)

∣∣∣∣∣∣Q:r0


(iii)
=

1

NP
E

qir(i) ∑
j∈Π(i)

1
{
q̄jr0 > 0

}
1/SP

1

S

∣∣∣∣∣∣Q:r0


=

1

N
E

qir(i) ∑
j∈Π(i)

1
{
q̄jr0 > 0

}∣∣∣∣∣∣Q:r0


(iv)
=

S

N
E
[
qir(i)

∣∣∣Q:r0

]
=
S

N

(
S

N

1

S
+

(
1− S

N

)
· 0
)

=
S

N2
≤ P 2

N
,

where (i) uses qir = 0 for all r ̸= r(i), (ii) uses qjr(i) = 0 for all j /∈ Π(i), (iii) uses the fact that

q̄jr0 > 0 implies qjr(i) =
1
S and q̄jr0 = 1

SP , and (iv) uses the fact that S clients are sampled in each
round. This shows that Equation 1 is satisfied.

To see that Equation 2 is satisfied:

E

[
N∑
i=1

(
vir0
)2

Λi
r0

]
(i)
= E

[
N∑
i=1

E

[(
q̄ir0 −

1

N

)2
∣∣∣∣∣Q:r0

]
Λi
r0

]
(ii)
=

1

SNP

(
1− SK̄

N

) N∑
i=1

E
[
Λi
r0

]
=

1

SNP

(
1− SK̄

N

) N∑
i=1

 1

P

r0−1∑
s=r0−P

(
zis
)2/(

1

P

r0−1∑
s=r0−P

zis

)2


(iii)
=

1

SP

(
1− SK̄

N

)
1

P

1

S2

/(
1

P

1

S

)2

=
1

S

(
1− SK̄

N

)
≤ 1

S
= ρ2,

where (i) uses the tower property, (ii) uses the variance of q̄ir0 as computed in Appendix C, and
(iii) uses the fact that z̄ir0 > 0 by construction of z̄ir0 , and in this case zir = 1

S for exactly one
r ∈ {r0 − P, . . . , r0 − 1} and zir = 0 for all other r. Therefore Equation 2 is satisfied.

This shows we can apply Corollary 1. The complexity result follows by plugging in psample = S
N ,

P = K̄, ρ = 1√
S

, and choosing I = O
(

∆σ2

K̄Nϵ2

)
.
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C Complexity of Amplified FedAvg

In this section we derive the computation and communication complexity required for Amplified
FedAvg [39] to find an ϵ-stationary point under various client participation patterns, which we listed
in Table 1 of the main paper. Table 1 compares the complexity under i.i.d. participation, regularized
participation, and cyclic participation. Since i.i.d. participation is a special case of cyclic participation
with K̄ = 1 groups, here we only consider regularized and cyclic participation, and the result for i.i.d.
participation follows.

Many works in federated learning characterize data heterogeneity by assuming that there exists a
constant κ such that

∥∇fi(x)−∇f(x)∥ ≤ κ,

for all x. The previous analysis of Amplified FedAvg [39] instead assumes an upper bound δ̃(P ) on
a weighted heterogeneity that depends on client sampling. Specifically, they assume that there exists
δ̃(P ) such that ∥∥∥∥∥ 1P

r0+P−1∑
r=r0

N∑
i=1

qir(∇fi(x)−∇f(x))

∥∥∥∥∥
2

≤ δ̃2(P ),

for all x and r0. We restate their Corollary 3.2 for convenience:

Corollary 5 (Corollary 3.2 [39] informally restated). There exist parameter choices such that
Amplified FedAvg satisfies

min
r

E
[
∥∇f(x̄r)∥2

]
≤ O

(√
∆Lρσ√
RI

+
∆LP + κ2

R
+

σ2

RIP
+ E

[
δ̃2(P )

])
. (36)

As pointed out in their Section 4.2, we can interpret δ̃(P ) in terms of the conventional heterogeneity
constant κ as:

δ̃2(P ) ≤ Nκ2
N∑
i=1

(
q̄ir0 −

1

N

)2

.

Our Assumption 2(b) implies that EQr0
[q̄ir0 ] =

1
N . If we choose v ≥ 0 such that Var[q̄ir0 ] ≤ v2, then

we can take expecation of the above to obtain

E
[
δ̃2(P )

]
≤ N2κ2v2.

This “conversion" of δ̃(P ) to κ and v will allow us to compare their complexity to that of algorithms
that use the conventional heterogeneity assumption by computing v for each participation pattern.

Regularized Participation In this case, q̄ir0 = 1
N almost surely, so that v = 0 and accordingly

δ̃2(P ) = 0. Therefore

min
r

E
[
∥∇f(x̄r)∥2

]
≤ O

(√
∆Lρσ√
RI

+
∆LP + κ2

R
+

σ2

RIP

)
.

Therefore the choices

R ≥ O
(
∆LP + κ2

ϵ2

)
, RI ≥ O

(
∆Lρ2σ2

ϵ4
+

σ2

Pϵ2

)
,

imply
min
r

E
[
∥∇f(x̄r)∥2

]
≤ O

(
ϵ2
)
.

Cyclic Participation We can compute v in terms of the parameters of the participation pattern:
number of groups K̄ and number of participating clients S in each round. Although we chose P = K̄
for Amplified SCAFFOLD, we can satisfy Assumption(b) 2 by choosing P = mK̄ for any m ∈ N,
and indeed to achieve E[δ̃2(P )] ≤ ϵ2 we must choose P = mK̄ with m depending on ϵ.
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Let A(i) denote the set of rounds in {r0, . . . , r0 + P − 1} during which client i is available. Note
that A(i) has size m, since P = mK̄. Then

q̄ir0−
1

N
=

1

P

r0+P−1∑
r=r0

qir−
1

N

(i)
=

1

P

∑
r∈A(i)

qir−
1

N
=

1

mK̄

∑
r∈A(i)

qir−
1

bK̄
=

1

K̄

 1

m

∑
r∈A(i)

qir −
1

b

 ,

where (i) uses the fact that qir = 0 for all r /∈ A(i). Therefore

v2 =
1

K̄2
E


 1

m

∑
r∈A(i)

qir −
1

b

2


(i)
=

1

K̄2

1

m2

∑
r∈A(i)

E

[(
qir −

1

b

)2
]

(ii)
=

1

K̄2

1

m2

∑
r∈A(i)

1

S2

S

b

(
1− S

b

)

=
1

SmK̄2b

(
1− S

b

)
=

1

SNP

(
1− SK̄

N

)
,

where (i) uses the fact that {qir}r∈A(i) are independent and (ii) uses the fact that qir equals 1
S times a

Bernoulli variable for r ∈ A(i).

With a bound for v2, we can bound the remaining term in Equation 36 as follows:

E[δ̃2(P )] ≤ N2κ2v2 ≤ κ2

P

N

S

(
1− SK̄

N

)
.

Therefore, Amplified FedAvg under cyclic participation can find an ϵ-stationary point with the choices

P ≥ max

{
K̄,

κ2

ϵ2
N

S

(
1− SK̄

N

)}
R ≥ O

(
∆LK̄ + κ2

ϵ2
+

∆LNκ2

Sϵ4

(
1− SK̄

N

))
RI ≥ O

(
∆Lσ2

Sϵ4

)
.

D Experiment Details

Here we discuss experimental details deferred from the main body: client sampling parameters,
heterogeneity protocol, hyperparameter tuning, definition of the synthetic objective, and specification
of the CNN architecture used for the image classification experiments.

D.1 Client Sampling Parameters

For the synthetic objective, we set the number of groups K̄ = 2 and the availability time g = 240.
We set the communication interval I = 10 and train for R = 5000 rounds.

For Fashion-MNIST, we set the communication interval I = 30 and train a logistic regression model
for R = 2000 rounds, with availability time g = 4.

For CIFAR-10, we set the communication interval I = 5 and train a two-layer CNN for R = 12000
rounds, with availability time g = 10.
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Table 2: Hyperparameter search ranges and final values.

γ values γη values µ values

Synthetic
FedAvg {1} {10−6,10−5, 10−4, 10−3} {0}
FedProx {1} {10−6,10−5, 10−4, 10−3} {0.01, 0.1, 1.0, 10.0}
SCAFFOLD {1} {10−6, 10−5,10−4, 10−3} {0}
Amplified FedAvg {1.25, 1.5, 2,3} {10−6,10−5, 10−4, 10−3} {0}
Amplified SCAFFOLD {1.25,1.5, 2, 3} {10−6, 10−5,10−4, 10−3} {0}

Fashion-MNIST
FedAvg {1} {10−5,10−4, 10−3, 10−2} {0}
FedProx {1} {10−5,10−4, 10−3, 10−2} {0.01, 0.1, 1.0,10.0}
SCAFFOLD {1} {10−5, 10−4, 10−3,10−2} {0}
Amplified FedAvg {1.25, 1.5,2, 3} {10−5,10−4, 10−3, 10−2} {0}
Amplified SCAFFOLD {1.25,1.5, 2, 3} {10−5, 10−4, 10−3,10−2} {0}

CIFAR-10
FedAvg {1} {10−6,10−5, 10−4, 10−3} {0}
FedProx {1} {10−6,10−5, 10−4, 10−3} {0.01, 0.1, 1.0, 10.0}
SCAFFOLD {1} {10−6, 10−5,10−4, 10−3} {0}
Amplified FedAvg {1.25, 1.5, 2,3} {10−6, 10−5,10−4, 10−3} {0}
Amplified SCAFFOLD {1.25,1.5, 2, 3} {10−6, 10−5, 10−4,10−3} {0}

D.2 Heterogeneity Protocol

The following protocol is commonly used in the literature [17, 39] to convert a dataset into a collection
of heterogeneous local datasets according to a data similarity parameter s, where s = 0% creates
maximal data heterogeneity across clients, and s = 100% means that data is allocated to each client
uniformly at random.

A single, non-federated dataset (e.g. CIFAR-10) is partitioned into two subsets: s% of the samples
are allocated to an i.i.d. pool and randomly shuffled, and the remaining (100− s)% of the sampled
are allocated to a non-i.i.d. pool and are sorted by label. Samples are allocated to each client so that
s% of each local dataset comes from the i.i.d. pool, and the remaining (100− s)% comes from the
non-i.i.d. pool, so that with a small s, the majority of each local dataset consists of a small number of
labels.

D.3 Hyperparameter Tuning

For all three experiments in the main body (synthetic objective, Fashion-MNIST, and CIFAR-10), each
of the four baselines are individually tuned with grid search. For algorithms that use amplified updates
(Amplified FedAvg and Amplified SCAFFOLD), we tune the amplification rate γ by searching over
a fixed range of values. For the other algorithms (FedAvg and SCAFFOLD), we indicate the lack
of amplified updates by setting γ = 1. We tune η by allowing γη over a fixed range of values. For
FedProx’s µ parameter, we also search over a fixed range of values. The search range and final values
for each parameter are written in Table 2, along with the final values adopted for each algorithm.

D.4 Synthetic Objective

For the synthetic experiment, we use a difficult objective from a lower bound analysis of FedAvg
[43]. As defined in the lower bound analysis, the objective is parameterized by H,κ, σ, c, µ, and L.
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Figure 3: FashionMNIST with additional baselines. Amplified SCAFFOLD maintains the best
performance.

The objective maps R4 to R, and there are only two clients with corresponding local objectives

f1(x) =
µ

2
(x1 − c)

2
+
H

2

(
x2 −

√
µc

√
H

)2

+
H

8

(
x23 + [x3]

2
+

)
+ κx4

f2(x) =
µ

2
(x1 − c)

2
+
H

2

(
x2 −

√
µc

√
H

)2

+
H

8

(
x23 + [x3]

2
+

)
− κx4,

where [x]+ := max {x, 0}. The stochastic gradients for f1 and f2 are sampled from the distributions
∇f1(x)+ξe3 and ∇f2(x)+ξe3, respectively, where ξ ∼ N (0, σ2) and e3 denotes the third standard
basis vector in R4. We set the parameters of the objective as follows:

H = 16, κ = 16, σ = 1

c = 1, µ = 2, L = 2.

D.5 CNN Architecture

We use a simple 2-layer CNN for CIFAR-10. The first layer is a convolutional layer with 64 channels,
a 5× 5 kernel, stride of 2, padding of 2, and a ReLU activation. The second layer is a fully connected
layer with no activation.

E Additional Experimental Results

In this section, we provide two additional experimental results. First, in Section E.1, we add four
baselines to the experimental settings of the main paper: FedAdam [32], FedYogi [32], FedAvg-M
[5], and Amplified FedAvg with FedProx regularization. Second, in Section E.2, we evaluate all nine
algorithms (five from the main paper and the four additional baselines) under another non-i.i.d. client
participation pattern for the CIFAR-10 dataset, which we refer to as Stochastic Client Availability
(SCA).

E.1 Additional Baselines

We evaluate the four additional baselines for the Fashion-MNIST and CIFAR-10 experiments from
Section 5, keeping the same experimental setup. We tuned the hyperparameters of all baselines
according to the hyperparameter ranges suggested in the original paper of each algorithm, and we
allow the same compute budget for tuning each baseline as we did for tuning the algorithms in the
original paper, in terms of the total number of hyperparameter combinations evaluated. Also, the
results are averaged over five random seeds. The results are shown in Figures 3 and 4.

For FashionMNIST, FedAdam and FedYogi reach moderate training loss quickly, but are soon
overtaken by Amplified SCAFFOLD and later by SCAFFOLD. FedAvg-M exhibits a minor advantage
over FedAvg, but performs about the same as Amplified FedAvg. Amplified FedProx (i.e. Amplified
FedAvg with FedProx regularization) performs nearly identically to Amplified FedAvg.
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Figure 4: CIFAR-10 with additional baselines. FedAdam is competitive, but Amplified SCAFFOLD
maintains superiority.

For CIFAR-10, FedAdam is more competitive, but is still outperformed by Amplified SCAFFOLD.
FedYogi and FedAvg-M are further behind, though both still outperform SCAFFOLD. Amplified
FedProx is again nearly identical to Amplified FedAvg.

These additional comparisons demonstrate that Amplified SCAFFOLD outperforms strong empirical
baselines (FedAdam, FedYogi) under cyclic client participation, reinforcing the empirical validation
of our algorithm. This performance is consistent with the fact that Amplified SCAFFOLD has
convergence guarantees under periodic participation, while FedAdam and FedYogi were not designed
for settings beyond i.i.d. client sampling.

E.2 CIFAR-10 with Stochastic Client Availability

Here, we include an evaluation under another non-i.i.d. participation pattern, which we refer to as
Stochastic Cyclic Availability (SCA). SCA models device availability which is both periodic and
unreliable. Similarly to cyclic participation, the set of clients is divided into groups, and at each round
one group is deemed the "active" group, while the others are inactive. Unlike cyclic participation,
in SCA not every client in the active group is always available: Instead, when a group becomes
active, the clients in that group become available for sampling with probability 80%, while clients
in inactive groups have probability 5% to be available for participation. The active group changes
every g rounds. This stochastic availability models the real-life situation where a client device can
be unavailable at a time of day when it is usually available, or vice versa. In this way, SCA is more
flexible than cyclic participation and better captures the unreliability of client devices. Lastly, we
reused the remaining settings (g, K̄, I , etc.) and the tuned hyperparameters for each baseline from the
CIFAR-10 experiment under cyclic participation. Again, we average each algorithm’s performance
over five random seeds.

Results for CIFAR-10 under SCA participation are shown in Figure 5. Again, Amplified SCAFFOLD
outperforms all baselines under SCA participation. The relative performance of each baseline is
similar as under cyclic participation, with FedAdam staying competitive with Amplified SCAFFOLD,
followed by FedYogi and FedAvg-M. The remainder of the baselines have significantly worse
performance, and again Amplified FedAvg has not benefitted by adding FedProx regularization.

F Extended Comparison with Baselines

Here we include an extended comparison against two relevant prior works.

FedAvg with Cyclic Participation [8] analyzes FedAvg under cyclic participation, but the resulting
convergence rate does not benefit from local steps unless regularized participation is satisfied. They
analyze FedAvg for L-smooth and µ-PL objectives. Using their notation, K̄ is the number of client
groups, κ is the condition number of the objective, γ is the intra-group heterogeneity, M is the total
number of clients, N is the number of clients that participate in each round, and T is the number of
communication rounds. Then the dominating term in their convergence rate for FedAvg under cyclic
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Figure 5: CIFAR-10 under SCA (stochastic cyclic availability). Amplified SCAFFOLD converges
fastest.

participation (Theorem 2) is

Õ
(
K̄κγ2

µNT

(
M/K̄ −N

M/K̄ − 1

))
.

Notice that the number of local steps (denoted τ ) does not appear in this dominating term, so there is
no way to reduce the communication complexity (compared to parallel SGD) by taking local steps.
The only exception is when this term is zero from N =M/K̄, which is equivalent to the condition
that every client participates within every cycle of availability. Therefore, this result cannot show a
benefit from local steps unless the client participation is regularized.

SCAFFOLD In Section 4.3, we mentioned a discrepancy between the complexity of SCAFFOLD
vs. Amplified SCAFFOLD in terms of the dependence on N/S. In Table 1, the communication
complexity of SCAFFOLD and Amplified SCAFFOLD under i.i.d. participation differs by their
dependence on N

S . The complexity of Amplified SCAFFOLD is O
(
N
S

)
, while that of SCAFFOLD

is O
((

N
S

)2/3)
. This difference in the order of N

S is due to a potential small issue in the analysis of

SCAFFOLD, which we intentionally avoided by accepting a slightly worse dependence on N
S .

This difference stems from an apparent mistake in the original SCAFFOLD analysis. In the proof of
Lemma 16 (PMLR version of SCAFFOLD), the second-to-last equation of page 32 is obtained with
an incorrect step. Namely, while the current version includes

Ξr =
1

KN

∑
i,k

E∥αr
i,k−1 − xr∥2

=

(
1− S

N

)
1

KN

∑
i,k

E∥αr−1
i,k−1 − xr∥2 + S

N

1

KN

∑
i,k

E∥yr
i,k−1 − xr∥2, (37)

where the last line is obtained by conditioning on the event αr
i,k−1 = αr−1

i,k−1 and the complement
αr−1
i,k−1 = yri,k−1, which have probabilities 1− S

N and S
N , respectively. However, this condition is not

denoted in Equation 37. A corrected version should be written
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)
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∑
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∑
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E
[
∥yr

i,k−1 − xr∥2 | αr−1
i,k−1 = yri,k−1

]
,

but this conditional expectation is not specified in the proof of SCAFFOLD. For the remainder of the
proof of Lemma 16, these terms are treated as total expectation, leading to an inconsistency. Lemma
16 concludes by applying Lemma 15 in order to bound the term E

[
∥Er−1 [∆xr]∥2

]
. However, when

we make the correction to include the conditional expectation, we do not have a bound of Ξr in terms
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of E
[
∥Er−1 [∆xr]∥2

]
, we instead have a bound in terms of E

[∥∥∥Er−1

[
∆xr | αr−1

i,k−1 = yri,k−1

]∥∥∥2].

But this term with a conditional expectation inside the norm can’t be bounded with Lemma 15.

A pessimistic solution is to use Jensen’s inequality to bound

E
[∥∥∥Er−1

[
∆xr | αr−1

i,k−1 = yri,k−1

]∥∥∥2] ≤ E
[
Er−1

[
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= E

[
∥∆xr∥2

]
,

where the second line follows from the tower property. This is the step that we perform in our analysis
of Amplified SCAFFOLD, and this results in the N

S dependence.

Fixing their analysis to recover the same
(
N
S

)2/3
dependence may be possible, but we have instead

focused on achieving the best known complexity in terms of ϵ, κ, σ, and other problem parameters.

54



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Every claim made in the abstract is specifically tied to a theoretical convergence
property of our proposed algorithm, which are stated in Section 4.2 and proven in A and B.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussion limitations in the "limitations" paragraph of Section 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]

55



Justification: All of the theoretical results are stated with the full set of assumptions in
Sections 3, 3.1, and 4.2. The proofs are contained in Section A and B.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Experimental details are fully specified in Section 5.1 and Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The code for our experiments is included in the supplemental material with
instructions for reproduction.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The main training details are specified in Section 5.1. Details such as hyperpa-
rameters, tuning protocols, architecture choices, etc. are specified in Section D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: All of our experiments show results averaged over 3-5 random seeds, and error
bars are shown for learning curves. Error bar calculation is specified in Section 5.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Hardware resources are specified in Section 5.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have read and conformed to the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: Our paper is a theoretical paper on mathematical optimization problems arising
in distributed learning. We do not see any direct paths to negative applications beyond those
existing for any application of distributed learning or machine learning in general.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our paper does not involve the release of any data or models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Our paper uses existing datasets (Fashion-MNIST, CIFAR-10), and we cite
original sources for both datasets in Section 5.1.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

60


	Introduction
	Related Work
	Problem Setup
	Participation Framework
	Specific Participation Patterns

	Algorithm and Analysis
	Algorithm Overview
	Main Results
	Application to Participation Patterns
	Proof Sketch

	Experiments
	Setup
	Main Results
	Ablation Study

	Conclusion
	Proof of Theorem 1
	Preliminary Definitions
	Proofs

	Proofs for Specific Participation Patterns
	Complexity of Amplified FedAvg
	Experiment Details
	Client Sampling Parameters
	Heterogeneity Protocol
	Hyperparameter Tuning
	Synthetic Objective
	CNN Architecture

	Additional Experimental Results
	Additional Baselines
	CIFAR-10 with Stochastic Client Availability

	Extended Comparison with Baselines

