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Abstract

Generating event graphs from long documents
is challenging due to the inherent complex-
ity of multiple tasks involved such as detect-
ing events, identifying their relationships, and
reconciling unstructured input with structured
graphs. Recent studies typically consider all
events with equal importance, failing to dis-
tinguish salient events crucial for understand-
ing narratives. This paper presents CALLM-
SAE, a CAscading Large Language Model
framework for SAlient Event graph generation,
which leverages the capabilities of LLMs and
eliminates the need for costly human annota-
tions. We first identify salient events by prompt-
ing LLMs to generate summaries, from which
salient events are identified. Next, we develop
an iterative code refinement prompting strat-
egy to generate event relation graphs, removing
hallucinated relations and recovering missing
edges. Fine-tuning contextualised graph gen-
eration models on the LLM-generated graphs
outperforms the models trained on CAEVO-
generated data. Experimental results on a
human-annotated test set show that the pro-
posed method generates salient and more ac-
curate graphs, outperforming competitive base-
lines. !

1 Introduction

Events are fundamental discourse units which form
the backbone of human communication. They are
interconnected through various event relations such
as hierarchical, temporal, or causal relations. Event
relation graphs are vital for representing and un-
derstanding complex event narratives, with nodes
representing events and edges denoting relation-
ships between them. High-quality event relation
graphs can enhance numerous downstream tasks,
such as question answering (Lu et al., 2022) and
reasoning (Melnyk et al., 2022).

'Source code and dataset will be released upon paper ac-
ceptance.
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Figure 1: An example of salient event relation graph
(top) generated from the NYT article (bottom).

Recent studies on contextualised event graph
generation have focused on fine-tuning language
models to generate linearised graphs from docu-
ments in an end-to-end manner (Madaan and Yang,
2021; Tan et al., 2024a). These methods rely on
distant supervision, such as events and event tem-
poral relations detected using an approach called
CAEVO (McDowell et al., 2017), due to the data-
intensive nature of language models and heavy
manual efforts of annotating event graphs. How-
ever, CAEVO has limitations. It typically considers
predicates (e.g., verbs) in text as events and tends
to extract many insignificant events, such as “say”
and “think’”, which add little value to narrative un-
derstanding and have minimal connections to other
events, thus introducing noise to the event graphs.

To improve the quality of distant supervision
graphs, it is essential to consider the saliency of
events. We found that CAEVO-extracted events
often have low saliency because CAEVO takes a
bottom-up approach to event extraction, classifying
each predicate as an event or not. In contrast, iden-
tifying salient events requires a top-down approach.



Existing studies on identifying salient events or en-
tities use the summarisation test to guide human
annotation, where an event or entity is considered
salient if a human-written summary is likely to
include it (Dunietz and Gillick, 2014; Liu et al.,
2018). Given that instruction fine-tuned LLMs
perform on par with human writers in news sum-
marisation (Zhang et al., 2024), we propose gen-
erating salient events by instructing LLMs to first
summarise documents before identifying salient
events.

Moreover, we extend beyond the CAEVO’s
temporal-only relations to encompass multiple re-
lation types. We introduce iterative refinement
prompting in a code prompt format to generate
event relation graphs that include hierarchical, tem-
poral, and causal relations (see Figure 1). The
prompting framework is highly efficient because
the code prompt format generates each type of rela-
tion graph in a single pass, while the naive prompt-
ing method needs to query each possible event pair
individually. The iterative refinement process fur-
ther enhances the accuracy of event relation predic-
tions by using a hallucination grader to filter out
unfaithful edges and iterative generation to recover
missing edges.

Using the LLM-generated dataset, we fine-tune
Flan-T5 following the same method as Tan et al.
(2024a). However, the abstractive nature of salient
events poses challenges for evaluation, as salient
events rarely exactly match the gold standards de-
spite having the same semantic meaning. To ad-
dress this, we propose an evaluation metric based
on semantic text embeddings for assessing the
event relation graphs. Our experimental results
on the New York Times corpus (Sandhaus, 2008)
show that CALLMSAE, a novel CAscading Large
Language Model framework for SAlient Event
graph generation, outperforms the baselines in
terms of event saliency and edge quality. The
fine-tuned model surpasses previous models trained
with CAEVO-generated graphs. Our contributions
are summarised as follows:

* We propose CALLMSAE, a CAscading Large
Language Model framework for SAlient
Event graph generation, serving as a distant
signal generator for contextualised graph gen-
eration models. We also propose a novel con-
textualised evaluation metric for comparing
salient event graphs.

* We provide a large-scale LLM-generated

salient event graph dataset (10,247 docu-
ments) with three relation types for distant
supervision, along with a human-annotated
test set (100 documents).

* We present an extensive experimental evalua-
tion on LLM-generated event relation graphs
in terms of event saliency and event relation
on the NYT corpus, demonstrating how higher
quality salient event graphs can improve con-
textualised graph generation.

2 Related Work

Event Relation Graph Construction The early
idea of event relation graph construction comes
from UzZaman et al. (2013), which introduces a
dataset for evaluating an end-to-end system which
takes raw text as input and output TimeML an-
notations (i.e., temporal relations). CAEVO (Mc-
Dowell et al., 2017) and Cogcomptime (Ning et al.,
2018) both utilise a wide range of manually de-
signed features to train MaxEnt and averaged per-
ception for extracting events and relations. Han
et al. (2019b) proposed a joint event and relation
extraction model based on BERT (Devlin et al.,
2019) and BiLSTM (Panchendrarajan and Amare-
san, 2018). Other researchers focus on develop-
ing specialised sub-systems to classify extracted
event pairs for relations (Ning et al., 2019; Han
et al., 2019a; Wang et al., 2020; Tan et al., 2021).
ATOMIC (Sap et al., 2019) is a large-scale com-
monsense knowledge graph containing the causes
and effects of events. MAVEN-ERE (Wang et al.,
2022) is built with event coreference, temporal,
causal and subevent relations. However, ATOMIC
and MAVEN-ERE completely rely on crowdsourc-
ing and thus are difficult to extend. MAVEN-ERE
is less than half the size of our dataset and does not
consider the saliency of events.

Madaan and Yang (2021) fine-tune GPT-2 to
generate linearised graphs from documents in an
end-to-end manner. Their temporal relation graphs
used for training are produced by CAEVO. Follow-
ing this direction, Tan et al. (2024a) instead view
the task as set generation and propose a frame-
work based on set property regularisation and data
augmentation. In this paper, we focus on generat-
ing multi-relation graphs via in-context learning,
prompt interaction, and iterative refinement.

Salient Event Identification Several existing pa-
pers investigate the problem of identifying salient
events. Choubey et al. (2018) build a rule-based



classifier to identify central events by exploiting
human-annotated event coreference relations. They
find the central events either have large numbers of
coreferential event mentions or have large stretch
sizes. Jindal et al. (2020) propose a contextual
model to identify salient events based on BERT
and BiLSTM. They also mention several features,
such as event trigger frequency, which are essen-
tial features to identify the salient events. Liu
et al. (2018) propose a feature-based method using
LeToR (Liu et al., 2009) and a neural-based method
called Kernel-based Centrality Estimation. To train
and evaluate their methods, they build a dataset
based on the summarisation test: an event is con-
sidered salient if a summary written by a human
is likely to include it. Zhang et al. (2021) com-
bine the Kernel-based Centrality Estimation with
the event and temporal relation extraction model of
Han et al. (2019b) to build a salience-aware event
chain modelling system. However, they only fo-
cus on single-dimensional chains and only model
temporal relations.

3 Cascading LLMs to Generate Salient
Event Graphs

CALLMSAE combines various prompts in a
pipelined manner to generate salient event graphs.
In this section, we will first introduce the prompts
for generating salient events. Then, we will de-
scribe the method for generating relation graphs
based on the salient events. Lastly, we define an
evaluation metric for comparing event graphs: Hun-
garian Graph Similarity.

3.1 Generate Salient Events

The summarisation test (as mentioned in Section
1) is often used to guide the annotation of salient
events or entities (Dunietz and Gillick, 2014; Liu
et al.,, 2018). These studies identify events or
entities included in human-written summaries as
salient. Similarly, we instruct LLMs to generate a
summary first and then extract events from it.

3.2 Generate Graphs as Code Completion

While LLMs can extract salient events, they of-
ten struggle with identifying event relations (Chan
et al., 2023; Tan et al., 2024a). Prompt engineer-
ing for extracting event relations is complex due
to the need to incorporate various terminologies
and graph constraints. Moreover, prompt effi-
ciency is crucial as generating a large-scale dataset
with LLMs can still incur significant computational

costs, albeit less than crowdsourcing.

In our method, the main prompt for generating
the event relation graph is formulated as a Python
code completion task. The graph is defined using
the NetworkX? package in Python, with nodes rep-
resenting the salient events generated in Section
3.1. LLMs are instructed to complete the code by
adding relation edges using NetworkX’s APIs.

Recent research suggests that formulating
prompts as code can enhance LLMs’ reasoning
abilities (Wang et al., 2023; Zhang et al., 2023).
In our task, the Python code format effectively in-
corporates all necessary terminologies, enabling
LLMs to understand them without confusion. The
Python code format also allows for the inclusion of
constraints (e.g., ensuring the graph is a directed
acyclic graph) and additional instructions (e.g., ask
for explanations) as comments. LLMs can gener-
ate explanations as comments without disrupting
the main content of the graph. Moreover, the code
template simplifies parsing the response, as LLMs
are directed to use the “.add_edge()” function to
add the relations.

Since hierarchical, temporal, and causal rela-
tions are asymmetric, each can be represented by
a Directed Acyclic Graph (DAG). We formulate
three distinct prompts to guide LLMs in generating
three DAGs, each representing one of these rela-
tion types. This approach avoids the complexity
of a multi-label graph, and LLMs can focus on
a single relation type and carefully consider the
topological structure of the graph. We can also
use the “.find_cycle()” function from NetworkX to
detect constraint violations reliably. In addition,
if relation types are interconnected, the initially
generated graphs can help the generation of sub-
sequent graphs (as will be explained in Section
3.4). We provide an example of the code prompt in
Appendix (Table 9).

3.3 Iterative Refinement

Hallucination Grader The code prompt effi-
ciently guides LLMs to generate graphs, but it
often generates hallucinated relations. Based on
our preliminary experiments, these hallucinations
stem from the models’ overconfidence in their re-
lation predictions. Specifically, LLMs tend to in-
fer event relations without explicit linguistic cues
or strong evidence for logical inference. Conse-
quently, LL.Ms predict far more relations than the
gold standards, leading to low precision.

Zhttps: //networkx.org/documentation/stable/
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Figure 2: The proposed CALLMSAE framework.

Recent studies show that LLMs can evaluate and
correct their own outputs (Madaan et al., 2023; Asai
et al., 2024). Thus, we introduce a hallucination
grader to address hallucination. For each relation
edge generated, we pose a question to the LLMs
to determine whether the relation is grounded in
the given document. If the LLMs respond with a
“yes”, the edge is retained; otherwise, it is discarded.
An example of the hallucination grader prompt is
shown in Appendix (Table 10).

Recover Missing Edges The main benefit of the
hallucination grader is that it increases precision by
removing low-confident edges. However, this pro-
cess inevitably reduces recall. To mitigate this side
effect, we introduce an iterative refinement process.
After discarding hallucinated edges, we reinsert the
code block containing the relation edges into the
graph generation prompt and ask the LLMs to com-
plete the code again. In this way, the LLMs can
reconsider whether there are any missing relations
in the document, thereby improving recall.

Once the LLMs generate a new graph, the hal-
lucination grader checks the relation edges again.
This process is repeated for a fixed number of times.
We set the maximum number of iterations to 5 in
our experiments, as the LLMs stop discovering new
edges after 2 or 3 iterations in most documents.

3.4 Complement Relation Types

Hierarchical, temporal, and causal relations are not
independent of each other. We found that if one
type of relation depends on another, providing the
graph for the first relation can benefit the generation
of the dependent relation’s graph. Specifically, we

predict the hierarchical relation graph first. Then,
we provide this graph to the LLMs and ask them
to generate the temporal relation graph. Lastly,
with both the hierarchical and temporal relation
graphs available, the LLMs predict the causal rela-
tion graph.

The hierarchical relation describes two closely
related events at different granularity levels. It
focuses on the inherent semantics of the events
and does not depend on other relation types. For
example, “writing a dissertation” is a subevent of
“doing a PhD”. Therefore, we choose to predict the
hierarchical relations first.

Temporal relations can depend on hierarchical
relations. For example, knowing “doing a PhD”
happened before “being prompted to Professor” al-
lows us to deduce that “writing a thesis” also hap-
pened before “being prompted to Professor”. Thus,
we predict temporal relations after hierarchical re-
lations.

Lastly, causal relations depend on both hierarchi-
cal and temporal relation, as the antecedent event
in a causal relation must occur before the conse-
quence. Therefore, the causal relation is predicted
in the last step. For more details about the entire
prompting process, please refer to the descriptions
and pseudocode in Appendix C.

3.5 Hungarian Graph Similarity

It is challenging to compare event relation graphs
generated by LLMs due to the abstractive nature
of generation, making it difficult to align the gener-
ated events with the gold standard events (Li et al.,
2023). Moreover, salient events are often high-
level and abstract rather than fine-grained and con-



crete, which means some variations in wording is
not only acceptable but also expected. Instead of
using exact matching (Zhao et al., 2024) or rule-
based token matching (Tan et al., 2024b) on events
and relations to calculate F}, adopting semantic-
based evaluation metrics is more reasonable and
fair. As more tasks adopt text generation frame-
works, many researchers are also turning to metrics
based on language models rather than traditional
token matching metrics like ROUGE and BLUE
(Goyal et al., 2022; Pratapa et al., 2023).

In this study, we propose a novel metric for evalu-
ating LLM-generated event graphs, called Hungar-
ian Graph Similarity (HGS). The metric is based
on the Hungarian assignment algorithm (Kuhn,
1955), which is widely used in the object detec-
tion to match generated objects and target objects
(Carion et al., 2020). It can find the optimal assign-
ment given a cost matrix containing the distance
between elements in two lists of objects. We adapt
this algorithm to match predicted edges with edges
in the gold standard graphs as follows:

1. Encode the events using SFR-Embedding-
Mistral (Meng et al., 2024), which was
ranked 1% on the Massive Text Embedding
Benchemark leaderboard (Muennighoff et al.,
2022) at the time of our experiments.

2. Given two edges of the same relation
type, let é}f,éﬁ be the embeddings of the
head event and the tail event in the first
edge. Let & & be the embeddings of the
head and tail events in the second edges.
We define the distance between the edges
as max (Dcos(é}f, &), Deos (€, eh)), where
Deos(+, ) is the cosine distance.

3. Build a cost matrix by computing the distance
between every edge pair in the gold and pre-
dicted edge sets. Pad the matrix to a square
matrix with the maximum cost value of 1.

4. Apply the Hungarian algorithm to the cost
matrix to get the minimal cost value. The
final score is 1 — cost value, making the value
more intuitive (higher is better). To compute
the HGS over all the documents, we weight
the scores by the number of gold edges to
obtain an average value.

In step 2, we take the maximum value of the
distances between head and tail events because
relation edges are considered matched only if both
the head and tail events match.

For more detailed analysis, we define precision-
oriented HGS and recall-oriented HGS. We match
edges without padding the cost matrix in step 3
to obtain the total cost values of all matched edge
pairs. Then, the total matched similarity is the
number of matched edges minus the total cost.
Precision-oriented HGS is computed by divid-
ing the total matched similarity by the total number
of predicted edges. Recall-oriented HGS is com-
puted by dividing the total matched similarity by
the total number of edges in the target graph.

4 Dataset

In this section, we describe how we construct the
distant supervision dataset and a human-annotated
dataset from the New York Times (NYT) corpus.

4.1 Document Selection

We follow the same procedures as in (Tan et al.,
2024a) to select documents from the NYT corpus,
one of the largest news datasets, with additional fil-
tering based on document length. We select 10, 347
documents based on their descriptors indicating
they are related to event narratives instead of opin-
ions and discussions, such as sports and interna-
tional politics. Among them, 100 documents are
randomly sampled as the test set to be annotated
by humans. More details about data selection are
shown in Appendix A.1.

4.2 Annotation Settings

We recruited annotators from Prolific®. There are
two subtasks: salient event identification and event
relation identification. In the first subtask, the
participants are asked to identify the salient event
triplets: actor, trigger, and object (optional). We
provide the definition of an event and several ex-
amples in the guidelines. They are instructed to do
the summarisation test: the salient events should
be the events they would include in the summary
of the given article. Moreover, we provide some
prominent features for helping annotators to iden-
tify salient events (Choubey et al., 2018; Jindal
et al., 2020):

* Frequency: salient events are frequently men-
tioned in the articles.

* First appearance: salient events are often men-
tioned at the beginning of the article.

3ht’cp: //www.prolific.com
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e Stretch size: salient events are often men-
tioned throughout the articles. Stretch size
is the distance between the location where the
event is first mentioned and last mentioned. A
salient event usually has a large stretch size.

In the second stage, we ask participants to iden-
tify relation triplets: a source event, a relation type,
and a target event. Both the source and target
events should be among the salient events identified
in the first stage. In the guideline, we define three
relation types: happened_before, caused_by, and
is_subevent_of. happened_before indicates that
the source event happened earlier than the target
event. caused_by means the source event would
not have happened if the target event did not hap-
pen. is_subevent_of signifies that the source event
is a subevent of the target event. Annotators were
informed that relations would be either explicitly
mentioned in the article or inferred based on evi-
dence within the article. Further details about the
guidelines and user interface can be found in Ap-
pendix A.4.

4.3 Inter Annotator Agreement

Identifying salient events and event relations is
complicated and time-consuming. We found it
challenging to educate participants about these con-
cepts because, in daily life, the meanings of events
and relations differ from their definitions in the field
of information extraction. Moreover, the technical
definitions are much less intuitive to those outside
the academic field. As a result, thorough training
of participants is important to obtain high-quality
annotations.

In total, we recruited 3 annotators to annotate
100 documents. Due to their varying availability,
annotator 1 and 2 each annotated 45 documents,
while annotator 3 annotated 20 documents. Among
these, 5 documents were annotated by all three an-
notators. Following prior research in information
extraction (Gurulingappa et al., 2012; Zhao et al.,
2024), we used F to measure the inter-annotator
agreement on these 5 documents. To compute inter-
annotator agreement, events or relations identified
by one annotator are represented as set S;. An-
other annotator’s annotation So serves as a pseudo-

reference to compute precision = |S‘lgl ‘|92|, recall
_|S1NSs| _ 2]|81NSy|
= 5] and the F} score = FEEE

Table 1 shows the agreement scores for stages
1 and 2. Identifying salient events is subjective,
which makes it difficult to reach a complete agree-
ment. Moreover, event relation identification is

even more subjective and dependent on the previ-
ous stage, leading to less unanimous agreement.

Annotator  Stage 1  Stage 2
1&2 0.838 0.676
1&3 0.771 0.645
2&3 0.847 0.710

Average 0.819 0.677

Table 1: Inter-annotator agreement measured by Fj.

4.4 Dataset Statistics

Table 2 shows the distributions of the relation types
after applying the transitive closure to the anno-
tated graphs. happened_before emerges as the most
frequent relation type, reflecting the predominant
focus on temporal sequences in news articles, and
they are relatively straightforward to identify. Con-
versely, caused_by is the least frequent as it is the
most challenging to identify.

Relation Type Number
happened_before 310
caused_by 202
is_subevent_of 245
Total 757

Table 2: The distributions of the relation types.

5 Experiments

5.1 Model Settings

We compare our proposed approach with the fol-
lowing baselines:

* CAEVO (McDowell et al., 2017) is a pipeline
system based on a Maximum Entropy (Max-
Ent) classifier and manually designed features
for extracting events and temporal relations.

* Madaan and Yang (2021) trained language
models on CAEVO-generated linearised
graphs with the language modelling objective.
We implemented their method to train a Flan-
TS model.

* Tan et al. (2024a) also trained language mod-
els on CAEVO-generated graphs, but applied
data augmentations and regularisations to mit-
igate the set element misalignment issue. We
applied their method to train a Flan-T5.

* Han et al. (2019b) proposed a joint event
and temporal relation extraction model. We



adapted the model to predict hierarchical and
causal relations by training it on the MAVEN-
ERE dataset (Wang et al., 2022). We also re-
placed BERT with Longformer (Beltagy et al.,
2020) to enable it to process long documents.

* GPT-3.5 is an LLM based on the genera-
tive pre-train framework?. We used “gpt-3.5-
turbo”.

* GPT-4 is also an LLM based on the genera-
tive pre-train framework (OpenAl et al., 2024).
We used “gpt-4-1106-preview”.

e MIXTRAL is an LLM based on the Mistral
model and the mixture of expert framework.

We used the Mixtral 8x7B instruct version
(Jiang et al., 2024).

e LLAMA3 is an LLM based on the Llama
framework®. We used the Llama3-70B-
instruct 8-bit version provided by ollama®.
The 8-bit quantization is shown to be
degradation-free (Dettmers et al., 2022).

We fine-tuned a Flan-T5-base (250M) with the
relation graphs generated by CALLMSAE, follow-
ing the same method as in Tan et al. (2024a). The
baseline prompt evaluates whether each event pair
is supported by the document, akin to the hallucina-
tion grader described in Section 3.3. Thus, it serves
as an ablation of our method without incorporating
the code prompt.

CALLMSAE is designed to be model-agnostic.
Due to budget constraints and the preliminary test
results, we chose LLlama3 as the backbone of all the
prompt-based methods detailed in Table 5.

5.2 Event Saliency Evaluation

Table 3 shows the salient features (defined in
Section 4.2, computation formulas in Appendix
B) extracted from various backbone LLMs us-
ing summarisation prompts, alongside compari-
son with CAEVO and human annotations. The
LLM-generated events are much more salient than
CAEVO-generated events and exhibit similarity to
human annotations.

We also use human annotations to evaluate the
saliency. In the salient event identification annota-
tion, we provide the events generated by CAEVO

“https://platform.openai.com/docs/models/
gpt-3-5-turbo

Shttps://ai.meta.com/blog/meta-1lama-3/

®https://ollama.com/library/llama3:
70b-instruct-q8_0

Mean event Event First Stretch

number frequency T appearance | Size T

CAEVO 34.71 0.05 0.46 0.07
Human 8.26 0.11 0.31 0.20
GPT-4 6.49 0.09 0.37 0.18
Llama3 5.17 0.09 0.30 0.19
Mixtral 10.60 0.10 0.33 0.20

Table 3: The average number of extracted events and
the saliency features (in percentage values).

P R Fy HGS
CAEVO 329 3.72 349 18.18
Mixtral ~ 48.97 56.77 52.59 67.15

Table 4: Precision, recall, and F} based on the choices
of the annotators. Hungarian graph similarity (HGS) is
defined in Section 3.5. The values are in percentage.

and Mixtral as candidate salient events. Note that
only the top CAEVO events ranked in saliency fea-
tures are shown. Half of the candidates are from
CAEVO and the other half are from Mixtral. They
are randomly shuffled and then shown to the an-
notators. We compute the precision, recall, and
F1 based on how the annotators select them. We
also compute HGS using human-annotated salient
events as references (Table 4). It is clear that al-
though CAEVO extracted more events than Mixtral,
many of them are not salient. Mixtral outperforms
CAEVO significantly across all evaluation metrics.

5.3 Salient Event Relation Graph Evaluation

The salient event relation graph evaluation results
are shown in Table 5. Even with the most basic
prompting (Baseline Prompt), which queries the
relation of each event pair, Llama3 outperforms all
the baseline methods on all relation types. How-
ever, Baseline Prompt is slow and costly because
the number of prompts it needs for building one
graph is O(n?), where n is the number of events
in the document. On the other hand, Code Prompt
only needs O(1). Moreover, Code Prompt’s overall
HGS is significantly higher than Baseline Prompt
on all relation types. Baseline Prompt check the
event pairs more thoroughly and thus have higher
recall but its precision is much lower. The complete
CALLMSAE combines the code prompt and hallu-
cination grader for iterative refinement, checking
missing relations and verifying them to prevent hal-
lucination. It significantly increases the precision
and strikes a balance with recall.
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Hierarchical Temporal Causal

PHGS RHGS HGS PHGS RHGS HGS PHGS RHGS HGS
Han et al. (2019b) 0.158 0.247  0.098 0.092 0.352 0.148 0.084 0.316 0.116
CAEVO - - - 0.030 0.558  0.092 - - -
Madaan and Yang (2021) - - - 0.061 0.439 0.116 - - -
Tan et al. (2024a) - - - 0.126 0.335 0.187 - - -
Baseline Prompt 0.076 0.651  0.248 0.085 0.627 0.195 0.062 0.657  0.207
Code Prompt 0.174 0.559 0.315 0.153 0.678 0.283 0.121 0.632 0.272
Code Prompt (dependent rels) 0.196 0.544 0.334 0.211 0.601 0.341 0.135 0.599 0.272
CALLMSAE (ours) 0.196 0.544 0.334 0.294 0.509 0.327 0.198 0.529  0.295
Fine-tuned TS5 (CALLMSAE) 0.314 0.434 0.339 0.244 0.544 0.362 0.366 0.397 0.343

Table 5: The Hungarian graph similarity (HGS) of the LLM-generated graphs on the human-annotated NYT dataset.
PHGS is precision-oriented HGS. RHGS is recall-oriented HGS. Code Prompt (dependent rels) means adding
hierarchical graphs in the prompts for temporal graphs; and adding hierarchical and temporal for causal graphs.
Fine-tuned T5 (CALLMSAE) means fine-tuning a flan-T5 using the graphs generated by CALLMSAE.

In the temporal category, the results of Code
Prompt (dependent rels) are obtained when provided
with hierarchical graphs generated by CALLMSAE
to LLMs. It has much higher overall HGS and
precision than Code Prompt without hierarchical
information, showing that hierarchical information
can mitigate hallucinations during the temporal
graph generation. In the casual category, the results
of Code Prompt (dependent rels) are obtained when
given both hierarchical and temporal graphs gener-
ated by CALLMSAE. The additional information
also increases precision.

Fine-tuned TS5 outperform all the methods based
on CAEVO (McDowell et al., 2017; Madaan and
Yang, 2021; Tan et al., 2024a), showing that the
high-quality graphs generated by CALLMSAE can
boost the contextualised graph generation. Interest-
ingly, the performance of the Fine-tuned T5, fine-
tuned on CALLMSAE-generated data, exceeds that
of CALLMSAE itself, implying that the fine-tuned
model can effectively adapt the reasoning patterns
provided by Llama3 and generalise them.

5.4 Format Error and Cycles in the Graphs

A format error occurs when the generated code
blocks fail to pass the Python interpreter. We de-
tected these errors by executing the generated code.
If the Python interpreter returns an error, it is clas-
sified as a format error. We specified the relation
graphs as directed acyclic graphs in the prompt. If
there is a cycle in the generated graph, it means
that the LLM failed to follow the instructions. A
cycle also indicates a violation of logic constraints
because all the relations in the event relation graphs
are asymmetric. We detected the cycles using the
find_cycle() from the NetworkX after obtaining the
transitive closure of the graphs.

Format Error  Cycle
GPT-3.5 0 10.67
GPT-4 3.67 1.67
Mixtral 3.33 2.33
Llama3 0 0

Table 6: The average number of CALLMSAE-generated
graphs out of 100 with format errors or cycles.

We prompt each LLM three times on the anno-
tated test set. Table 6 shows the average number
of documents encountering format errors or cycles.
All LLMs have low rates of format errors which
shows that state-of-the-art LLMs can understand
the instruction well and generate executable Python
code. Among them, GPT-3.5 and Llama3 achieve
zero errors. The occurrence of cycles can serve as
an indicator of the reasoning ability of the LLMs.
About 10% of graphs generated by GPT-3.5 have
cycles, suggesting that GPT-3.5 may have limited
reasoning ability compared to other LLMs. GPT-4
and Mixtral both have low rates of cycle occur-
rence, but they are beaten by Llama3 which has
no cycle in all generations, showing its remarkable
understanding of the transitive and asymmetric con-
straints in the complex event relation graphs.

6 Conclusion

This study explored utilising LLMs to generate
salient event relation graphs from news docu-
ments without relying on human annotations. We
studied how the events generated by LLMs are
compared to the traditional methods in terms of
event saliency. We further demonstrated that
CALLMSAE-generated graphs can serve as distant
signals to fine-tune smaller models and outperform
those based on CAEVO.



Limitations

Although we have tested many prompting methods
and included several of the most effective ones in
this paper, we have not explored all possible com-
binations due to the extensive volume of recent
literature on prompt engineering. There might still
exist combinations of prompts that could further
improve performance. However, we are almost cer-
tain that any potential combinations, if they exist,
are likely to be more complex and thus less effi-
cient for building large-scale datasets. For example,
we did not add demonstrations in graph generation
because the code template is already quite lengthy.
Adding more documents could potentially exceed
the context windows of some LLMs, making it
challenging for them to interpret the instructions
effectively.

Ethics Statement

Event relation graph generation is a powerful tool
for understanding text. A potential misuse of the
proposed method is mining user behaviours on their
private data. For example, salient event relation
graphs can be extracted from users’ tweets to anal-
yse their potential reactions to advertisements and
scams. That could be a huge risk to social media
users.

Another potential risk is that the saliency may
introduce bias. LLMs may have their preferences
in selecting a specific group of events as important
events due to the data they were trained on. This is
a question which requires further large-scale inves-
tigation. However, we think this risk is negligible
in this study because we work on document-level
information. There is little room for selection given
that the news articles are already the products of
choice and distillation. If the system is used to ex-
tract information from a border information source,
such as social media, the risk must be carefully
assessed.
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A Additional Details of Dataset
Construction

A.1 Document Selection

We select news documents from the NYT corpus
based on the descriptors available. With regards to
the generation of salient even graphs, the most rel-
evant documents tend to be centered around event
narratives, so that they could be rich in event re-
lations. Tan et al. (2024a) investigated which de-
scriptors are rich in event narrative using event fre-
quency X inverse-descriptor frequency. We chose
the documents using the same descriptors as them
(e.g., “airlines and airplanes”, “united states inter-
national relations”, “civil war and guerrilla war-
fare”, “track and field”, “soccer”, etc.).

We applied additional filtering based on the num-
ber of words in the documents. Documents with
more than 8500 words or less than 100 words are
excluded. Based on our preliminary observations,
the extremely long documents are not typically
news articles (only takes 0.02% in the entire NYT).
They tend to be collections of articles over longer
time spans, making them not suitable as focus of
this study. Additionally, very long articles may af-
fect the performance of open-source LLMs only
due to limitations in the context length rather than
their reasoning abilities. On the other hand, ar-
ticles that are too short are less likely to contain
complex event relation graphs, so we also exclude
them. The final average word count of the selected
10347 documents is 780.

A.2 Frequent words and descriptors in the
annotated dataset

Test Train
Rank Word Count Word Count
1 win 41 win 2,964
2 express 15 make 1,591
3 play 14 face 1,564
4 make 13 express 1,411
5 defeat 12 include 1,307

Table 7: The top 5 most frequent trigger words in the
human-annotated test set and the distant train set.

Table 7 reports the most frequent trigger words
among the human-identified salient events and
LLM-generated salient events after filtering out the
light words (words that have no semantic meaning).
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We could see that “win”, “play”, and “defeat” are
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Test Train
Rank Descriptor Count Descriptor Count
1 U.S. International Relations 27 Terrorism 2,885
2 Terrorism 21 U.S. International Relations 2,574
3 Bombs and Explosives 17 Bombs and Explosives 1,727
4 U.S. Armament and Defense 15 U.S. Armament and Defense 1,717
5 Politics and Government 15 Politics and Government 1,649

Table 8: The top 5 most frequent descriptors in the human-annotated test set and the distant train set.

prominent triggers due to the sports topics within
the dataset. These articles usually mention multiple
events with these triggers. Triggers like “express”,
“include”, and “make” are instead common across
different scenarios.

Table 8 shows the most frequent descriptors in
the human-annotated test set and the distant train
set. These are the typical event-rich topics and are
full of narratives.

A.3 Disclaimers of Risks

Consider that a large portion of the new articles
in the New York Times corpus are about violent
incidences, such as terrorist attacks and war. To
prevent inflicting harm to traumatised victims, we
show the information clearly in the recruitment
description on the Prolific platform (Figure 3).

What will happen?

You will be asked to annotate a series of news articles. In each article, you will be asked
to identify the salient events. Salient events are the important events in the article
that you will include if you were to write a summary of the article. Salient events are
the center of the news. They could be key milestones or events that relate to many
other events. Salient events usually locate in the main clause of a sentence.

The topics of these articles include sports, politics, crimes, and business. These articles
are published from 1996 to 2007 in the New York Times. There may be descriptions of
violent events, such as terrorist attacks and war.

Figure 3: The recruitment descriptions.

A.4 Guidelines and User Interface

A well-designed user interface is essential for col-
lecting high-quality data efficiently. We fully coop-
erate with participants to improve the user interface
iteratively based on their feedback.

In the salient event identification stage (Figure 4),
we show the title, abstract, and content of the article
on the right side. We show candidate events, which
are extracted through CAEVO and Mixtral, on the
left sidebar. The shown CAEVO events are the top
events ranked based on the saliency feature score.
The participants can choose the candidate events
which they think are accurate and salient. The
guideline also informs them that if multiple options
refer to the same event, they can only choose the
most accurate and informative one. If a salient
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event is not present among the candidates, they
could write it in the text input box and add it.

In the event relation identification stage (Figure
5), they could choose a source event, a relation
type, and a target event to add a relation triplet.
The source event and the target event need to be
chosen from the salient event list from the first
stage. We automatically detect and prevent any new
event that will lead to duplication and contradiction.
The participants can also deselect the added event
if they change their minds. The participants were
asked to finish the first stage first, and then annotate
the second stage based on their own annotations in
the first stage.

In the following are reported the screenshots of
the guideline pages (Figure 6).

A.5 More details about the annotation

We started the annotation process by releasing sev-
eral trial rounds, during which we chose partici-
pants based on their dedication and understanding
of the terminologies. It required considerable com-
munication efforts to ensure they had an accurate
understanding of the task definition.

During training, we found a common mistake
among the annotators was that they tended to over-
estimate the is_subevent_of relation. They often
confused it with the caused_by relation or temporal
inclusion.

We advised them that is_subevent_of pertains
to two events on different granularity levels but
referring to the same subject. To distinguish
is_subevent_of from temporal overlap, they could
check whether the actor in the subevent is the same
as or a part of the actor or object in the parent event.
For example, if a parent event is “a team did some-
thing” the subevent can be “a member of the team
did something”.

A.6 Information about the Annotators

The annotators were paid at the rate of 8£/h. We
screened native English speakers from all over the
world to ensure they could read English articles



Entey

Judge Brinkema; must ensure; that the Constitution is fully applied
in Moussaoui's case

Zacarias Moussaoui; was denied; the right to see evidence crucial to
his defense

|| Ramzi bin al-Shibh; was a member of; Al Qaeda

|| brinkema; ordered; government

Bush administration; attempted; to bypass the Constitution while
conducting the war on terror

(| Justice Department; refused; to allow Moussaoui to question Ramzi

bin al-Shibh
evidence; assist; moussaoui

Judge Leonie Brinkema; ordered; the government to make bin al-
Shibh available

The government; claimed; it would pose a threat to national security
judge; allow; government

The government; refused; to make bin al-Shibh available

ranew event you want to add

Add the event

Source Event:

Current page (select to jump to a new page): Logout

1
Guideline

Please click the guidline link above to view the annotation guidelines and examples

The Trial of Zacarias Moussaoui

Abstract: Editorial says Justice Dept is trying to trample Bill of Rights in trial of Zacarias Moussaoui, so-
called 20th hijacker, by denying him right to see evidence critical to his defense and then suggesting it
might transfer his case to military tribunal if it does not like judge's ruling on matter; says war on
terrorism has not repealed Constitution, and Judge Leonie Brinkema must ensure that it applies fully
in Moussaoui's case

Since the Sept. 11 attacks, the Bush administration has repeatedly tried to dodge the Constitution while
prosecuting the war on terror. In the trial of Zacarias Moussaoui, the so-called 20th hijacker, the Justice
Department is once again attempting to trample the Bill of Rights - in this case, by denying Mr. Moussaoui
the right to see evidence critical to his defense. The judge should not allow the government to have its
way. The dispute now raging in the Moussaoui case is over whether the defendant will be permitted to
question Ramzi bin al-Shibh, a captured member of Al Qaeda who played a key role in the Sept. 11
conspiracy. Mr. bin al-Shibh is mentioned ly in Mr. i's indictment, and it is possible he
could provide evidence that could assist Mr. Moussaoui in his defense. The Sixth Amendment guarantees a
criminal defendant the right ""to have compulsory process for obtaining witnesses in his favor," and Judge
Leonie Brinkema has properly ordered the government to make Mr. bin al-Shibh available. But
prosecutors have refused, arguing that allowing Mr. Moussaoui to question Mr. bin al-Shibh would pose a

threat to national security. Faced with the government's defiance, Judge Brinkema can strike counts from

Figure 4: The user interface of salient event identification.

is_subevent_of;
(Bush administration; attempted; to bypass the Constitution while
conducting the war on terror)

<5> (Judge Leonie Brinkema; ordered; the government to make bin
al-Shibh available);

happened_before;

(Justice Department; refused; to allow Moussaoui to question Ramzi
bin al-Shibh)

<6> (Ramzi bin al-Shibh; was a member of; Al Qaeda);
happened_before;

(Judge Leonie Brinkema; ordered; the government to make bin al-
Shibh available)

<7> (Justice Department; refused; to allow Moussaoui to question
Ramyzi bin al-Shibh);

casued_by;

(Bush administration; attempted; to bypass the Constitution while
conducting the war on terror)

<8> (The government; claimed; it would pose a threat to national
security);

casued_by;

(Bush to bypass the C while

conducting the war on terror)

Justice Department; refused; to allow Moussaoui to question Ra... v
Relation:

casued_by v
Target Event:

v

Figure 5: The user interface of
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Current page (select to jump to a new page): Logout

1
Guideline

Please click the guidline link above to view the annotation guidelines and examples

The Trial of Zacarias Moussaoui

Abstract: Editorial says Justice Dept is trying to trample Bill of Rights in trial of Zacarias Moussaoui, so-
called 20th hijacker, by denying him right to see evidence critical to his defense and then suggesting it
might transfer his case to military tribunal if it does not like judge's ruling on matter; says war on
terrorism has not repealed Constitution, and Judge Leonie Brinkema must ensure that it applies fully

in Moussaoui's case

Since the Sept. 11 attacks, the Bush administration has repeatedly tried to dodge the Constitution while
prosecuting the war on terror. In the trial of Zacarias Moussaoui, the so-called 20th hijacker, the Justice
Department is once again attempting to trample the Bill of Rights -- in this case, by denying Mr. Moussaoui
the right to see evidence critical to his defense. The judge should not allow the government to have its
way. The dispute now raging in the Moussaoui case is over whether the defendant will be permitted to
question Ramzi bin al-Shibh, a captured member of Al Qaeda who played a key role in the Sept. 11

pr in Mr.
could provide evidence that could assist Mr. Moussaoui in his defense. The Sixth Amendment guarantees a
the right "'to have c 'y process for obtaining witnesses in his favor," and Judge
Leonie Brinkema has properly ordered the government to make Mr. bin al-Shibh available. But
prosecutors have refused, arguing that allowing Mr. Moussaoui to question Mr. bin al-Shibh would pose a
threat to national security. Faced with the government's defiance, Judge Brinkema can strike counts from

conspiracy. Mr. bin al-Shibh is

i's indictment, and it is possible he

criminal

the indictment that involve Mr. bin al-Shibh, or dismiss the entire case. Allowing the government to deny
access to Mr. bin al-Shibh with impunity would set the dangerous precedent that important constitutional
rights can be taken away in terrorism cases. It is not at all clear that allowing Mr. Moussaoui to question
Mr. bin al-Shibh in carefully monitored circumstances would threaten national security. If the Justice
Department is convinced it would, it can adjust the charges against Mr. Moussaoui so Mr. bin al-Shibh's

event relation identification.



fluently. We also selected participants based on
their previous submissions and approval rates to
ensure they were familiar with the platform and
were high-quality annotators.

Two of the final annotators are identified as male,
and they both come from the UK. One of the final
annotators is identified as female, and she comes
from Canada. They all identified as white.

A.7 Dataset Licensing

The original NYT corpus is available for noncom-
mercial research license. One of our authors has
obtained the license. Based on the license, we
could not include the original text in our dataset.
Thus, we will only release the generated/annotated
graphs. Our dataset will also be in noncommercial
research license.

B Saliency Features

Inspired by (Choubey et al., 2018), we calculate
the saliency features to show how our proposed
method differs from previous methods in terms of
event saliency. Unlike conventional computation
methods, these saliency features are calculated on
the sentence level to be comparable across docu-
ments of various lengths. These saliency features
are:

Event frequency: A salient event tends to ap-
pear frequently in the document. Let D
{s0, 81, -+, Sn—1, Sn } be the document and the list
of sentences in the document. Let e be the event.
Let M(e) = {si,8j,...,5,},0<i<j<k<n
be the list of sentences which mention the event e.
The event frequency is calculated as:

[M{e)|

n+1"

First appearance: News writers usually mention
the salient event as early as possible to attract read-
ers’ attention. The first appearance of the event e
is computed as:

frequency(D,e) = (1)

7

first_appearance(D,e) = —. 2
n

Stretch size: Salient events tend to be mentioned

all across the document. The stretch size of event e

is calculated as:

k

stretch_size(D, e) = — !

3

n

To detect which sentences mention the event e,
we first lemmatise the words in the document and
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the given event. Then, detect whether there is a
matched substring the same as the given event in
each sentence. However, the abstractive nature of
LLM-based salient event generation makes exact
matching not viable. To detect the event mention
of LLM-generated events, we formulate a series of
prompts. We first ask: “Which sentence in the doc-
ument below mentions the event "{event}"? Please
enclose that sentence in () and show it. Docu-
ment: """{doc_content} Then, we employ
iterative refinement in case the LLM misses any
other sentences: “Is there any other sentence in the
document directly mentioning the event "{event}"?
Please enclose that sentence in () and show it.”
Lastly, we collect the sentences from the responses.

We run the methods on the human-annotated
dataset (100 documents). We compute the saliency
features of the events in each document and take
the average across the events. Lastly, all the values
are averaged across all the documents.

mnoss

C Prompting Details

The total time cost for prompting Llama3 to con-
struct the training data (10247 documents) is about
2200 hours (total wall-clock time of all the ma-
chines). We run the models on multiple machines
with different specifications, including one with
6x RTX 3090, one with an A100, and one with
2x A40.

Table 9 shows an example of the code prompt
for hierarchical graph generation and the response
from Llama3. Table 10 shows an example of the
hallucination prompt and the response.

Algorithm 1 is the pseudo-code of the entire
salient event graph generation process.

In the summarization prompt, we use a temper-
ature of 0.8 and a top_p of 0.9. For the salient
event generation prompt, we use a temperature of
0.5 and a top_p of 0.9. The relation graph gener-
ation prompt also uses a temperature of 0.5 and a
top_p of 0.9. The hallucination grader prompt uses
a temperature of 0.



Input to the LLMs

Could you please finish the following code?

import networkx as nx

document = {document}

event_list = {event_list_str}

# This is a graph representing the hierarchical

relation between the events in the document

# Each edge in the graph represents a subevent

relation between the head and tail nodes which

are events

# An edge means the head event is a subevent

of the tail event. They are closely related but on

different granularity levels.

hierarchical_graph = nx.DiGraph() # This is a

directed acyclic graph. There should not be any

cycle in the graph.

# Add events as nodes

for event in event_list:
hierarchical_graph.add_node(event)

# Add hierarchical relations as edges to the graph

using .add_edge() function. The function takes

two strings as inputs. Each string represents an

event.

# There should not be any cycle in the graph. Ex-

plain the reason for each added edge as a comment

after each function call

Response from the LLMs

Here is the completed code:

import networkx as nx

hierarchical_graph = nx.DiGraph()

# Add events as nodes

for event in event_list:
hierarchical_graph.add_node(event)

# Add hierarchical relations as edges to the graph

hierarchical_graph.add_edge(“the government re-

sponded by reducing the provincial civil service

by 28%”, “liberals cut spending”)

# The event “the government responded by re-

ducing the provincial civil service by 28%” is a

subevent of “liberals cut spending” because it is

one way the Liberals cut spending.

Table 9: An example of the relation graph generation prompt input and the response from Llama3.

Input to the LLMs

You are a grader assessing whether an answer is
grounded in / supported by a set of facts. Give a bi-
nary score ‘yes’ or ‘no’ score to indicate whether
the answer is grounded in or supported by a set of
facts. Then, provide a short explanation.

Here are the facts: {document}

Here is the answer: Event “the government re-
sponded by reducing the provincial civil service
by 28%” is a subevent of event “liberals cut spend-

29

ing”.

Response from the LLMs

Score: Yes

Explanation: The answer is grounded in the facts
because it accurately identifies a specific action
taken by the government (reducing the provincial
civil service by 28%) as a subevent of the broader
event of cutting spending, which is mentioned in
the text.

Table 10: An example of the hallucination prompt input and the response from Llama3.



Algorithm 1 CALLMSAE: CAscading Large Language Models for SAlient Event graph generation

Input: Document d, Max Refinement Round &
Output: An Event Relation Graph g

1: summary < Summary_Generation(d)
2: salient_events < Event_Generation(summary)
3: hierarchical_graph < null
4: current_round < 0
5. while current_round < n do
6: hierarchical_graph < Hierarchical_Graph_Generation(d, salient_events,
hierarchical _graph)
7: hierarchical_edges < Get_Edges(hierarchical_graph)
8 for edge; in hierarchical_edges do
: remove_edge < Hallucination_Grader(d, edge;)
10: if remove_edge then
11: hierarchical_graph < Remove_edge(hierarchical_graph, edge;)
12: end if
13: end for
14: current_round < current_round + 1

15: end while

16: temporal_graph < null

17: current_round < 0

18: while current_round < n do

19: temporal_graph < Temporal_Graph_Generation(d, salient_events, temporal_graph,
hierarchical_graph)

20: temporal_edges + Get_Edges(temporal_graph)

21: for edge; in temporal_edges do

22: remove_edge <— Hallucination_Grader(d, edge;)

23: if remove_edge then

24: temporal_graph < Remove_edge(temporal_graph, edge;)
25: end if

26: end for

27: current_round < current_round + 1

28: end while

29: causal_graph < null

30: current_round < 0

31: while current_round < n do

32: causal_graph < Causal_Graph_Generation(d, salient_events, causal_graph,
temporal_graph, hierarchical_graph)

33: causal_edges < Get_Edges(causal_graph)

34: for edge; in causal_edges do

35: remove_edge < Hallucination_Grader(d, edge;)

36: if remove_edge then

37: causal_graph < Remove_edge(causal_graph, edge;)
38: end if

39: end for

40: current_round < current_round + 1

41: end while
42: g « {hierarchical_graph,temporal_graph, causal_graph}
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Guideline

Back to annotation page

When you visit the annotation platform for the first time, there may be a ngrok confirmation page.
Just click 'visit' to confirm. ngrok is a tool which we use for setting up the website.

Step one

Select a page from the dropdown menu to start
annotating. You can also use the 'Previous’ and
‘Next' buttons at the bottom to navigate through
the pages.

Each page shows a news article. The large font text
is the title. The bold font text is the abstract. The
rest is the main content.

You should primarily use the words and phrases
from the main content to construct events. Please

don't repeat events from the title or the abstract.
Step two

The sidebar on the left show a list of candidate
salient event suggested by an algorithm. We ask
you to do the followings:

1. Ifyou think an event is salient, tick the
checkbox next to it. Otherwise, untick the

checkbox.

2. Ifyouthink there is an event that isn't listed,
you can add it by entering the event in the text
box.The event should at least contain a
subject and a trigger.

3. Ifyouthink aticked event makes no sense,
untick it. When two options are referring to the
same event, untick the one you think is less
informative.

Every modification will be saved automatically.

Definition of Event

Officials Will Tour A Changed New
York

Step one

Up to 30,000 Troops From a Dozen
Nations to Replace Some G.1.'s in
Irag

Step two

An event is anything that happens as described in the article. We represent the events in a structured

format: actor; trigger; target. The actor of the event is usually the subject of a sentence. The trigger can

be seen as the predicate of a sentence. The target is usually the object in the sentence which is optional.

Example

Nerw Work; |5 ome af the four
Candidate Cties. competing 1o be
resested 10 the I0C

Thie task force: wil bour; same
i wtes and the proposed
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R T r——
proposed locations of amy spores
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bast city for 2012 - New York Cit
Baltimers and Hewuston smangst Americas cardidstes (4]

ark City -

$an Francisce, Washington-

apooi o

But the oty

Example one

18



In example 1, New York; is one of the four candidate cities; competing to be presented to the 10C should not
be chosen because the predicate isn't something that can be considered as an event. An event is
essentially a change of state. Predicates like "is" is only describing one state. On the other hand, New York;
is competing; with three cities to be presented to the I0C should be chosen because the predicate can

indicate an event.
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Tt promisi o the Diym pac b |5 A Nesw Wou's sput ancl etoenic diveesity, & well a5 It aility 1o Aandia
srcurity Yor emor e event, emirody Oty dess

e Ve el — S Frvmcisco, Homeston and Wasigtion- Baltiman: — offer thess swwn vasiatians of the

patriotic-Dlympic sentiments.

“Thut fouir s are Compating o e amang the twa chosen by fhe LS 0. task fore in Sestambee. Then,
i by, e full Oy mpsic ComasEnnt bosed vaill et et coy If will peesent 10 the seenationsl

Obympic Committee: the |.0.C. will make 3 final choice in 2005,

Thve tasl forue will iour s athetic sites and the [ocation of the proposed Olmpic Village in Long lsland

Example two

In example 2, Daniel L. Doctoroff; said; we don't want any sympathy for that is an event but not a salient

event because simply describing someone said something isn't important enough in this article.

Metraritars; was; Major League
Saccer game

B Metrotars; won against New
England Revolation

BB Metrostars wor wilh 8 saore of 3-1
et

Lothar Matthaus: was sble to play.
e 1o aslipped disk.

Lothas Mserhaue, plipedt 34 3
substinate

B Lothar Matthaus: prosided; the
amsist for Adolis Valencia's game-
wing goal

BB Adutts vislenuis scured; he gams-
Tying ol in the firal mimutes of
segulation time

[PV ReP———
e vt

B3 Adotto vatencia, scored, meh a
Dowestul header

Metrorstary, have; an LL-point lesd
‘aver the second place Revolution

Metrostars: wese able torally;
duspiae missing hey midSeiders Tab
Barmos and Ry Myess.

G, mat ke, by phvgtic l play

MetroStars Pull Out Victory to
Tighten Grip on Division

Abstract: MetroStars defeat Now England Revalution, 2.1 (M)

WILh Lothar Mattiaus playieg I Major Leagee Socces for the Brst time in six weeks because of » sipped
sk, the MatroStars ended 3 fwo-game |osieg ihreak with a 3-1 avertems victary over the New England
Revalution bonight at sosked Glants Stadium belore  crowd sancunced st 12688,

Aty Valericia besvid both gl or Uje MegSlan (34921, ing uding e vo-callid geiisen gostthres
mirules s Uhe e ime. Walentia gek hs wnner mith 3 powesful hesder from G yards alies 8 coener kick
o0 4o right by Chat Matiis Mathos who hiad 3 spramed right 3kl mas wsed 55 3 Subttute bor the firt
e this season, entering the game in the S5th minsts.

TS mpOrEANt for M 50 phay when I'm mally it £ 1IrP 10 560 HHat 11 T4 €N win wiEh me,
Mt zaid with 3 semile. “Hanw, 10 rancentrate an the MetroStans and nothing il

c Zami i w2 goal
WD e minutes e in egulstion

T extremely proud af the guys™ he 3aid. They pulied fhrogh and fhey weee rewanted af The end ™

i at | lencia's First goal, which ith Tehtin
Lt  cine: mirte alter s had apened the scoring Matthaus gave the
e ., who beat Jurges from close range for hes.

seam-leading L2th goal of the season.

Tha victory. the Metiabian’ thind of the wesson i Siew Cngland, strengthened their geaition step the
Eastem Dossion, mhere they Nave o |1 pxsnt ead ower the wond-giace Reveiution (116

The Metrostar for scorea fer 1w e, Taking & pass
Toarm Mseicios WAEM after 3 cormes bick By Jsbn Haskes, Harrs bt Mike Aememann Iroem 10 pasds, But
MaEIISusS ralied the METFGSZATS with s s 1o Mathis

Example three

In example 3, MetroStars; won; Major League isn't selected because it is less accurate and imformative
than the second option. They are referring to the same event and we don't want duplication. The fourth
and fifth options are not selected due to they are more about a description of state than a change of state.
Game; was marked; by physical play isn't selected because there is no direct reference in the article that
the game is marked by physical play.

Below are more annotated examples.

Falling commaity prices.
cantributed; ta the sconamic shamp

D —— British Columbia's Liberals Deliver a
e Tax Cut, Then Pay Dearly

B the busiget surphus; turmed inte. s
large deficit Abstract: beitr

B the government. responded; by

reducing the provincial ciil service
by

Wecdents of British Colurmibes will recewe o bag Cut in Shesr icome tases on New Fear's Day, thelr second
in i meTn, Bt tar £ 290lause, T pe poveming i eparioncag a drop
in publi segport

I thn gt mpheind;
three-year spending froeoe an health
care and educason

Taw cuts weve 3 major pramise in the campaigs that brewght the Liberaks to office in the geovince in 3

Ianslide eheclon win last May. The Libevals, ied by Gerdon LampDetl, 8 farmer secomndary schood teacher,

vesi-estate exccute and theee term mayar of Yancouver, won sl But tma af the T3 seats in the westem

D the finance ministar; claimed; that provinge's begislative sssembsly They defeated the leh leaning fuew Democrals, mhose 16 pears in sffice
Ehe ta cuts will Rimalaee consumer were marked by & rowing public role in the economy and numercus takes ol economic mismanagement.
Sarentiong and busingss imensimest

W e Jan. | redhections, e or i ch e

Figure 6: Annotation guidelines of salient event identification shown to the annotators.
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Guideline

Back to annotation page

Step one

Select a page from the dropdown menu to start Officials Will TourAchanged New

annotating. You can also use the 'Previous' and York

'Next' buttons at the bottom to navigate through

e e o 2012 Sarmmer Oiymgles: Nevw York Cieycompetes aganst San Framciscs, Wasihingioer
p—

the pages.

Each page shows a news article. The large font text
is the title. The bold font text is the abstract. The

rest is the main content.

sumamer. which sbanced New ek ot

Step one
You should primarily use the words and phrases
from the main content to construct events. Please

don't repeat events from the title or the abstract.

Step two

Officials Will Tour A Changed New
York

You could add event relations to the left sidebar. To
add a relation, first choose a source event, then SE—
choose arelation type and a target event. There are :

three options for relation type. Relation

Step two

is_caused_by means the source eventis strictly
dependent on the target event. The source event
wouldn't happen if the target event doesn't
happen. Relation happened_before means the
source event happened before the target event as
described by the article. It's the temporal relation
in the real world instead of the occurence order in
the article. Relation is_subevent_of means the

source event is the subevent of the target event.

Please find all the relations that are desbribed in
the article. Including the relations that are explicitly
mentioned, and the relations that can be inferred
based on the evidence presented in the article. If
logical inference cannot fully support the relation,
please don'tinclude it. Every modification will be

automatically saved on the server.

Example

B 2> (The sk
Otymaec llag

ome Al it a0 e eop0sed
cayk

The task force: wi acriical five-hour sessien at Ciy Hall an and Pl Commeasioner Raymond W. Kelly

Mondsy.

W'l g grlled” Do toret saia

Example one

In example 1, (The task force; will tour; some athletic sites and the proposed Olympic Village in Long
Island City) will be on Sunday and (The task force; will have; a critical five-hour session at City Hall) will be
on Monday. They are explicitly related by time.

(Gareti . Edmoneon-Jomes; will be Bying back; on s e jet

he R actory = Toulouse, France)

Tn_subant_ot

G H. Emong50n-30nes, 164 8 Emiopean vacation, 10 #vosd the

rupainn of the Repubian Nationa| Comvention

—— SOMEONE'S GOTTODOIT

Gareth M Echmandsonr Jomes: will be lyng back, on s newjet o ¥
bstrac: Jetblue exccutive 6

Gareth W Edmandsan Jomes; book 3 European vacation; ta seeid. .~

Phasse dor't sdd the same relaion twice

Example two

In example 2, (Gareth H. Edmondsen-Jones; will be flying back; on a new jet from the Airbus factory in
Toulouse, France) is part of the vacation in the event (Gareth H. Edmondson-Jones; took a European

wvacation; to avoid the disruption of the Republican National Convention).

Figure 7: Annotation guidelines of relation identification shown to the annotators.

20



	Introduction
	Related Work
	Cascading LLMs to Generate Salient Event Graphs
	Generate Salient Events
	Generate Graphs as Code Completion
	Iterative Refinement
	Complement Relation Types
	Hungarian Graph Similarity

	Dataset
	Document Selection
	Annotation Settings
	Inter Annotator Agreement
	Dataset Statistics

	Experiments
	Model Settings
	Event Saliency Evaluation
	Salient Event Relation Graph Evaluation
	Format Error and Cycles in the Graphs

	Conclusion
	Additional Details of Dataset Construction
	Document Selection
	Frequent words and descriptors in the annotated dataset
	Disclaimers of Risks
	Guidelines and User Interface
	More details about the annotation
	Information about the Annotators
	Dataset Licensing

	Saliency Features
	Prompting Details

