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Abstract
Meta reinforcement learning aims to develop poli-
cies that generalize to unseen tasks sampled from
a task distribution. While context-based meta-RL
methods improve task representation using task la-
tents, they often struggle with out-of-distribution
(OOD) tasks. To address this, we propose Task-
Aware Virtual Training (TAVT), a novel algorithm
that accurately captures task characteristics for
both training and OOD scenarios using metric-
based representation learning. Our method suc-
cessfully preserves task characteristics in virtual
tasks and employs a state regularization technique
to mitigate overestimation errors in state-varying
environments. Numerical results demonstrate that
TAVT significantly enhances generalization to
OOD tasks across various MuJoCo and Meta-
World environments. Our code is available at
https://github.com/JM-Kim-94/tavt.git.

1. Introduction
Research in meta reinforcement learning (meta-RL) aims to
train policies on training tasks sampled from a training task
distribution, with the goal of enabling the learned policy
to adapt and perform well on unseen test tasks. Model-
agnostic meta-learning (MAML) (Finn et al., 2017) seeks to
find initial parameters that can generalize well to new tasks
by using policy gradients to measure how well the current
policy parameter can adapt to new tasks. On the other hand,
to effectively distinguish tasks while capturing the task char-
acteristics, context-based meta-RL methods that learn task
latents through representation learning has been researched
recently (Rakelly et al., 2019; Zintgraf et al., 2019; Fu et al.,
2021). One of the most well-known context-based methods,
PEARL (Rakelly et al., 2019), learns task representations
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from off-policy samples and uses these samples for rein-
forcement learning, resulting in sample-efficient learning
and faster convergence compared to traditional methods. In
contrast, another prominent context-based meta-RL method,
VariBad (Zintgraf et al., 2019), employs a Bayesian ap-
proach to learn a belief distribution over environments, ef-
fectively managing the exploration-exploitation trade-off
in previously unseen environments. Recently, to address
this issue and better distinguish tasks based on their char-
acteristics, advanced representation learning methods such
as contrastive learning have been increasingly adopted in
meta-RL (Fu et al., 2021; Choshen & Tamar, 2023). CCM
(Fu et al., 2021) is a meta-RL method that integrates con-
trastive learning with PEARL. In CCM, task latents from
the same task are treated as having a positive relationship
and are trained to be close to each other, while latents from
different tasks are treated as having a negative relationship
and are trained to be distant.

Advanced representation learning in meta-RL improves the
ability to distinguish training tasks through learned task
latents. However, most existing methods assume that the
test task distribution matches the training distribution, limit-
ing their effectiveness on out-of-distribution (OOD) tasks.
Latent Dynamics Mixture (LDM) (Lee & Chung, 2021)
addresses this by training policies with virtual tasks (VTs)
created via linear interpolation of task latents learned by
VariBad, improving OOD generalization. Despite its bene-
fits, we identify two key issues with the existing methods for
VT construction. First, generated VTs often fail to capture
task characteristics accurately. Second, LDM focuses solely
on reward sample generation, which struggles in environ-
ments with task-dependent state transitions. To overcome
these limitations, we propose Task-Aware Virtual Training
(TAVT), a novel algorithm that generates VTs accurately
reflecting task characteristics for both training and OOD
scenarios. Using a Bisimulation metric (Ferns et al., 2011;
Ferns & Precup, 2014), our method captures task variations,
such as changing goal positions, and incorporates an on-off
task latent loss to stabilize the task latents. In addition, we
introduce task-preserving sample generation to ensure VTs
generate realistic sample contexts while maintaining task-
specific features. Finally, to address state-varying environ-
ments, our task decoder generates full dynamics including
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Figure 1. (a) 2D Goal positions in the Ant-Goal environment: The blue shaded area indicates the training task distribution, with blue
marks representing inner training tasks, green marks representing outer training tasks, and red marks denoting OOD test tasks. (b-e)
t-SNE visualization of task latents for various context-based meta-RL methods.

both rewards and next states, and we propose a state reg-
ularization method to mitigate overestimation errors from
generated samples.

Table 1 compares our method with existing approaches, and
Fig. 1 illustrates differences in task latent representations
for the Ant-Goal-OOD environment, where an ant agent
should reach a goal point. Fig. 1(a) shows 2D goal posi-
tions, including training and OOD test tasks. While PEARL
struggles to distinguish tasks, CCM, VariBad, and LDM
differentiate training tasks but scatter OOD test task repre-
sentations or fail to align goal position angles. In contrast,
our method (TAVT) accurately aligns task latent for both
training tasks and OOD test tasks, reflecting task character-
istics more effectively. In particular, while other methods
either disregard VT or rely on simple reconstruction-based
VT, our approach utilizes metric-based representation and
generative methods, enabling the encoder to learn more ac-
curate VT contexts that effectively capture task information.
This highlights the novelty of our proposed VT framework.
To introduce the proposed TAVT, the paper outlines the
meta-RL setup in Section 2, our approach in Section 4, and
experimental results in Section 5, showing improved task
representation and OOD generalization.

Table 1. Comparison of Context-based Meta RL Methods
Task Representation Virtual Tasks Task-preserving VT Samples

PEARL O X X
VariBAD O X X

CCM O X X
LDM O △ (reward only) X

TAVT (Ours) O O O

2. Preliminary
2.1. Meta Reinforcement Learning

In meta-RL, each task T is sampled from a task distribution
p(T ) and defined as a Markov Decision Process (MDP)
(S,A, P T , RT , γ, ρ0), where S and A are the state and ac-
tion spaces, P T represents state transition dynamics, RT is
the reward function, γ ∈ [0, 1) is the discount factor, and

ρ0 is the initial state distribution. At each time step t, the
agent selects an action at based on the policy π, receives
a reward rt := RT (st, at), and transitions to the next state
st+1 ∼ P T (·|st, at). The MDP for each task may vary, but
all tasks share the same state and action spaces. During
meta-training, the policy π is optimized to maximize the
cumulative reward sum

∑
t γ

trt across tasks sampled from
p(Ttrain). The policy is then evaluated on OOD test tasks
from p(Ttest), which differs entirely from p(Ttrain).

2.2. Context-based Meta RL

Recent meta-RL methods focus on learning latent contexts
to differentiate tasks. PEARL (Rakelly et al., 2019), a well-
known context-based meta-RL approach, learns task latents
z ∼ qψ(·|cT ) using a task encoder qψ with parameters ψ
and task context cT := {(sl, al, rl, s′l)}

Nc
l=1, where s′ is

the next state and Nc is the number of transition samples.
PEARL defines task-dependent policies π(·|s, z) and Q-
functionsQ(s, a, z), using soft actor-critic (SAC) (Haarnoja
et al., 2018) to train policies. The task encoder qψ is trained
to minimize the encoder loss:

ET ∼p(Ttrain)[Ez∼qψ [LQ(T , z)] +DKL(qψ(·|cT )||N(0, I))],

where N is the multivariate Gaussian distribution, I is the
identity matrix, and LQ is the SAC critic loss. Inspired
by the variational auto-encoder (VAE) (Kingma & Welling,
2013), PEARL uses LQ instead of VAE’s reconstruction
loss to better distinguish tasks.

2.3. Virtual Task Construction

To improve the generalization of policies to various OOD
tasks, LDM (Lee & Chung, 2021) defines the task latents
zα for a virtual task as a linear interpolation of training task
latents zi, i = 1, · · · ,M , expressed as:

zα =

M∑
i=1

αizi (1)
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where α = (α1, · · · , αM ) ∼ βDirichlet(1, 1, ..., 1)− β−1
M

is the interpolation coefficient, Dirichlet(·) is the Dirichlet
distribution, and M is the number of training tasks used
for mixing. The parameter β ≥ 1 controls the degree of
mixing: with β = 1, only interpolation within the train-
ing task latents occurs, while β > 1 allows extrapolation
beyond the original latents. LDM further trains the policy
using contexts generated from the task decoder based on
the interpolated latents zα, enabling it to handle OOD tasks
more effectively.

3. Related Works
Advanced Task Representation Learning:Advanced rep-
resentation learning techniques have been widely explored
to improve task latents that effectively distinguish tasks. Re-
cent meta-RL methods use contrastive learning (Oord et al.,
2018) to enhance task differentiation through positive and
negative pairs, improving task representation (Laskin et al.,
2020; Fu et al., 2021; Choshen & Tamar, 2023) and captur-
ing task information in offline setups (Li et al., 2020b; Gao
et al., 2023). The Bisimulation metric (Ferns et al., 2011)
is employed to capture behavioral similarities (Zhang et al.,
2021; Agarwal et al., 2021; Liu et al., 2023) and group simi-
lar tasks (Hansen-Estruch et al., 2022; Sodhani et al., 2022).
Additionally, skill representation learning (Eysenbach et al.,
2018) addresses non-parametric meta-RL challenges (Frans
et al., 2017; Harrison et al., 2020; Nam et al., 2022; Fu et al.,
2022; He et al., 2024), while task representation learning is
increasingly applied in multi-task setups (Ishfaq et al., 2024;
Cheng et al., 2022; Sodhani et al., 2021).

Generalization for OOD Tasks: Meta-RL techniques for
improving policy generalization in OOD test environments
have been actively studied (Lan et al., 2019; Fakoor et al.,
2019; Mu et al., 2022). Model-based approaches (Lin et al.,
2020; Lee & Chung, 2021), advanced representation learn-
ing with Gaussian Mixture Models (Wang et al., 2023b; Lee
et al., 2023), and Transformers (Vaswani et al., 2017; Melo,
2022; Xu et al., 2024) have been explored. Additionally,
some studies tackle distributional shift challenges through
robust learning (Mendonca et al., 2020; Mehta et al., 2020;
Ajay et al., 2022; Greenberg et al., 2023).

Model-based Sample Relabeling: Model-based sample
generation and relabeling techniques have gained attention
in meta-RL (Rimon et al., 2024; Wen et al., 2024), enabling
the reuse of samples from other tasks using dynamics mod-
els (Li et al., 2020a; Mendonca et al., 2020; Wan et al., 2021;
Zou et al., 2024). These methods address sparse rewards
(Packer et al., 2021; Jiang et al., 2023), mitigate distribu-
tional shifts in offline setups (Dorfman et al., 2021; Yuan
& Lu, 2022; Zhou et al., 2024; Guan et al., 2024), and in-
corporate human preferences (Ren et al., 2022; Hejna III &
Sadigh, 2023) or guided trajectory relabeling (Wang et al.,
2023a), expanding their applications.

4. Methodology
4.1. Metric-based Task Representation

In this section, we propose a novel representation learning
method to ensure task latents accurately capture differences
in task contexts, enabling virtual tasks to effectively re-
flect task characteristics. To achieve this, we leverage the
Bisimulation metric (Ferns et al., 2011), which measures
the similarity of two states in an MDP based on the reward
function RT and state transition P T . In meta-learning, the
Bisimulation metric can quantify task similarity by com-
paring contexts (Zhang et al., 2021). Unlike Zhang et al.
(2021), which considers tasks with different state spaces, we
adapt the metric for tasks sharing the same state and action
space, modifying it from Eq. (4) in Zhang et al. (2021).

Definition 4.1 (Bisimulation metric for task representation).
For two different tasks Ti and Tj ,

d(Ti, Tj) = E
(s,a)∼D

[
|RTi(s, a)−RTj (s, a)|

+ ηW2(P
Ti(·|s, a), P Tj (·|s, a))

]
, (2)

where D is the replay buffer that stores the sample contexts,
RT , P T are the reward function and the transition dynamics
for task T , W2 is 2-Wasserstein distance between the two
distributions, and η ∈ (0, 1] is the distance coefficient.

Proposition 4.2. d(·, ·) defined in Eq. (2) is a metric.

Proof) The detailed proof is provided in Appendix A.

The Bisimulation metric d equals 0 when the contexts of
two tasks perfectly match and increases as the context
difference grows. Task latents learned using this metric
more effectively capture task distances than existing rep-
resentation methods, as shown in Fig. 1. We train the
task encoder qψ(z|cT ) to ensure the task latent z ∼ qψ
preserves the Bisimulation metric d in the latent space.
Since the actual reward function R and transition dynam-
ics P are generally unknown, we train the task decoder
pϕ(s, a, z) =

(
Rϕ(s, a, z), Pϕ(·|s, a, z)

)
with parameters

ϕ to approximate task dynamics using reconstruction loss.

We adopt the learning structure of PEARL, which uses two
distinct policies: πexp for on-policy exploration to obtain
task latents from contexts and πRL for off-policy RL to
maximize returns. Contexts generated by πexp and πRL

are stored in the on-policy buffer DT
on and the off-policy

buffer DT
off , respectively. PEARL considers only on-policy

task latents zon derived from cT ∼ DT
on, but zon can be

unstable due to limited contexts in DT
on. To address this, we

propose an on-off latent learning structure where off-policy
task latents zoff , derived from cToff ∼ DT

off , maintain the
Bisimulation distance for training tasks, and zon just aligns
with zoff . Fig. 2 shows t-SNE visualization of zon, demon-
strating that on-off latent loss provides more stable task
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Figure 2. Changes in latents zon of 4 randomly sampled training
tasks in the Ant-Goal-OOD environment: (a) Using zon only (b)
Using on-off latent loss for task representation learning

representation compared to using zon alone. In summary,
our encoder-decoder loss is defined as

Lbisim(ψ, ϕ) = ETi,Tj∼p(Ttrain)

[ (
|zioff − zjoff | − d(Ti, Tj ; pϕ̄)

)2

︸ ︷︷ ︸
Bisimulation loss

+ E
(s,a,r,s′)∼DTi

off
,(r̂,ŝ′)∼pϕ(s,a,zioff )

[
(r − r̂)2 + (s′ − ŝ′)2

]
︸ ︷︷ ︸

Reconstruction loss

+ (zion − z̄ioff)
2︸ ︷︷ ︸

on-off latent loss

]
, zi ∼ qψ(·|cTi), cTi ∼ DTi , ∀i, (3)

where d(Ti, Tj ; pϕ̄) replaces (RTi , P Ti) in Eq. (2) with the
task decoder pϕ̄(·, z̄ioff),∀i, and x̄ denotes gradient detach-
ment for x. We construct the task latents zα for VTs using
the method in Section 2. Our proposed representation learn-
ing ensures task latents align more effectively to capture task
differences based on the Bisimulation distance d, as illus-
trated in Fig.1. Additionally, in Section 5.3 and Appendix
B, we present task representations for other tasks, demon-
strating that our method consistently aligns and stabilizes
task latents across various environments.

4.2. Task Preserving Sample Generation

Using the task decoder pϕ(·, zα) and VT task latents zα,
we generate virtual contexts ĉα := (sl, al, r̂

α
l , ŝ

′α
l )

Nc
l=1,

where (sl, al) are sampled from real contexts cT , and
r̂αl , ŝ

′α
l ∼ pϕ(sl, al, zα). Existing VT construction methods

(Lee & Chung, 2021; Lee et al., 2023) use dropout-based
regularization to ensure virtual contexts generalize to unseen
tasks. However, we observed that task latents ẑα ∼ qψ(·|ĉα)
often deviate significantly from zα, indicating that virtual
contexts fail to effectively preserve task information. To
address this, we propose a task-preserving loss to minimize
the difference between zα and ẑα, ensuring virtual contexts
better retain task latent information. Fig. 3 demonstrates
the effectiveness of the task-preserving loss. In Fig. 3(a),
without the task-preserving loss, zα and ẑα show significant
differences, resulting inaccurate task latents for OOD tasks.
In contrast, Fig. 3(b) shows that with the task-preserving
loss, zα and ẑα align closely, enhancing stability and align-
ment for OOD tasks.

Figure 3. Comparison of task latents in the Ant-Dir-4 Environment:
(a) Without task-preserving loss (b) With task-preserving loss. The
left graph shows the difference between latents zα and ẑαfor VTs
during training, while the right graph shows latents for training
(blue circles) and OOD tasks (red circles) during evaluation. Train-
ing tasks have 4 goal directions of π

4
k, k = 0, 1, 2, 3, and OOD

tasks cover 12 different directions from 0 to 2π.

Despite the benefits of the task-preserving loss, virtual con-
texts ĉα may still differ from real contexts due to limitations
in the task decoder pϕ(·, zα), which cannot fully capture
actual task contexts. These differences can introduce insta-
bility and degrade performance for RL training. To address
this issue, we use a Wasserstein generative adversarial net-
work (WGAN) (Arjovsky et al., 2017), designed to reduce
the distribution gap between real and generated data. In
our setup, the task decoder pϕ(·, zα) acts as the generator,
learning to produce samples that closely resemble real ones,
while real contexts serve as the target for the discriminator.
The discriminator fζ increases its value for real samples
and decreases it for generated samples, while the genera-
tor aligns virtual contexts with real ones by increasing fζ
for generated samples. This process ensures that virtual
contexts not only preserve task information but also closely
resemble real contexts, significantly reducing the gap be-
tween VT-generated samples and real OOD task samples. To
summarize, the WGAN discriminator and generator losses,
combined with the task-preserving loss, are defined as:

Ldisc(ζ) = ETi∼p(Ttrain),cTi∼DTi [−fζ(cTi , z̄ioff) (4)

+ Eĉα∼pϕ [fζ(ĉ
α, z̄αoff)]] + λGP · Gradient Penalty,

Lgen(ψ, ϕ) = Eĉα∼pϕ [−fζ(ĉα, z̄αoff)︸ ︷︷ ︸
WGAN generator loss

+ Eẑα∼qψ(·|ĉα)[(ẑ
α − z̄αoff)

2︸ ︷︷ ︸
task preserving loss

]], (5)

where the Gradient Penalty (GP), introduced in (Arjovsky
et al., 2017), stabilizes training, with λGP as its coefficient.
The detailed implementation of GP is provided in Appendix
D.2. In this framework, the task decoder pϕ is trained with
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Figure 4. An illustration for the structure of TAVT

input zoff , as described in Eq. (3). Both the task-preserving
loss and VT construction are always based on zαoff , derived
from zoff . Importantly, the off-policy task latent zoff con-
ditions sample context generation, with its gradient discon-
nected to ensure stable training. By leveraging WGAN,
we significantly reduce differences between generated and
real samples, improving RL performance on OOD tasks. In
Section 5.4 and Appendix C, we demonstrate that the pro-
posed task-preserving sample generation effectively bridges
the gap between VT-generated samples and real OOD task
samples, enhancing generalization and RL performance.

4.3. Task-Aware Virtual Training

By combining metric-based representation learning with
task-preserving sample generation, we propose the Task-
Aware Virtual Training (TAVT) algorithm, which enhances
the generalization of meta-RL to OOD tasks by leveraging
VTs that accurately reflect task characteristics. The total
encoder-decoder loss for TAVT is given by:

Ltotal(ψ, ϕ) = Lbisim(ψ, ϕ) + Lgen(ψ, ϕ), (6)

with detailed loss scales provided in Appendix F.

Now, we train the RL policy πRL using SAC, leveraging
both real contexts cTi ∼ DTi

off for each training task Ti
and virtual contexts ĉα generated by the proposed TAVT
method. For training tasks, the RL policy is defined as
πRL = π(·|s, zion), where zion is the on-policy task latent.
For VTs, the RL policy is defined as πRL = π(·|s, zαon),
where zαon is the VT’s task latent derived from zion. We train
the RL policy πRL using SAC, leveraging both real contexts
cTi ∼ DTi

off for each training task Ti and virtual contexts
ĉα generated by the proposed TAVT method. For training
tasks, the RL policy is defined as πRL = π(·|s, zion), where
zion is the on-policy task latent. For VTs, the RL policy is
defined as πRL = π(·|s, zαon), where zαon is the VT’s task
latent derived from zion. The proposed TAVT method aligns
task latents using metric-based representation and learns
VTs that preserve task characteristics while generating sam-

ples similar to real ones through task-preserving loss with
WGAN. This enables the policy to train on a diverse range
of OOD tasks, improving generalization performance.

Since the agent cannot access off-policy latents for test
tasks, it relies on on-policy latents zion, obtained from Nexp

episodes generated by the exploration policy πexp, as in-
troduced in PEARL (Rakelly et al., 2019). While PEARL
uses π(·|s, z̃) with z̃ ∼ N(0, I) as the exploration policy,
we propose a novel exploration policy πexp = π(·|s, zαon)
that leverages VT task latents zαon. This approach enables
exploration across both training tasks and VTs by vary-
ing the interpolation coefficient α, allowing the agent to
explore a broader range of tasks. Appendix E shows that
our exploration policy covers a wider range of trajectories,
including OOD tasks, leading to improved generalization.
Fig. 4 provides an overview of the TAVT framework, with
detailed implementation, including the RL loss function and
meta-training/testing algorithms, in Appendix D.3.

4.4. State Regularization Method

Figure 5. (a) Q-function loss for VTs (b) Estimation bias for OOD
tasks in the Walker-Mass-OOD environment.

The virtual contexts ĉα in TAVT include both rewards and
next states, enabling it to handle state-varying environments.
However, inaccuracies in the task decoder can introduce
errors in the Q-function, leading to overestimation bias, a
common issue in offline RL (Fujimoto et al., 2019). While
reward errors have minimal impact, next-state errors signif-
icantly contribute to overestimation. To mitigate this, we
propose a state regularization method, replacing the next
states ŝ′α in virtual contexts with ŝ′αreg, a mix of next states
s′ from training tasks and ŝ′α from virtual contexts:

ŝ′αreg := ϵregŝ
′α + (1− ϵreg)s′,

where (s, a, r, s′) ∈ cT , r̂α, ŝ′α ∼ pϕ(s, a, z
α
off), and

ϵreg ∈ [0, 1] is the regularization coefficient.

Fig. 5(a) shows the Q-function loss for VTs during training,
while Fig. 5(b) illustrates the Q-function estimation bias for
OOD tasks in the Walker-Mass-OOD environment, where
the agent’s mass varies by task. Estimation bias, defined
as the difference between Q-function values and average
actual returns, is significantly reduced with ϵreg = 0.1.
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Figure 6. (a-f) MuJoCo environments (g-h) ML1 environments

In contrast, using ϵreg = 1.0 (full use of ŝ′α) results in
higher Q-function loss and greater bias. Section 5 further
demonstrates that this method improves OOD performance.

5. Experiments
In this section, we compare the proposed TAVT algorithm
with various on-policy and off-policy meta-RL methods
across MuJoCo (Todorov et al., 2012) and MetaWorld ML1
(Yu et al., 2020) environments. For off-policy methods,
we include PEARL (Rakelly et al., 2019), CCM (Fu et al.,
2021) which uses contrastive learning to enhance represen-
tation, MIER (Mendonca et al., 2020) which incorporates
a gradient-based dynamics model, and Amago (Grigsby
et al., 2024) which employs transformers for latent learning.
For on-policy methods, we evaluate MAML (Finn et al.,
2017) which optimizes initial gradients for generalization,
RL2 (Duan et al., 2016) which encodes task information in
RNN hidden states, VariBad (Zintgraf et al., 2019) which
applies Bayesian methods for representation learning, and
LDM (Lee & Chung, 2021) which uses virtual tasks with a
reconstruction loss and a DropOut layer. Additionally, we
provide an analysis of the task representation in TAVT as
well as an ablation study on its performance. For TAVT,
detailed hyperparameter configurations are provided in Ap-
pendix F. For other methods, we reproduced their results
using the author-provided source code and default hyperpa-
rameters. Comparison graphs and tables show the average
performance over 5 random seeds, with standard deviations
as shaded areas in the graphs or ± in the tables.

5.1. Environmental Setup

To evaluate generalization performance on OOD tasks,
we used 6 MuJoCo environments (Todorov et al., 2012):
Cheetah-Vel-OOD, Ant-Dir-2, Ant-Dir-4, and Ant-Goal-

Table 2. Environmental setup

Mtrain Mtest

Cheetah-Vel-OOD [0.0, 0.5) ∪ [3.0, 3.5) {0.75, 1.25, 1.75, 2.25, 2.75}

Ant-Dir-2 {0, π2 } {π4 ,
3π
4 ,

7π
4 }

Ant-Dir-4 {0, π2 , π,
3π
2 } {π4 ,

3π
4 ,

5π
4 ,

7π
4 }

Ant-Goal-OOD r ∈ [0.0, 1.0) ∪ [2.5, 3.0) r = 1.75

θ ∈ [0, 2π] θ ∈ {0, π2 , π,
3π
2 }

Hopper-Mass-OOD [0.0, 0.5) ∪ [3.0, 3.5) {0.75, 1.25, 1.75, 2.25, 2.75}

Walker-Mass-OOD [0.0, 0.5) ∪ [3.0, 3.5) {0.75, 1.25, 1.75, 2.25, 2.75}

ML1 M M

ML1-OOD-Inter M\Minner Minner

ML1-OOD-Extra Minner M\Minner

OOD, where only the reward function varies across tasks,
and Walker-Mass-OOD and Hopper-Mass-OOD, where
both the reward function and state transition dynamics vary.
In addition, we considered 6 MetaWorld ML1 environments
(Yu et al., 2020), including the original Reach and Push
environments, as well as 4 OOD variations (Reach-OOD-
Inter, Reach-OOD-Extra, Push-OOD-Inter, and Push-OOD-
Extra). In these ML1 and ML1-OOD tasks, the final goal
point varies across tasks while maintaining shared state
dynamics. The task space is denoted byM, and detailed
descriptions of these environments are provided below.

• Cheetah-Vel-OOD: The Cheetah agent is required to
run at target velocities vtar inM.

• Ant-Dir: The Ant agent is required to move in direc-
tions θdir inM. For Ant-Dir-2, the training tasks in-
volve 2 directions (θdir = 0, π2 ), and for Ant-Dir-4, the
training tasks involve 4 directions (θdir = 0, π2 , π,

3π
2 ).

• Ant-Goal-OOD: The Ant agent should reach the 2D
goal positions (rgoal cos θgoal, rgoal sin θgoal), where
the radius rgoal and angle θgoal are selected fromM.
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Figure 7. Performance comparison for MuJoCo environments. The graphs for on-policy algorithms represent their final performance.

• Hopper/Walker-Mass-OOD: The Hopper/Walker agent
are required to run forward with scale mscale in M
multiplied to their body mass.

• ML1/ML1-OOD: The agent is tasked with reaching or
pushing an object to a target goal position gtar, sampled
from the 3D goal spaceM, which varies depending on
the environment. To create an OOD setup, inner areas
Minner are defined within the goal spaceM.

The training task spaceMtrain and test task spaceMtest

are detailed in Table 2. Except for the original ML1 environ-
ments, test tasks are OOD, meaningMtrain

⋂
Mtest = ∅.

For Ant-Dir-2, test tasks include both interpolations be-
tween training directions and extrapolations beyond them.
In ML1-OOD-Extra, OOD test tasks (M\Minner) extrap-
olate beyond training tasks (Minner). In all other OOD
tasks, test tasks lie in regions interpolating between training
tasks. During training, tasks are uniformly sampled from
Mtrain, with p(Ttrain) = Unif(Mtrain). A visualization
of the environments is provided in Fig. 6. Further details
on MuJoCo and MetaWorld, including the definitions of
the goal spaces M and Minner for ML1/ML1-OOD, are
available in Appendix G.

5.2. Performance Comparison

We compare the performance of the proposed TAVT with
other meta-RL algorithms. For MuJoCo environments, Fig.

7 shows the convergence performance of the test average
return, while Table 1 presents the final average success
rate for ML1/ML1-OOD environments. On-policy algo-
rithms are trained for 200M timesteps in MuJoCo and 100M
timesteps in MetaWorld environments. For off-policy al-
gorithms, training timesteps vary in MuJoCo environments
and are fixed at 10M timesteps for MetaWorld environments.
Also, Fig. 7 includes the ‘-oracle’ performance for VariBad
(on-policy) and TAVT (off-policy) in MuJoCo environments.
This represents the upper performance bound achieved by
training on all tasks from bothMtrain andMtest.

For MuJoCo environments, Fig. 7 shows that both VariBad
and TAVT perform well in the ‘-oracle’ setup across most en-
vironments. However, in OOD task scenarios, TAVT signifi-
cantly outperforms other on-policy and off-policy methods.
Notably, TAVT achieves performance close to the ‘-oracle’
in Cheetah-Vel-OOD, Ant-Goal-OOD, and Walker-Mass-
OOD, demonstrating strong generalization to unseen OOD
tasks. While other algorithms struggle in challenging envi-
ronments like Ant-Dir-2, which includes extrapolation tasks,
TAVT remains robust. In environments such as Walker-
Mass-OOD and Hopper-Mass-OOD, where state transition
dynamics vary, LDM fails to adapt due to limitations in
its VT construction. In contrast, TAVT excels, showcasing
its ability to handle varying state transition dynamics. De-
tails on policy trajectories for training and OOD tasks are
available in Appendix E.
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Table 3. Average success rate for MetaWorld ML1 environments.

MAML RL2 VariBAD LDM PEARL CCM Amago MIER TAVT(Ours)
Reach 0.97±0.02 0.95±0.04 0.73±0.12 0.76±0.1 0.48±0.21 0.65±0.13 0.71±0.27 0.61±0.18 0.98±0.02

Reach-OOD-Inter 0.56±0.11 0.86±0.12 0.82±0.11 0.87±0.1 0.52±0.16 0.78±0.1 0.93±0.05 0.62±0.18 0.96±0.03
Reach-OOD-Extra 0.48±0.15 0.73±0.14 0.82±0.11 0.79±0.15 0.48±0.14 0.81±0.12 0.43±0.08 0.65±0.12 0.99±0.01

Push 0.94±0.03 0.98±0.02 0.88±0.09 0.83±0.11 0.61±0.11 0.18±0.08 0.87±0.11 0.59±0.13 0.98±0.03
Push-OOD-Inter 0.78±0.13 0.79±0.14 0.83±0.11 0.77±0.13 0.79±0.16 0.12±0.03 0.98±0.02 0.45±0.15 0.98±0.02
Push-OOD-Extra 0.55±0.13 0.38±0.12 0.65±0.09 0.72±0.11 0.55±0.18 0.15±0.04 0.83±0.11 0.61±0.15 0.92±0.08

Figure 8. t-SNE visualization of task latents: (a) Cheetah-Vel-OOD (b) Walker-Mass-OOD (c) Ant-Dir-4 (d) Reach-OOD-Inter. For ML1
tasks in the 3D goal space, we provide both 3D representation for all tasks and 2D representation for tasks in the selected cross-section.

For MetaWorld environments, Table 3 shows that TAVT
consistently delivers superior performance across all setups.
In the original ML1 environments, TAVT outperforms other
methods, highlighting the advantages of its metric-based
task representation. In ML1-OOD environments, PEARL-
based methods such as PEARL, CCM, and MIER perform
poorly in Push and Push-OOD tasks, while other off-policy
algorithms also fail to achieve success rates near 1. Despite
being a PEARL-based method, TAVT achieves significantly
higher success rates, often approaching 1. Compared to
on-policy algorithms like LDM, RL2, and VariBad, TAVT
also demonstrates much better performance. These results
highlight the effectiveness of our method in enhancing gener-
alization for OOD tasks. The training graphs for MetaWorld
environments are provided in Appendix H.1.

To enable a more practical comparison, we report the com-
putational cost of the proposed TAVT framework and the
PEARL algorithm in Appendix H.2. While full TAVT
requires approximately 18% more training time than the
PEARL baseline due to the additional training of each com-
ponent, other algorithms do not yield comparable perfor-
mance gains even with similar computational overhead. This
further demonstrates the practical advantage of TAVT.

5.3. Task Representation of TAVT

The comparative experiments confirm the superiority of
TAVT. To explore the factors behind this improvement,
Fig. 8 presents a t-SNE visualization of the task latents
learned by TAVT across various environments. As shown
in the cased of Ant-Goal environment in Fig. 1, TAVT ac-

curately aligns task latents for both training and OOD test
tasks, reflecting task characteristics. For instance, task la-
tents align linearly by target velocity in Cheetah-Vel-OOD
and by target mass in Walker-Mass-OOD. Similarly, task
latents align according to 2D target directions in Ant-Dir-
4 and 3D target goals in Reach-OOD-Inter. These results
demonstrate that the proposed metric-based task representa-
tion effectively distinguishes and generalizes task latents to
OOD tasks. Task representations for other environments are
provided in Appendix B. While t-SNE provides a reason-
ably meaningful visualization for multi-dimensional latents,
it does not preserve exact distances. To more accurately
assess whether the learned latents preserve task-wise dis-
tances under the proposed metric-based learning framework,
we train TAVT with a 2D latent space and directly visual-
ize the resulting representations. The results, presented in
Appendix B.2, demonstrate that the 2D latents capture task
characteristics comparably to the t-SNE projections while
more faithfully preserving relative distances. This further
validates the effectiveness of our metric-based representa-
tion learning approach.

5.4. Ablation Studies

Component Evaluation: To further analyze the proposed
TAVT method, we perform a component evaluation on the
Cheetah-Vel-OOD and Walker-Mass-OOD environments,
comparing the final average return in Fig. 9. We consider
the variations of TAVT including ‘TAVT w/o VT’, which
removes virtual tasks entirely, ‘TAVT w/o Lgen’, which ex-
cludes the Lgen component, ‘TAVT w/o on-off loss’, which
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Figure 9. Component evaluation on (a) Cheetah-Vel-OOD and (b)
Walker-Mass-OOD environments.

Figure 10. Context differences between real contexts and virtual
contexts generated by the task decoder for OOD tasks: (a) Cheetah-
Vel-OOD and (b) Walker-Mass-OOD environments.

Figure 11. Performance comparison for various ϵreg on (a) Walker-
Mass-OOD (b) Hopper-Mass-OOD environments.

omits the on-off loss, and ‘Recon only’, which uses only
reconstruction loss with DropOut as in LDM. The results
demonstrate that removing any component significantly de-
grades performance, underscoring the importance of task
representation learning and sample generation for OOD task
generalization. In addition, TAVT outperforms the ‘Recon
only’ approach, showcasing its ability to construct more
effective virtual tasks than existing methods.

Context Differences: To evaluate the impact of context dif-
ferences between VT-generated and actual contexts on per-
formance, Fig. 10 presents these differences for the TAVT
variations analyzed in the component evaluation. Since
‘TAVT w/o VT’ does not utilize virtual contexts, it is ex-
cluded from Fig. 10. The results show that removing any
component increases context error, leading to degraded per-

formance, as reflected in Fig. 9, underscoring the impor-
tance of each component in TAVT. Notably, omitting the
task-preserving sample generation loss Lgen significantly
increases context differences. These findings demonstrate
that the proposed WGAN-based task-preserving sample
generation method effectively reduces context errors and
enhances generalization performance, as detailed in Section
4.2. Additional context differences for other environments
are provided in Appendix C.

State Regularization: To demonstrate the effectiveness of
the proposed state regularization method, Fig. 11 shows
the performance across different ϵreg values. As illus-
trated, a small ϵreg effectively reduces estimation bias. Fig.
11 further evaluates its impact on performance in Walker-
Mass-OOD and Hopper-Mass-OOD environments, where
ϵreg = 0.1 yields the best results. This setting minimizes
both Q-function loss and overestimation bias, enabling the
Q-function to accurately reflect expected returns and im-
proving performance in OOD tasks. In addition, we provide
a finer sweep over ϵreg on the Walker-Mass-OOD environ-
ment in Appendix C.2, where ϵreg = 0.1 still yields the best
performance. These findings highlight the importance of the
proposed state regularization method. Additional ablation
studies on the mixing coefficient β for VT construction are
provided in Appendix I.

6. Limitations
While TAVT shows strong performance through metric-
based learning and task-aware sample generation, there are
areas for improvement. First, it involves several hyperpa-
rameters that may require tuning for optimal performance,
though it is not highly sensitive and our ablation studies
provide practical guidance. Second, TAVT assumes a para-
metric task distribution (e.g., velocity or mass changes in
agent dynamics) and does not cover non-parametric distri-
butions such as those in ML10 or ML45 from MetaWorld,
where task semantics differ entirely. This limitation could
be addressed by combining TAVT with recent task decom-
position methods (Lee et al., 2023), which we leave as a
promising direction for future work.

7. Conclusion
Existing meta-RL methods either overlook OOD tasks or
struggle with them, particularly when state transitions vary.
Our proposed method, TAVT, addresses these challenges
through metric-based latent learning, task-preserving sam-
ple generation, and state regularization. These compo-
nents ensure precise task latents and enhanced generaliza-
tion, overcoming previous limitations. Experimental results
demonstrate that TAVT achieves superior alignment of OOD
task latents with training task characteristics.
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A. Proof
Definition 4.1 (Bisimulation metric for task representation). For two different tasks Ti and Tj ,

d(Ti, Tj) = E
(s,a)∼D

[
|RTi(s, a)−RTj (s, a)|+ ηW2(P

Ti(·|s, a), P Tj (·|s, a))
]
, (1)

where D is the replay buffer that stores the sample contexts, RT , P T are the reward function and the transition dynamics
for task T , W2 is 2-Wasserstein distance between the two distributions, and η ∈ (0, 1] is the distance coefficient.

Proposition 4.2. d(·, ·) defined in Eq. (2) is a metric.

Proof of Proposition 4.2

As mentioned in Section 2, each task T is represented by an MDP (S,A, P T , RT , γ, ρ0), where S is the state space, A is
the action space, P T represents the state transition dynamics, RT is the reward function, γ ∈ [0, 1) is the discount factor,
and ρ0 is the initial state distribution. Since all tasks shares the same state space and action space in this paper, so Ti = Tj if
and only if P Ti(s′|s, a) = P Tj (s′|s, a) and RTi(s, a) = RTj (s, a), ∀s, s′ ∈ S, a ∈ A for any tasks Ti, Tj ∈M. Thus,
from the definition of d given by Eq. (2), d is a metric since d satisfies the following axioms:

1. (Non-negativity) d(Ti, Tj) ≥ 0 since | · | and W2(·, ·) are non-negative,

2. d(Ti, Tj) = 0⇐⇒ RTi = RTj and P Ti = P Tj ⇐⇒ Ti = Tj ,

3. (Symmetry) d(Ti, Tj) = d(Tj , Ti) from the definition,

4. (Triangle Inequality) d(Ti, Tk) ≤ d(Ti, Tj) + d(Tj , Tk):

d(Ti, Tk) = E(s,a)∼D

[
|RTi(s, a)−RTk(s, a)|+ ηW2(P

Ti(·|s, a), P Tk(·|s, a))
]
,

≤
∗
E(s,a)∼D

[
|RTi(s, a)−RTj (s, a)|+ |RTj (s, a)−RTk(s, a)|+

ηW2(P
Ti(·|s, a), P Tj (·|s, a)) + ηW2(P

Tj (·|s, a), P Tk(·|s, a))
]
,

= E(s,a)∼D

[
|RTi(s, a)−RTj (s, a)|+ ηW2(P

Ti(·|s, a), P Tj (·|s, a))
]
+

E(s,a)∼D

[
|RTj (s, a)−RTk(s, a)|+ ηW2(P

Tj (·|s, a), P Tk(·|s, a))
]
,

= d(Ti, Tj) + d(Tj , Tk),

where ∗ can be derived, as both the absolute value | · | and the Wasserstein distance W2 satisfy the triangle inequality. ■
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B. Visualization of Task Latents Representation
B.1. Visualization of Task Latents Representation Across All Environments

To present the task latent representation results for considered OOD environments, Fig. B.1 shows the task representations
for 6 MuJoCo OOD environments (Cheetah-Vel-OOD, Ant-Dir-2, Ant-Dir-4, Hopper-Mass-OOD, and Walker-Mass-OOD,
and Ant-Goal-OOD), and Fig. B.2 illustrates the task representations for 4 ML1-OOD environments (Reach-OOD-Inter,
Reach-OOD-Extra, Push-OOD-Inter, and Push-OOD-Extra). All task representations in Fig. B.1 and Fig. B.2 are obtained
during the meta-testing phase. Additionally, to achieve stable task representations for Fig. B.2, a larger number of training
tasks (Ntrain = 500) was sampled compared to the originally required number (Ntrain = 50).

From the results in Fig. B.1, the task latent representations for Cheetah-Vel-OOD, Ant-Dir-2, Ant-Dir-4, Hopper-Mass-OOD,
and Walker-Mass-OOD are well-aligned according to their respective task characteristics, such as target velocity, target
directions, and agent mass. For Ant-Goal-OOD, the task representation is aligned based on two characteristics: goal
radius and direction. These findings demonstrate that the proposed method effectively aligns task representations with task
characteristics across all MuJoCo environments, while OOD tasks maintain latents that preserve these characteristics.

Similarly, the results in Fig. B.2 show that for each ML1-OOD environment, the 3D visualization of the target goal positions
is presented on the left, and the task representations aligned with the goal positions are displayed on the right. The results
indicate that for all considered environments, both training and OOD tasks are well-aligned in 3D space according to their
target goal positions. These findings highlight that the proposed Bisimulation metric-based task representation learning
effectively creates a task latent space aligned with task characteristics, while the TAVT training method enhances the
generalization of OOD task representations.

Figure B.1. (a-f) t-SNE visualization of the 6 MuJoCo OOD environments
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Figure B.2. (a, d) Visualization of the goal space of each ML1-OOD setup (b, c, d, f) t-SNE visualization of the 4 ML1-OOD environments

B.2. Visualization of 2-Dimensional Task Latents Representation

While t-SNE visualization method provides a reasonably meaningful visualization for multi-dimensional latents through
effective manifold learning algorithm, it does not preserve exact distances between the latent vectors. To more accurately
assess whether the learned latent space actually preserves task-wise distances under the proposed metric-based learning
framework, we train TAVT with a 2D latent space on Ant-Goal-OOD environment and directly visualize the resulting
latent representations on 2D plane, enabling to reflect the direct distance between latent vectors. Fig. B.3(a) shows
the Ant-Goal-OOD environment setup that is introduced in Fig. 1(a), and Fig. B.3(b) shows the direct visualization of
2-dimensional task latents. Each axis represents each element of 2D latent vector. Only the latent dimension changes
from 10 to 2 from Fig. 1(e) setup. This direct visualization indicates the task latent space tend to generally reflect the task
geometry and preserve the task-wise distance despite very low dimensional latent vector including both training tasks and
OOD test tasks. This demonstrates that the 2D latents capture task characteristics comparably to the t-SNE projections while
faithfully preserving relative distances and validates the effectiveness of our metric-based representation learning approach.

Figure B.3. Visualization of 2-dimensional task latent on Ant-Goal-OOD environment: (a) 2D Goal positions in the Ant-Goal-OOD
environment, which is introduced in Fig. 1(a). (b) Direct visualization of 2D latent vectors on 2D plane.
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C. Ablation Studies of the Task-Preserving Sample Generation.
C.1. Effectiveness of the Proposed Task-Preserving Sample Generation

In Section 4.2, we introduce a task-preserving sample generation technique to ensure that virtual contexts retain task latent
information while closely resembling actual task samples. To evaluate the effectiveness of this approach, we analyze how
virtual sample contexts generated by the task decoder differ from real task contexts for OOD tasks. Context difference
graphs for all considered OOD setups are provided, showing the average reward and state differences between real and
generated contexts for both MuJoCo and ML1 environments.

Fig. C.1 presents context differences across 6 MuJoCo environments under OOD setups. Our TAVT algorithm achieves
the smallest context differences in all environments, with the differences being most pronounced in Cheetah-Vel-OOD,
Ant-Goal-OOD, and Ant-Dir-4. Similarly, Fig. C.2 shows context differences in 4 ML1-OOD environments, where TAVT
again demonstrates the smallest differences. These results highlight TAVT’s effectiveness in generating accurate transition
samples, even for unseen OOD tasks.

In comparison, the ‘Recon only’ and ‘TAVT w/o on-off loss’ setups exhibit the largest context differences, followed by
‘TAVT w/o Lgen’, while the proposed TAVT method achieves the smallest context difference. The ‘Recon only’ method
suffers due to its reliance on transition samples solely from training tasks. The absence of the proposed on-off loss or Lgen

leads to increased context differences, demonstrating that these components significantly reduce errors in the sample contexts
generated by the proposed VT. This reduction in context errors directly contributes to improving OOD task generalization.

Figure C.1. (a-f) Context differences between real contexts and virtual contexts generated by the task decoder for the six MuJoCo OOD
tasks. The y-axis is plotted on a log scale except Ant-Dir-2 environment to show the difference.
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Figure C.2. (a-d) Context differences between real contexts and virtual contexts generated by the task decoder for the four ML1 OOD
tasks. The y-axis is plotted on a log scale to show the difference.

C.2. Additional Ablation study of ϵreg

In Section 4.4, we propose a state regularization method to mitigate the overestimation problem that occurs when learning
the Q-function using generated virtual states. In this section, we extend our ablation study to include a finer sweep
over ϵreg ∈ [0.0, 0.05, 0.1, 0.2, 0.5, 1.0] on the Walker-Mass-OOD environment. Fig. C.3 shows the additional ablation
experiment results for ϵreg in the Walker-Mass-OOD environment. Fig. C.3(a) presents the performance according to ϵreg,
exhibiting a concave trend where relatively high performance is achieved at smaller values of ϵreg, with the best performance
occurring at ϵreg = 0.1. In addition, Fig. C.3(b) shows the estimation bias of the Q-function according to ϵreg, defined as
the difference between Q-function values and average actual returns. When ϵreg = 0.05 or ϵreg = 0.1, the estimation bias of
the Q-function is the smallest, while the others show a greater degree of overestimation or underestimation. These results
confirm that small values around ϵreg = 0.1 consistently lead to lower Q-function estimation bias and improved return and
imply that the proposed state regularization method effectively helps the Q-function to learn from the generated virtual
states.

Figure C.3. Additional ablation study of ϵreg on Walker-Mass-OOD environment: (a) Performance comparison (b) Estimation bias for
OOD tasks for various ϵreg.
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D. More Detailed Implementations
In this section, we provide more detailed implementations for the proposed TAVT. Section D.1 describes the practical
implementation of the loss terms in Lbisim, Section D.2 explains the implementation of the gradient penalty for WGAN loss,
and Section D.3 details the implementation of meta-RL with TAVT, including the meta-training and meta-testing algorithms.

D.1. Practical Implementation of Lbisim

To improve task representation and reflect task differences, we use the Bisimulation metric as described in Section 4.1.
We also introduce an on-off loss to stabilize task latents. The encoder-decoder loss is given by Eq. (3), and to compute
d(Ti, Tj ; pϕ̄) in Eq. (3), we use the task decoder pϕ(·, z̄off). However, since z̄off evolves during encoder training, the task
decoder may become unstable, potentially affecting the metric d. To address this instability, we propose using an additional
decoder pϕ̃(·, idxTi

) with parameter ϕ̃ to compute the metric d, where idxTi
is the one-hot encoded vector of the task index

i. The decoder pϕ̃ is also trained using reconstruction loss. Consequently, the updated encoder-decoder loss is given by

Lbisim(ψ, ϕ, ϕ̃) = ETi,Tj∼p(Ttrain)

[ (
|zioff − zjoff | − d(Ti, Tj ; pϕ̃)

)2

︸ ︷︷ ︸
Bisimulation loss

+E
(s,a,r,s′)∼DTi

off ,(r̂,ŝ
′)∼pϕ̃(s,a,idxTi

)

[
(r − r̂)2 + (s′ − ŝ′)2

]
︸ ︷︷ ︸

Reconstruction loss for pϕ̃

+ E
(s,a,r,s′)∼DTi

off ,(r̂,ŝ
′)∼pϕ(s,a,zioff )

[
(r − r̂)2 + (s′ − ŝ′)2

]
︸ ︷︷ ︸

Reconstruction loss for pϕ

+(zion − z̄ioff)
2︸ ︷︷ ︸

on-off latent loss

]
, zi ∼ qψ(·|cTi), cTi ∼ DTi , ∀i. (D.1)

Moreover, to further stabilize the learning of the latent variables, instead of using a single sample of zioff in the on-off loss,
we use the average of zioff from multiple contexts sampled from the buffer. This approach helps prevent fluctuations in zioff
due to varying contexts, thereby aiding in more stable learning of the task latents.

D.2. Implementation of Gradient Penalty in Ldisc

To stabilize the training of the adversarial network, the improved WGAN framework (Gulrajani et al., 2017) incorporates
a gradient penalty (GP) that restricts the gradient to prevent the discriminator from learning too quickly, as described in
Section 4.2. GP ensures that the discriminator satisfies the 1-Lipschitz continuity condition. In WGAN discriminator loss
Eq. (4), the Gradient Penalty term is calculated by

Gradient Penalty = ETi∼p(Ttrain)[(∥∇δinterfζ(δinter)∥2 − 1)2],

where δinter := δ(cTi , z̄ioff) + (1− δ)(ĉα, z̄αoff) represents the interpolated samples between (cTi , z̄ioff), which are induced
by training tasks Ti, and (ĉα, z̄αoff), which are induced by the task decoder of VT. Here, δ ∼ Unif([0, 1]) is the interpolation
factor for the GP. In addition, the WGAN structure trains the discriminator more frequently than the generator at a 5:1 ratio,
as proposed in the original WGAN paper (Gulrajani et al., 2017).

D.3. Meta-RL with TAVT and TAVT Algorithms

As described in Section 4.3, we aim to perform meta-RL using the contexts cioff obtained from training task Ti and the
virtual contexts ĉα generated by the task decoder of the VT. For meta RL, the Q-function and the RL policy are defined
as Qθ(s, a, z) and πθ(·|s, z) with task latent z, where θ represents the parameters of both the Q-function and the policy π.
Based on SAC (Haarnoja et al., 2018), the RL losses for the Q-function and the policy are then given by:

LQ(θ; c, z) = E(s,a,r,s′)∼c

[(
Qθ(s, a, z̄)− (r · λrew + γEa′∼πθ(·|s,z̄)[Qθ−(s

′, a′, z̄)− λent log πθ(·|s, z̄)]
)2

]
(D.2)

Lπ(θ; c, z) = Es∼c

[
DKL

(
πθ(·|s, z̄)

∣∣∣∣∣∣∣∣ exp(Qθ(s, ·, z̄)/λent)Zθ(s)

)]
, (D.3)

where Qθ− is the target value network with parameters θ− updated from θ using the exponential moving average (EMA),
λrew is the reward scale, λent is the entropy coefficient, DKL(p||q) is the Kullback-Leibler divergence between two
distributions p and q, and Zθ is the normalizing factor. Based on the proposed TAVT, we update the Q-function and the RL
policy with training task latents zi using off-policy contexts obtained from these tasks, and update the Q-function and the
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RL policy with the latents zα of VT using virtual contexts generated by the task decoder, as explained in Section 4.3. The
total Q-function loss and policy loss with TAVT are given by

LQ(θ) = ETi∼p(Ttrain),zion∼qψ,c
Ti
off∼D

Ti
off

[LQ(θ; zion, c
Ti
off) + λVTLQ(θ; zαon, ĉαoff)] (D.4)

Lπ(θ) = ETi∼p(Ttrain),zion∼qψ,c
Ti
off∼D

Ti
off

[Lπ(θ; zion, c
Ti
off) + λVTLπ(θ; zαon, ĉαoff)], (D.5)

where λVT ∈ [0, 1] is the loss coefficient for VT training. If λVT = 0, then TAVT does not utilize virtual samples at all.
For generated virtual contexts ĉα, we apply the state regularization method proposed in Section 4.4 for environments with
varying state dynamics such as Hopper-Mass-OOD and Walker-Mass-OOD.

Here, to obtain on-policy latents zon for meta-RL, we sampleNexp episodes using our exploration policy πexp = πθ(·|s, zαon),
as proposed in Section 4.3. This policy allows us to explore a broad range of tasks, as zαon spans all interpolated areas,
including both training tasks and VTs. To enhance the exploration of diverse trajectories, we regenerate zαon every Hfreq

timesteps during the exploration process. This periodic update enables the exploration policy to adapt to new tasks and
explore the environment with these newly assigned tasks. An analysis of the exploration policy with respect to the sampling
frequency Hfreq is provided in Appendix E.2. Finally, summarizing the contents of Section 4 and Appendix D, the proposed
TAVT algorithm is outlined in Algorithm 1 (Meta-training of TAVT) and Algorithm 2 (Meta-testing of TAVT).

Algorithm 1 Meta Training of TAVT
Require: The training task set {Tj}j=1,...,Ntrain

∼ p(Ttrain), the task encoder qψ , the task decoders pϕ and pϕ̃, the WGAN
discriminator fζ , the Q-function Qθ, and the policy πθ.

1: Initialize parameters ψ, ϕ, ϕ̃, ζ, θ and replay buffers for all training tasks.
2: for epoch k = 1, 2, · · · do
3: Sample Nmeta training tasks from the training task set.
4: for task Ti in Nmeta training tasks do
5: Collect contexts cTion using the exploration policy πexp = π(·|s, zαon) for Nexp episodes.
6: Collect contexts cTioff using the RL policy πRL = π(·|s, zion) for NRL episodes, where zion ∼ qψ(·|cTion).
7: Store contexts cTion and cTioff in the replay buffers DTi

on and DTi
off , respectively.

8: end for
9: Construct NVT virtual tasks using the training task latents.

10: Generate the virtual contexts ĉαoff for each VT using the task decoder pϕ.
11: for gradient step in KModel steps do
12: Sample Nmeta tasks in train tasks set.
13: Compute Lbisim(ψ, ϕ, ϕ̃) loss by Eq. (D.1).
14: Compute Ldisc(ζ) and Lgen(ψ, ϕ) losses by Eq. (4) and Eq. (5).
15: Update the WGAN discriminator parameter ζ by ζ ← ζ − λlr · ∇ζLdisc(ζ).
16: Update the model parameters ψ and ϕ, ϕ̃ by (ψ, ϕ, ϕ̃)← (ψ, ϕ, ϕ̃)− λlr,context · ∇(ψ,ϕ,ϕ̃)Ltotal(ψ, ϕ, ϕ̃).
17: end for
18: for gradient step in KRL steps do
19: Compute RL losses LQ(θ) and Lπ(θ) by Eq. (D.4) and Eq. (D.5), respectively.
20: Update the RL parameter θ by θ ← θ − λlr · ∇θ(LQ(θ) + Lπ(θ)).
21: end for
22: end for
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Algorithm 2 Meta Testing of TAVT
Require: The OOD test task setMtest, πθ, qψ .

1: for task T inMtest do
2: for episode k=1, . . . , Nexp do
3: Generate zαon every Hfreq timesteps
4: Collect contexts cTon using the exploration policy πexp = π(·|s, zαon)
5: end for
6: Task inference zon ∼ qψ(·|cTon).
7: Rollout transition using πθ(·|s, zon) for the last episode.
8: end for
9: Compute the average return of the last episodes for all test tasks.

E. Exploration Trajectories of the Proposed Exploration Policy πexp

In Section 4.3, we propose the exploration policy πexp = π(·|s, zαon) to cover a diverse range of tasks, whereas PEARL uses
π(·|s, z̃), z̃ ∼ N(0, I) for exploration. We compare the exploration trajectories of PEARL and our TAVT in Section E.1.
Additionally, in Section D.3, we introduce the method that update zαon every Hfreq timesteps during the exploration phase to
observe diverse trajectories, while PEARL samples z̃ only once per episode. To demonstrate the effectiveness of Hfreq, we
analyze its impact on exploration diversity in Section E.2.

E.1. Trajectory Comparison between PEARL and TAVT

The exploration process in the PEARL algorithm involves sampling z from a prior distribution N(0, I), as it learns to align
all task latents z with this prior, as discussed in Section 2. In contrast, our algorithm uses zαon obtained from VT construction,
which spans diverse regions of the latent space, including both training tasks and virtual tasks. To compare the exploration
behavior of PEARL and our TAVT, Fig. E.1 and Fig. E.2 illustrate the first and second exploration trajectories during the
exploration phase, as well as the final trajectory generated by πRL in the Ant-Goal-OOD environment for training tasks and
OOD tasks, respectively, for (a) PEARL and (b) TAVT. From the results, it is evident that TAVT’s exploration policy covers
a broader range of areas in the goal space compared to PEARL’s exploration policy. Since the task latent for the RL policy is
selected by the task encoder based on these exploration trajectories, TAVT’s ability to explore diverse goal spaces enhances
the differentiation of the current task within the task latent. Consequently, TAVT successfully reaches the goal points for
both training and OOD tasks due to the effectiveness of our task latent, whereas PEARL fails to achieve the goal points in
both scenarios.

Figure E.1. Visualization of trajectories in the goal space during the meta-testing phase for inner and outer training tasks in the Ant-Goal-
OOD environment: (a) PEARL and (b) TAVT.

20



Task-Aware Virtual Training: Enhancing Generalization in Meta-Reinforcement Learning for Out-of-Distribution Tasks

Figure E.2. Visualization of trajectories in the goal space during the meta-testing phase for OOD test tasks in the Ant-Goal-OOD
environment: (a) PEARL and (b) TAVT.

E.2. Exploration Trajectories with Respect to Sampling Frequency Hfreq

As proposed in Section D.3, we regenerated zαon every Hfreq timesteps for the proposed exploration policy πexp. To
demonstrate the effect of Hfreq on exploration, Fig. E.3 shows the exploration trajectories during the meta-testing phase for
different values of Hfreq: (a) 5, (b) 20, and (c) 200.

From Fig. E.3, it is evident that if the sampling frequency is too low, such as Hfreq = 5, the exploration policy results in
trajectories that are confined to the area around the starting point without covering much distance. In contrast, if the sampling
frequency is too high, like Hfreq = 200 (the episode horizon for Ant-Goal-OOD environment), the agent can reach locations
far from the starting point but fails to explore a diverse set of directions. We found that a balanced sampling frequency, such
as Hfreq = 20, allows the agent to explore a wide range of directions while still covering distant areas effectively.

Figure E.3. Visualization of exploration trajectories of TAVT according to the sampling frequency Hfreq: (a) 5 steps (b) 20 steps (c) 200
steps
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F. Hyperparameter Setup for TAVT
In this section, we provide a detailed hyperparameter setup for the proposed TAVT. To do this, we first define the coefficients
for the loss functions related to the Bisimulation metric-based task representation and task-preserving sample generation
proposed in Section 4 and Appendix D.1 as follows:

Lbisim(ψ, ϕ) = ETi,Tj∼p(Ttrain)

[
λbisim ·

(
|zioff − zjoff | − d(Ti, Tj ; pϕ̃)

)2

︸ ︷︷ ︸
Bisimulation loss

+ λrecon · E(s,a,r,s′)∼DTi
off ,(r̂,ŝ

′)∼pϕ̃(s,a,idxTi
)

[
(r − r̂)2 + (s′ − ŝ′)2

]
︸ ︷︷ ︸

Reconstruction loss for pϕ̃

+ λrecon · E(s,a,r,s′)∼DTi
off ,(r̂,ŝ

′)∼pϕ(s,a,zioff )

[
(r − r̂)2 + (s′ − ŝ′)2

]
︸ ︷︷ ︸

Reconstruction loss for pϕ

+ λon−off · (zion − z̄ioff)
2︸ ︷︷ ︸

on-off latent loss

]
, zi ∼ qψ(·|cTi), cTi ∼ DTi , ∀i. (F.6)

Ldisc(ζ) = λWGAN · ETi∼p(Ttrain),cTi∼DTi [−fζ(cTi , z̄ioff) + Eĉα∼pϕ [fζ(ĉ
α, z̄αoff)]] + λGP · Gradient Penalty, (F.7)

Lgen(ψ, ϕ) = Eĉα∼pϕ [−λWGAN · fζ(ĉ
α, z̄αoff)︸ ︷︷ ︸

WGAN generator loss

+λTP · Eẑα∼qψ(·|ĉα)[(ẑ
α − z̄αoff)

2︸ ︷︷ ︸
task preserving loss

]], (F.8)

where λbisim is the Bisimulation loss coefficient, λrecon is the reconstruction loss coefficient, λon−off is the on-off loss
coefficient, λWGAN is the WGAN loss coefficient, λTP is the task-preserving loss coefficient, and λGP is the gradient-penalty
coefficient. Along with these loss coefficients, Table F.1 displays the shared hyperparameter setup across all environments,
while Table F.2 and F.3 presents the hyperparameter setup specific to each environment. As shown in Tables F.1, F.2 and
F.3 the proposed TAVT has more hyperparameters compared to PEARL. However, most of the loss coefficients are similar
across different environments, and the environment-specific hyperparameters listed in Table F.2 and F.3 are the same as those
used in PEARL. Thus, in practice, TAVT does not require a significantly larger hyperparameter search compared to PEARL.
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Table F.1. Shared hyperparameters

Shared
Hyper-

parameters

Name Value (for MuJoCo) Value (for MetaWorld)

Loss coefficients

λbisim 100 (50 for Cheetah-Vel-OOD) 100
λrecon 200 200
λon−off 100 100
λwgan 1.0 1.0
λpreserve 100 100
λVT 1.0 (0.1 for Hopper-Mass-OOD) 1.0 (for Reach) / 0.1 (for Push)
λGP 5.0 5.0

Context learning rate λlr,context 0.0003 0.0003
Learning rate λlr 0.0003 0.0003

Optimizer Adam Adam
Mixing coefficient β 2.0 2.0
Distance coefficient η 0.1 1 (for Reach) / 10 (for Push)

Regularization coefficient ϵreg 0.1 -
Latent dimension 10 10
Batch size for RL 256 512

Context batch size Nc 128 256
Num. of exploration trajectories Nexp 2 (4 for Ant-Goal-OOD) 2

Num. of RL trajectories NRL 3 (6 for Ant-Dir-4) 3
Sampling frequency Hfreq 20 50

Model gradient steps per epoch Kmodel 500 (1000 for Walker/Hopper-Mass-OOD) 1000
RL gradient steps per epoch KRL 4000 (1000 for Cheetah-Vel-OOD) 4000

Network sizes
qψ, Qθ, πθ [300,300,300] [300,300,300]
pϕ, pϕ̃ [256,256,256] [256,256,256]
fζ [200,200,200] [200,200,200]

Table F.2. MuJoCo environmental hyperparameters

Name
Environments

Environmental
Hyperparameters

Cheetah-Vel-OOD Ant-Dir-2 Ant-Dir-4 Ant-Goal-OOD Hopper-Mass-OOD Walker-Mass-OOD
Reward scale λrew 5.0 5.0 5.0 1.0 5.0 5.0

Entropy coefficient λent 1.0 0.5 0.5 0.5 0.2 0.2
Num. of training tasks Ntrain 100 2 4 150 100 100

Task batch size Nmeta 16 2 4 16 16 16
Num. of VTs NVT 5 1 2 5 5 5

Num. of mixining tasks M 3 2 2 3 3 3

Table F.3. MetaWorld ML1 environmental hyperparameters

Name
Environments

Environmental
Hyperparameters

Reach Reach-OOD-Inter Reach-OOD-Extra Push Push-OOD-Inter Push-OOD-Extra
Reward scale λrew 1.0 1.0 1.0 5.0 5.0 5.0

Entropy coefficient λent 0.2 0.2 0.2 1 1 1
Num. of training tasks Ntrain 50 50 50 50 50 50

Task batch size Nmeta 16 16 16 16 16 16
Num. of VTs NVT 5 5 5 5 5 5

Num. of mixining tasks M 3 3 3 3 3 3
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G. More Detailed Experimental Setups
In this section, we provide details about the experiments and experimental setup. In G.1, we describe the OOD setup of the
MuJoCo environments; in G.2, we explain the OOD setup of the ML1 environments; in G.3, we outline the baseline setup.

G.1. Mujoco Environments

In this section, we provide a detailed description of the computational setup and the MuJoCo environments considered in
Section 5. We utilized Mujoco environments from the OpenAI Gym library (Brockman et al., 2016) and employed MuJoCo
200 libraries for environments with varying reward functions (Cheetah-Vel-OOD, Ant-Dir-2, Ant-Dir-4, Ant-Goal-OOD).
For environments with different state transition dynamics (Hopper-Mass-OOD, Walker-Mass-OOD), we used MuJoCo
131 libraries, as suggested in our baseline implementation algorithm, PEARL (Rakelly et al., 2019). In all of Mujoco
environments, we used a dense reward setup, which remains the same as the setup used in previous studies (Finn et al., 2017;
Rakelly et al., 2019; Zintgraf et al., 2019).

Figure G.1. Task configurations for the MuJoCo environments under consideration are presented. Training tasks are indicated in blue,
while OOD test tasks are marked in red.

To provide a more detailed description of the Mujoco environments, Fig. G.1 illustrates the task configurations for the
environments considered. In addition, for each Mujoco environment, we explain the design of the reward function, how
components of the environment change with different tasks, and the configuration of out-of-distribution OOD tasks as
follows:

• Cheetah-Vel-OOD: The Cheetah agent is tasked with moving at target velocities vtar where the reward increases as
the agent’s velocity more closely matches the target. The reward function is designed to be the negative value of the
difference between the current velocity and the target velocity. For training tasks, target velocities vtar are sampled
from the training task spaceMtrain = [0.0, 0.5) ∪ [3.0, 3.5). For OOD tasks, target velocities are sampled from the
test task spaceMtest = {0.75, 1.25, 1.75, 2.25, 2.75}.

• Ant-Dir-2: The Ant agent is required to move in target directions θdir, with higher rewards given when the agent’s
movement aligns more accurately with the target direction. The reward function is the dot product of the agent’s
velocity and the target direction. During training, target directions θdir are sampled from the training task space
Mtrain = {0, π2 }. For OOD tasks, target directions are sampled from the test task space Mtest = {π4 ,

3π
4 ,

7π
4 },

including extrapolated tasks ( 3π4 and 7π
4 directions) from the training task space.

• Ant-Dir-4: The Ant agent is required to move in target directions θdir, similar to the Ant-Dir-2 environment. The key
difference lies in the task set. In this environment, the target directions θdir for training tasks are sampled from the
training task spaceMtrain = {0, π2 , π,

3π
2 }. For OOD tasks, the target directions are sampled from the test task space

Mtest = {π4 ,
3π
4 ,

5π
4 ,

7π
4 }.
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• Ant-Goal-OOD: The Ant agent is tasked with reaching specific 2D goal positions given by
(rgoal cos θgoal, rgoal sin θgoal). The agent receives a higher reward for reaching the goal position more accu-
rately. The goal reward function is designed as the negative L1 distance from the current position to the target
goal position. For training, the goal positions rgoal and θgoal are sampled from the training task spaceMtrain with
rgoal ∈ [0.0, 1.0) ∪ [2.5, 3.0) and θgoal ∈ [0, 2π]. For OOD test tasks, the goal positions are sampled from the test task
spaceMtest with rgoal = 1.75 and θgoal ∈ {0, π2 , π,

3π
2 }.

• Hopper-Mass-OOD: The Hopper agent is required to move forward while dealing with varying body mass across
different tasks, which alters the state transition dynamics. The reward function used is the same as that in the original
MuJoCo Hopper environment. The task set is constructed by adjusting the initial mass of all joints of the Hopper using
a multiplier mscale, which is an internal parameter of the environment that scales the mass up or down. For training,
the body mass multiplier mscale is sampled from the training task spaceMtrain = [0.0, 0.5)∪ [3.0, 3.5). For OOD test
tasks, the body mass multiplier is sampled from the test task spaceMtest = {0.75, 1.25, 1.75, 2.25, 2.75}.

• Walker-Mass-OOD: The Walker2D agent is tasked with moving forward while managing varying body mass across
different tasks, which affects the state transition dynamics. The reward function remains consistent with that used in
the original MuJoCo Walker2D environment. The task set is created by adjusting the initial mass of all joints of the
Walker using a multiplier mscale, an internal parameter of the environment that scales the mass either up or down, as
similar to Hopper-Mass-OOD. For training, the body mass multiplier mscale is sampled from the training task space
Mtrain = [0.0, 0.5) ∪ [3.0, 3.5). For OOD test tasks, the body mass multiplier is sampled from the test task space
Mtest = {0.75, 1.25, 1.75, 2.25, 2.75}.

G.2. MetaWorld ML1 Environments

Figure G.2. (a) Reach environment that the end effector should reach to target position. (b) Push environment that the robot arm should
push the object to the target position. (c) Visualization of ML1-OOD setup that separate 3D goal space M into Minner and M\Minner.

ML1-Reach and ML1-Push are environments in the MetaWorld benchmark (Yu et al., 2020), where a robotic arm either
reaches a target position in 3D space (ML1-Reach) or pushes an object to a target position (ML1-Push). Tasks are defined by
the goal target position, gtar, and their reward functions are determined accordingly. The target position is sampled from a
3D goal spaceM, a rectangular cuboid defined by two vertices, glow and ghigh, which are given in the original environment
code and differ between ML1-Reach and ML1-Push. Training and test tasks are sampled fromMtrain andMtest with
Ntrain and Ntest tasks, respectively. In the basic ML1 setup,Mtrain andMtest are identical toM.

For OOD setups, we introduce a smaller central region,Minner that is defined withinM. The goal spaceM is divided
into 125 smaller cuboids (5 × 5 × 5), withMinner consisting of 27 central cuboids (3 × 3 × 3). Fig. G.2(a) represents
the Reach environment, Fig. G.2(b) shows the Push environment, and Fig. G.2(c) illustrates the goal configuration in the
MetaWorld environments. Table G.1 summarizes the OOD setups for ML1 environments.

• Basic ML1 setups: The training goal target positions (train tasks) are sampled with 50 positions from the regions ofM,
while the testing goal target positions (test tasks) are sampled with 50 positions from the same regions ofM.

• OOD-Inter setup: The training goal target positions (train tasks) are sampled with 50 positions from the regions of
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M excludingMinner, while the testing goal target positions (test tasks) are composed of the center points of the 27
cuboids withinMinner.

• OOD-Extra setup: The training goal target positions (train tasks) are sampled with 50 positions from withinMinner,
while the testing goal target positions (test tasks) are composed of the center points of the remaining 98 (125− 27)
cuboids outsideMinner.

Table G.1. Configuration of basic ML1 and ML1 OOD environments setup.
glow ghigh Mtrain Mtest Ntrain Ntest

Reach
(−0.1, 0.8, 0.05) (0.1, 0.9, 0.3)

M M 50 50
Reach-OOD-Inter M\Minner {27 center points ofMinner} 50 27
Reach-OOD-Extra Minner {98 center points ofM\Minner} 50 98

Push
(−0.1, 0.8, 0.01) (0.1, 0.9, 0.02)

M M 50 50
Push-OOD-Inter M\Minner 27 center points ofMinner 50 27
Push-OOD-Extra Minner {98 center points ofM\Minner} 50 98

G.3. Baselines Implementation

RL2 We utilize the open source codebase of LDM at https://github.com/suyoung-lee/LDM for MuJoCo environments and
open source codebase of garage https://github.com/rlworkgroup/garage for MetaWorld ML1 environments to report the
results of RL2. We modify the task space of MuJoCo and ML1 environments to be divided intoMtrain andMtest, in other
words, OOD setup.

VariBAD and LDM We utilize the open source reference of LDM at https://github.com/suyoung-lee/LDM for MuJoCo
environments and open source reference of SDVT https://github.com/suyoung-lee/SDVT for MetaWorld ML1 environments
to acquire the results of VariBAD and LDM. We modify the task space of MuJoCo and ML1 environments to be divided
intoMtrain andMtest.

MAML We utilize the open source code of garage at https://github.com/rlworkgroup/garage for both MuJoCo and ML1
environments to get the results of MAML. We modify the task space of MuJoCo and ML1 environments to be divided into
Mtrain andMtest.

PEARL We utilize the open source repository of PEARL at https://github.com/katerakelly/oyster for MuJoCo environments
and the open source repository of garage https://github.com/rlworkgroup/garage for ML1 environments to get the results of
PEARL. We modify the task space of MuJoCo and ML1 environments to be divided intoMtrain andMtest.

CCM, MIER, Amago We utilize the open source code of CCM, MIER and Amago at https://github.com/TJU-DRL-
LAB/self-supervised-rl/tree/ece95621b8c49f154f96cf7d395b95362a3b3d4e/RL with Environment Representation/ccm,
https://github.com/russellmendonca/mier public and https://github.com/UT-Austin-RPL/amago, respectively for both
MuJoCo and ML1 environments to measure the experimental results of the baselines. We modify the task space of MuJoCo
and ML1 environments to be divided intoMtrain andMtest.

TAVT We research and develop TAVT algorithm on top of the PEARL official open-source algorithm at
https://github.com/katerakelly/oyster for both MuJoCo environments and ML1 environments. Our implementation code is
available at https://github.com/JM-Kim-94/tavt.git

We use the MetaWorld benchmark open source at https://github.com/Farama-Foundation/Metaworld for all experiments, but
install the “paper version” of it. All experiments are conducted on a GPU server with an NVIDIA GeForce RTX 3090 GPU
and AMD EPYC 7513 32-Core processors running Ubuntu 20.04, using PyTorch.
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H. Additional Results for TAVT
H.1. Learning Curves for MetaWorld ML1 Environments

Fig. H.1 presents the learning curves of the 6 ML1 environments from the comparison experiments in Section 5. Similar
to the results in Table 3, the learning curves show that the proposed TAVT consistently outperforms other on-policy and
off-policy meta-RL methods. Notably, compared to off-policy algorithms, TAVT demonstrates both superior convergence
performance and faster convergence speed. These results further highlight the effectiveness and superiority of the proposed
TAVT algorithm.

Figure H.1. (a-f) Performance comparison of the 6 MetaWorld ML1 environments

H.2. Computational Cost

We provide a breakdown of the relative computational cost introduced by each component in TAVT in the same setup. We
report in Table H.1 the relative training time per epoch that occurs when each component of TAVT is added compared to
the PEARL algorithm we base our implementation on. As shown in Table H.1, adding the reconstruction loss and decoder
contributes approximately 3% overhead compared to PEARL, while the metric-based representation (w/o Lgen) adds about
11%. While full TAVT requires approximately 18% more training time than the PEARL baseline due to the additional
training of each component, other algorithms do not yield comparable performance gains even with similar computational
overhead, demonstrating the practical advantage of TAVT. TAVT significantly outperforms all baselines across diverse OOD
environments in MuJoCo and MetaWorld, as shown in Fig. 7. Even with extended training, other methods do not reach
TAVT’s level of generalization. We therefore believe the added cost is reasonable and practical.

Table H.1. Relative per-epoch training time comparison over component variants

Method PEARL Recon only TAVT w/o Lgen TAVT w/o on-off loss TAVT(full)
Relative Training Time per Epoch 100% 103% 111% 116% 118%
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I. Ablation Study on the Mixing Coefficient β
In this section, we discuss the impact of the mixing coefficient β for VT construction introduced in Section 2. Recall that the
task latent for VT, denoted as zα, is obtained by interpolating among M randomly sampled training task latents, as follows:

zα =

M∑
i=1

αizi,

where α = (α1, · · · , αM ) ∼ βDirichlet(1, 1, . . . , 1) − β−1
M is the interpolation coefficient. Here, Dirichlet(·) represents

the Dirichlet distribution, and β ≥ 1 is the mixing coefficient. When β = 1, the interpolation is limited to within the space
of the training task latents. In contrast, β > 1 enables extrapolation beyond the original task latents, allowing for a broader
range of virtual tasks to be generated. To analyze the impact of the mixing coefficient β on VT construction and learning
performance, we examine the coverage range of zα with varying β in Section I.1, demostrate how exploration behavior
changes with different β values in Section I.2, and evaluate the performance based on different β values in Section I.3.

I.1. Coverage of zα with Various β

Figure I.1. (a) 2D goal positions of the Ant-Goal-OOD environment, and PCA visualizations of zα with different β values: (b) TAVT
with β = 1, (c) TAVT with β = 2, and (d) TAVT with β = 3.

Fig. I.1 illustrates how the coverage of task latents zα for VTs generated from the Dirichlet distribution varies with the
mixing coefficient β in the Ant-Goal-OOD environment. Specifically, Fig. I.1(a) displays the 2D goal positions for training
and OOD tasks, while Figs. I.1(b), (c), and (d) show the principal component analysis (PCA) visualizations of zα generated
with β = 1, 2, and 3, respectively. Here, we use PCA instead of t-SNE for visualization, as PCA more accurately reflects the
data structure in the projection, whereas t-SNE often clusters data by performing manifold learning. The results in Fig. I.1
show that as β increases, the range of task latents zα generated by VT construction becomes broader, effectively covering a
wider area, including extrapolated task latents as intended in Section 2.

I.2. Exploration Trajectories of πexp with Various β

Fig. I.2 illustrates how exploration trajectories change with different β values during the meta-testing phase. For β = 1 in
Fig. I.2(a), zα considers only a narrow range of the task latent space, causing the agent to explore only the areas close to
the inner region. For β = 2 in Fig. I.2(b), zα covers a broader range, which is sufficient to distinguish the tasks from the
contexts. For β = 3 in Fig. I.2(c), zα covers the largest area but includes excessive extrapolated regions, causing the agent
to explore beyond the goal space and making task distinction more challenging. Thus, we use β = 2 as the default mixing
coefficient for TAVT.
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Figure I.2. Exploration trajectories of πexp(·|s, zα) with different β: (a) β = 1, (b) β = 2, and (c) β = 3.

I.3. Performance Comparison with Various β

From the results in Sections I.1 and I.2, we observed that the choice of β significantly impacts TAVT learning. Finally, to
evaluate the effect of β on performance, Fig. I.3 illustrates the performance changes across 3 environments, (a) Cheetah-Vel-
OOD, (b) Ant-Goal-OOD, and (c) Walker-Mass-OOD, with varying β values. From the results in Fig. I.3, we observe that
β = 2 consistently performs the best across the considered environments. Therefore, we set β = 2 as the default mixing
coefficient for TAVT.

Figure I.3. Performance comparison with various β values on: (a) Cheetah-Vel-OOD environment, (b) Ant-Goal-OOD environment, and
(c) Walker-Mass-OOD environment.
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