
Biologically-inspired adaptive learning in the
Hopfield-network based self-optimization model

Aisha Belhadi
Embodied Cognitive Science Unit

Okinawa Institute of Science and Technology Graduate University
Okinawa, Japan

aisha.belhadi@gmail.com

Abstract

A significant portion of the recent growth of artificial intelligence can be attributed
to the development of deep learning systems, going hand in hand with the accu-
mulation of Big Data. It therefore makes sense that most often, these systems are
based on supervised or reinforcement learning using massive datasets, and reward
or error-based rules for training. Though these techniques have achieved impressive
levels of accuracy and functionality, rivaling human cognition in some areas, they
seem to work very differently from living systems that can learn, make associations
and adapt with very sparse data, efficient use of energy and comparatively minimal
training iterations. In the world of machine learning, Hopfield networks, with an
architecture that allows for unsupervised learning, an associative memory, scaling,
and modularity, offer an alternative way of looking at artificial intelligence, that
has the potential to hew closer to biological forms of learning. This work distills
some mechanisms of adaptation in biological systems, including metaplasticity,
homeostasis, and inhibition, and proposes ways in which these features can be
incorporated into Hopfield networks through adjustments to the learning rate, mod-
ularity, and activation rule. The overall aim is to develop deep learning tools that
can recapitulate the advantages of biological systems, and to have a computational
method that can plausibly model a wide range of living and adaptive systems of
varying levels of complexity.

1 Introduction

Acting on information in an uncertain and volatile environment requires dealing with a number of
trade-offs, for instance, between speed and precision [54], or optimization and generalizability. This
is a common dilemma in machine learning systems, exemplified by the bias/variance trade-off [29].
Living systems seem to have developed multiple avenues to resolve these types of tensions, allowing
them to learn about their changing environments and modify their learning strategies, in order to best
adapt to their surroundings [54]. This adaptive learning is not strictly limited to cognitive or neural
systems, and can be found at multiple timescales and levels of complexity, ranging from enzymatic
cascades [39], gene regulatory networks [9], chemotaxis in prokaryotes [30], immune systems [44],
and social systems [6, 21], to name a few.

To support adaptation, complex systems need to develop an ability to integrate new information
while maintaining a level of stability [34]. Excessive destabilization would preclude the ability to
learn consistent patterns, and to generalize skills, and could even lead to the disintegration of a
system, whereas placing too much weight on past memory could maintain erroneous patterns and
hinder learning when faced with a new situation. Mechanisms like the interplay between information
integration and storage, between attention and memory [43], and attractor and integrator dynamics
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in the brain [31] underlie the robustness and flexibility required for adaptive learning. While in
biological systems, these constraints are what seem to drive adaptation [22], achieving such robustness
has been a challenge in the field of machine learning with deep neural networks, due to the tendency
for these networks to forget previous training when learning new tasks sequentially or continuously,
a phenomenon also known as catastrophic forgetting [33]. Furthermore, the resources they require
in terms of energy and data to train supervised learning models may not be sustainable from an
environmental and social perspective [52].

Hopfield networks [28], a type of artificial neural network with recurrent connections, have an
architecture that may be adapted to solve some of these dilemma. Memory patterns are stored in
the weights of connections between nodes in a Hopfield network, which is capable of one-shot and
unsupervised learning. Interestingly, attractor dynamics are also at play in these networks. The
coordination of the nodes’ states, with respect to the constraints set by the weight matrix of all the
connections in the network, defines an energy state for the system. After initiation with random states,
the network’s updating of the state of its nodes at every step gradually leads to convergence towards
an attractor, a minimum in the energy landscape. In principle, the lower the energy state, the better
the constraints are satisfied.

The strength of a Hopfield network, its encoding of memory patterns directly in the weights of
connections between nodes, can also be one of its limitations in straightforward implementations of
the network, as it restricts its memory storage capacity to approximately 0.14N patterns, with N being
the number of nodes in the network [2]. Much work has since gone into extending the capabilities
of Hopfield networks [35, 36, 50], though few are based on biologically-inspired mechanisms
[3, 12, 22]. This is all the more surprising as the initial inspiration for the Hopfield network was
from neurobiology, and the simplicity of its basic implementation makes it versatile, allowing it to be
applied to model diverse biological systems, both neural and non-neural [14, 16, 42, 57, 58].

One specific implementation of Hopfield networks, the self-optimization (SO) model [59, 60] has
a weight update rule based on Hebbian learning [26] and periodic resets of all network states,
effectively creating a memory of visited attractors. Updating the weight matrix also transforms the
energy landscape, such that the attraction basin for the global minimum is enlarged, increasing the
likelihood of reaching it and finding stored memory patterns. These properties seem to combine and
improve both optimization and memory stabilization, and are reminiscent of the higher stability of
trajectory-coding neurons in the hippocampus [32], making the SO model an interesting candidate
for solving the dilemma of adaptivity mentioned earlier. Other studies have extended the SO model
[22, 62, 67] and shown its ability to solve combinatorial satisfiability problems [61]. As a Hopfield
network with functionalities echoing living systems, could the SO model be further enhanced with
other biological mechanisms, in order to widen its performance and applicability, and offer solutions
to the dilemma of adaptation in artificial systems?

In Section 2, we explore features of adaptation and adaptive learning that are common in biological
systems, with a special focus on metaplasticity and homeostatic regulation. Section 3 proposes
ways in which these features could be translated into the SO model, and by extension, into Hopfield
networks.

2 Adaptive mechanisms in biological systems

Hebbian learning already instantiates a form of activity-dependent neuronal adaptivity, as weight
updates are meant to mimic long-term potentiation (LTP) and long-term depression (LTD) in synaptic
plasticity, which modify the strength of synaptic connections ie. change how likely a post-synaptic
neuron is going to activate (or be inhibited) after input from a specific synapse [10]. This plasticity
itself is regulated, and its magnitude governed, by metaplasticity mechanisms [1]. Metaplasticity
operates at different levels (chemical, molecular, architectural, network) and timescales (immediate, to
several days). At the local synaptic level, metaplasticity is linked to changes to synaptic architecture,
modifications to neurotransmitter-receptor sensitivity, ion-channel permeability, through transforma-
tion of their subunits, changes in receptor density via endocytosis, affecting the ratios of receptor
types and hence, their downstream effects [1]. Plasticity effects induced by neuromodulators such as
dopamine, acetylcholine, noradrenaline, and serotonin, allow for the integration of metaplasticity into
functional networks [53]. Furthermore, the same neuromodulator can have opposite effects depending
on the receptor types, whose distribution can vary in different brain regions. These properties scale up
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metaplasticity dynamics over time and space, with differing local/global, and short/long-term effects.
For example, a recent study describing the effects of dopamine on spontaneous behavior in mice
found that dopamine seemed to enhance variability of behavior in the short timescale, and stabilize
behavior patterns on longer timescales [40]. The synaptic-tagging-and-capture (STC) theory suggests
another mechanism that spatially and temporally extends metaplasticity, through the consolidation of
LTP in “tagged” synapses that are able to capture plasticity-related proteins generated by potentiation
events in neighboring synapses [1]. Despite this diversity, many pathways seem to converge upon the
regulation of calcium currents in neurons, directly and indirectly affecting neuronal excitability, with
the net effect of dynamically supporting learning [53].

The dual role of some neuromodulators recalls the oscillatory nature of homeostasis. Indeed, meta-
plastic events can be thought of as synergistic, creating a positive feedback loop reinforcing the initial
event. But a ubiquitous form of biological adaptation, homeostasis, seeks to dynamically regulate the
system around a set point, counteracting runaway activation, depression or saturation of the system,
which could threaten its viability [8]. It can also be pointed out that, though homeostasis is often
described along the lines of control theory [8], due to the reliance on sensors monitoring the state of a
system, and dynamic adjustments through negative feedback loops (inhibition, removal), its overall
structure has echoes of attractor dynamics [15], a feature shared by Hopfield networks, as well as
oscillatory dynamics [45, 56]. Homeostasis is the basis of vital physiological functions, such as the
maintenance of body temperature, blood pressure, electrolyte balance, metabolic regulation. It has
also been posited in synaptic regulation, as a means to restore balance in neural networks destabilized
by activation and learning [13]. For instance, the Bienenstock-Cooper-Munro theory [7, 53], proposes
a sliding threshold for LTP and LTD, whereby the stronger a synapse the higher the threshold to
achieve LTP. Inhibitory processes are crucial to homeostasis, and are adaptive mechanisms in their
own right. See Appendix 1 for a further discussion of inhibition and degeneracy in defining patterns
in biological systems.

Just as complex systems have flexible ways of defining patterns, the ability to change patterns, by
forgetting old ones, contributes to adaptation. This can occur through automatic processes such as
the drift in spatio-temporal encoding in the hippocampus [17], protein turnover in the cell, or mRNA
decay [51]. Or pattern changes can be elicited in a more specific and abrupt manner, in the form
of resets. At the level of brain networks, the interplay between the neuromodulators acetylcholine
and noradrenaline seems to be implicated in resetting functional brain networks in the context of
surprise and uncertainty [5, 11]. Other forms of biological resets can be seen at the behavioral level
in sleep [48], at the cellular level in dedifferentiation [64], and at the molecular level in chromatin
reorganization during mitosis [49].

3 Implementing adaptive learning in the SO model

One way of increasing plasticity could be through scaling up the dimensions in the network, without
necessarily scaling up the network itself. Rather than introducing new parameters, this could be
achieved by providing the system a way to exploit the properties and behaviors of its existing
components, as biological systems seem to do.

A form of local metaplasticity could be introduced, for instance, by making the learning rate α
dependent on the weight of incoming inputs. Rather than a user-defined constant, α would thus be
defined as a function of the weights wij between nodes i and j, transforming the Hebbian learning
rule into:

wij (t+1) = wij (t) + dwij (t), dwij = f(wij) si sj
where si and sj are the states of nodes i and j, and α = f(wij). Though the complexity of metaplasticity
in neural systems precludes a linear approximation, simply defining f here as a linear function could
still have differential effects on synapses depending on their activation state, with faster potentiation of
co-activated synapses, and slower depression of synapses with opposing states, rather than increasing
or decreasing weights by a fixed amount.

Linking α to changes in the energy state of the network is another way to implement a network-
level metaplasticity, by computing the derivative of the energy function E with regards to time, or
calculating ∆E between the current step and the previous step and defining α as a function of ∆E.
This has similarities to a gradient descent, but rather than being used to minimize a loss function, or
update weights, the slope of the descent in the energy landscape at a time point t (ie. the derivative
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of the energy function E) serves to modify the learning rate α = f (∆E). In most cases, the function
f will be chosen so as to ensure that α is low when ∆E is low, and high when the slope is higher,
in order to avoid getting stuck in local minima and speed up learning when approaching a global
energy minimum. But it would also be interesting to explore the behavior of the network with various
definitions of f (∆E), to see whether these variations can model different normal and pathological
behavioral modes in biological systems.

Homeostasis’ embeddedness in an environmental and evolutionary framework can make it challenging
to implement in a meaningful way, and such work is beyond the scope of this paper (see [47]).
However, rather than faithfully rendering homeostatic mechanisms, it might be interesting to mimic
some of their overall dynamics, such as oscillation. One avenue would be through the network’s
activation function. Several types of activation functions have been trialed in the SO model [67],
including sigmoid and Heaviside threshold functions. But it would be interesting to explore, for
instance, the network’s behavior with a trigonometric activation function, which could lead to an
oscillation of activation states according to specific ranges of inputs. Though it may create node-level
variability, would this contribute to global stabilization, similarly to homeostasis?

The use of a modular structure or clusters can allow for the implementation of other adaptive
mechanisms. For instance, inter-cluster inhibitory connections were shown to improve energy levels
in an SO model of the C. elegans connectome [42]. Similarly, we could imagine a structure with
stronger intra-modular connections, and weaker inter-module connections, which could evolve over
time, echoing functional networks in the brain, genes, enzymatic or cell-signaling pathways etc.
Modules that have consistently increased their average weights over a certain number of steps could
see an automatic boost to all intra-modular synaptic strengths, allowing for a form of temporal
integration of a module’s behavior. Or in a mechanism reminiscent of STC, if a certain number of
nodes in a module increase the weights of their connections, this could trigger a weight increase
for all nodes of the module. Concomitant weakening of extra-modular connections, or inhibitory
inter-modular connections as described previously, could be further explored, as could the use of
“silent” modules, which might introduce a form of degeneracy in the system, and may be of interest
in continuous learning. Further implementations of resets and "forgetting" mechanisms, as well as
examples of implementations in other network architectures can be found in Appendix 2.

4 Conclusion

Thanks to the multiplicity of features biological systems have access to, in the form of the chemical
and physical properties of their components and environment, computational complexity can be
scaled up in a myriad of ways by nesting, hierarchically ordering or intersecting such features,
increasing the degrees of freedom within the system. Yet at the same time, these systems are highly
constrained by mechanisms that maintain them within a range around a point of equilibrium. Rather
than a contradiction between these two seemingly opposing dynamics, the constraints can be viewed
as establishing a framework that then allows an opening up of the space of possibilities with the
increase in degrees of freedom. Without the constraints giving them shape, these degrees of freedom
would collapse into uninformative noise.

In Hopfield networks and the SO model, the constraining framework is given by the architecture of
the network. This paper suggests ways in which higher degrees of freedom could be incorporated
within this structure, thus increasing its flexibility and possibilities for adaptation. We propose that
metaplasticity and homeostatic regulation could be modeled through a dynamical adjustment of the
learning rate with regards to synaptic weights or the energy state of the system, through adaptively
enhancing modularity in the system, and through modifications to the activation criteria. These
proposals now need to be defined algorithmically and tested to observe how the network’s behavior
changes, and whether it will be able to solve new types of tasks. Some of these mechanism may
already exist in deep learning models with more sophisticated architectures. It is also possible that
once implemented, parallels may be found between these features, and features in supervised learning
models. Nevertheless, it is far from certain whether the majority of adaptive systems, both biological
and non-biological, have the capacity to implement supervised learning with sophisticated architec-
tures and learning rules. Most learning in adaptive systems seems to proceed in an unsupervised
manner [65, 66]. Therefore, achieving an associative memory model capable of performing complex
adaptive learning tasks would be helpful not only to diversify the deep learning tools at our disposal,
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but also to improve our understanding of how adaptive systems in the natural world solve the task of
continually adjusting and thriving in their environments.
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Appendix 1: Inhibition and degeneracy as adaptive mechanisms in biology

Though homeostasis makes use of inhibition as a regulatory mechanism, inhibitory processes are not
exclusive to it. They can have intrinsic functions beyond restoring balance to a system. Cognitive con-
trol, which relies on inhibition of certain behaviors, is central to executive functioning [38]. Similarly,
inhibition is necessary for motor coordination [23, 25], for sharpening of sensory perception [24, 63],
and for the proper functioning of brain networks, through maintenance of an excitatory/inhibitory
(E/I) balance [27]. Considering LTD as a form of inhibition, its importance in memory formation in
the hippocampus has also been highlighted by several studies [55].

Redundancy and degeneracy have been described as fundamental features of biological systems [18],
contributing to their robustness and adaptivity [34]. Degeneracy is defined as “the ability of elements
that are structurally different to perform the same function or yield the same output” [18], whereas
redundancy involves structurally identical elements performing the same function. A system reliant
on a single pathway to perform critical tasks is extremely vulnerable to the failure of said pathway,
even if it is optimized for the task in question. On the other hand, a multiplicity of pathways, though
they may be non-optimal or less efficient, allows for higher robustness at the system-level in case
of failure. Examples of degeneracy can be seen in the genetic code, immune system and metabolic
pathways.

Arguably, some developmental processes can be considered as a combination of degeneracy and
inhibition (as negation or suppression). Apoptosis in morphogenesis [41, 46] and synaptic pruning in
childhood [20] are two such examples. In both cases, the two-step process of generating a certain
number of elements (cells or synapses/dendrites), followed by the removal of now-supernumerary
elements, improves definition and functionality. This highlights the role of inhibition as a mechanism
for pattern enhancement/segregation [46, 55].

Appendix 2: Further implementations of adaptive mechanisms

Metaplasticity has been introduced in sophisticated reward-based learning models, such as this study
by Farashahi et al., which devised a model of adaptive learning under uncertainty, with metaplasticity
governing the transition of synapses between hidden states of varying stability [19]. Interestingly,
this model did not require explicit optimization or knowledge of the task structure to achieve results
that were comparable to experimental data. This suggests that implementing metaplasticity in an
unsupervised learning setting is not far-fetched. Another model, based on a recurrent neural network
integrating calcium dynamics, and a leaky-integrate-and-fire mechanism, showed how incorporating
STC improved memory consolidation and recall [37]. Lateral inhibition has been implemented
in a number of feed-forward architectures [4]. These examples implemented in different network
architectures demonstrate the usefulness of these adaptive mechanisms in improving learning.
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A temporal dimension could be added to the synaptic weights by introducing a decay term in which
the weights would be set to converge to zero in a stepwise or gradual manner, after a defined number
of steps. This form of “forgetting” could be of interest in the context of continuous learning, as
it could allow for new patterns to be encoded without a complete erasure of previous patterns, as
presumably, the strongest weights would not have fully been reduced to 0.

The resetting of weights through decay is different from the resets defined in the SO model, which
involve resetting network states. Incidentally, it would be interesting to compare the effects of these
resets with the aforementioned suggestion to mimic homeostatic oscillations through a trigonometric
activation function (see Section 3).

These partial state resets could be seen as mimicking cyclical biological processes such as sleep
and cell division. A form of context-dependent reset, resembling brain network shifts triggered by
noradrenaline, could be achieved by linking resets to network energy. For example, if the energy
level remains above a certain threshold for a defined number of steps, a state reset could be triggered,
with the idea that a high energy level signifies that the network is far from convergence, and that a
reset might speed up constraint satisfaction. Another method might require specific modifications
to the network structure, by defining a cluster of nodes that, when fully activated, trigger a network
reset. But this might be more difficult to design as it is unclear what type of connections this cluster
should have with the rest of the network.
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