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Abstract001

The exponential rise in mobile device usage ne-002
cessitates streamlined automation for effective003
task management, yet many AI frameworks fall004
short due to inadequate operational expertise.005
While manually written knowledge can bridge006
this gap, it is often burdensome and inefficient.007
We introduce Mobile-Agent-V, an innovative008
framework that utilizes video as a guiding tool009
to effortlessly and efficiently inject operational010
knowledge into mobile automation processes.011
By deriving knowledge directly from video con-012
tent, Mobile-Agent-V eliminates manual inter-013
vention, significantly reducing the effort and014
time required for knowledge acquisition. To015
rigorously evaluate this approach, we propose016
Mobile-Knowledge, a benchmark tailored to017
assess the impact of external knowledge on018
mobile agent performance. Our experimental019
findings demonstrate that Mobile-Agent-V en-020
hances performance by 36% compared to ex-021
isting methods, underscoring its effortless and022
efficient advantages in mobile automation.023

1 Introduction024

The reliance on mobile devices has increased, with025

users performing numerous operations daily, under-026

scoring the need for streamlined interactions. Cur-027

rently, the development of Multimodal Large Lan-028

guage Models (MLLMs) has notably improved mo-029

bile device operating frameworks, using these mod-030

els as intelligent agents (Liu et al., 2023b; Zhu et al.,031

2023; Ye et al., 2023a; Dai et al., 2023; Liu et al.,032

2023a; Chen et al., 2023; Bai et al., 2023; Ye et al.,033

2023b; Wang et al., 2023; Lu et al., 2024a; Ye et al.,034

2024; Wu et al., 2024; Qin et al., 2025). These035

frameworks leverage agents’ perception, decision-036

making, and reflection to perform complex tasks037

across multiple applications, thereby broadening038

mobile devices’ autonomous capabilities.039

Despite progress, existing approaches remain040

constrained by limited operational knowledge. As041

shown in Figure 1(a), agents struggle to complete042

Figure 1: (a) Mobile agents often struggle to complete
tasks due to a lack of knowledge. (b) Manually written
knowledge requires a high level of human expertise and
precision, leading to significant differences in perfor-
mance depending on whether novices or experts author
the content. (c) Mobile-Agent-V learns directly from
video, bypassing the need for human expertise. It is
more efficient and can even exceed the effectiveness
of manually written knowledge. In the evaluation of
Mobile-Knowledge, Mobile-Agent-V achieves perfor-
mance comparable to human experts while saving over
80% of the time required for knowledge injection.

certain tasks when lacking operational knowledge. 043

This is primarily due to the inadequacy of training 044

data to encompass all scenarios. Additionally, the 045

unique nature of some scenarios prevents existing 046

agent knowledge from generalizing effectively. To 047

address this issue, current frameworks typically 048

incorporate manually written knowledge into the 049

agent framework, delivered in textual form (Yang 050

et al., 2023; Li et al., 2024b; Wang et al., 2024c,b; 051

Agashe et al., 2025). However, as depicted in Fig- 052

ure 1(b), this approach is highly sensitive to the 053

quality of human expertise. In order to achieve 054

better outcomes, the involvement of experts be- 055

comes necessary. This reliance on manually au- 056

thored knowledge increases the cost of knowledge 057

injection and reduces efficiency. 058

To develop methods of knowledge injection that 059

are less reliant on human quality and more effi- 060
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cient, we aim to use knowledge sources in their061

natural, unprocessed forms. Observations of exist-062

ing work have shown that video can enhance effec-063

tiveness, inspiring us to extract procedural knowl-064

edge directly from instructional videos (Wang et al.,065

2024e,a; Zhang et al., 2024c; Chane-Sane et al.,066

2023). These videos require users to perform and067

document an entire operation just once, which re-068

moves the need for further human involvement as in069

Figure 1(c). However, the frequent scene changes070

and high information density in instructional videos071

present significant challenges. Additionally, cur-072

rent large-scale visual models often have difficulty073

processing video input, hindering the ability of ex-074

isting frameworks to effectively utilize video-based075

learning.076

To address this, we introduce Mobile-Agent-V, a077

multi-agent framework that processes operational078

video inputs, extracts actionable knowledge, and079

applies it to mobile device interactions. To reduce080

keyframe redundancy while retaining crucial in-081

formation, we use a sliding window mechanism,082

feeding a subset of keyframes into the decision083

agent. The video agent assesses the device’s state084

and adaptively shifts the window forward, ensuring085

frames remain relevant for decision-making. De-086

spite this, multi-frame inputs challenge MLLMs087

in maintaining contextual coherence. To enhance088

accuracy, we employ a reflection agent with long-089

chain-of-thought reasoning to analyze the video,090

refine decision outputs.091

Existing mobile benchmarks predominantly as-092

sess a range of integrated capabilities—such as093

localization, planning, decision-making, which094

can conflict with evaluating knowledge utilization,095

making it difficult to evaluate the effect of knowl-096

edge injection alone. To address this, we intro-097

duce Mobile-Knowledge, a benchmark designed to098

specifically assess knowledge utilization efficacy.099

Utilizing straightforward tasks, it minimizes factors100

unrelated to knowledge injection. Experimental101

results indicate Mobile-Agent-V improves perfor-102

mance by 36% over existing frameworks, demon-103

strating its superiority in knowledge utilization.104

Our summarized contributions are as follows:105

• We introduce Mobile-Agent-V, a novel frame-106

work that applies video guidance to achieve107

effortless and efficient knowledge injection.108

Knowledge injection can be accomplished109

simply by performing the task once and110

recording a video, eliminating the need for111

high-quality manual labor and lengthy knowl- 112

edge construction time. 113

• We propose a multi-agent collaboration strat- 114

egy to effectively extract and utilize knowl- 115

edge from videos. To address the challenges 116

of processing long-context video input, we 117

introduce a sliding window strategy in con- 118

junction with a video agent. By incorporating 119

a deep-reflection agent, we further enhance 120

decision accuracy. 121

• To focus on evaluating the effectiveness of 122

knowledge utilization, we introduce Mobile- 123

Knowledge, which comprises tasks that re- 124

quire procedural knowledge but demand min- 125

imal basic operational abilities. Experimen- 126

tal results demonstrate that Mobile-Agent-V 127

achieves a 36% performance improvement 128

over existing frameworks. 129

2 Related Work 130

2.1 GUI Agent 131

Intelligent agent frameworks using Large Language 132

Models (LLMs) are advancing in GUI operations 133

to enhance user experience (Wang et al., 2024d; 134

Liu et al., 2025). HTML-based parsing is com- 135

mon on the Web due to its interpretability, while 136

frameworks such as ChatGPT’s assistant use visual 137

perception (Zhou et al., 2023; Deng et al., 2023; 138

Zheng et al., 2024; He et al., 2024; Lù et al., 2024; 139

Yoran et al., 2024; Reddy et al., 2024). PC-based 140

frameworks rely on system APIs for greater control 141

(Zhang et al., 2024a; Tan et al., 2024; Xie et al., 142

2024). Mobile automation challenges involve pro- 143

viding agents with operational knowledge, which 144

LLMs often lack. Existing approaches often in- 145

volve costly training on operational data (Hong 146

et al., 2023; Cheng et al., 2024; You et al., 2024; 147

Zhang et al., 2024b; Chen and Li, 2024; Lu et al., 148

2024b; Chai et al., 2024; Rawles et al., 2024; Xu 149

et al., 2024; Li et al., 2024a; Wan et al., 2024; Xing 150

et al., 2024; Liu et al., 2024), extensive exploration 151

(Yang et al., 2023; Wang et al., 2024c; Li et al., 152

2024b; Wang et al., 2025), or inefficiencies through 153

manual knowledge (Wang et al., 2024b). 154

2.2 Video-guided Agent 155

Video guidance is crucial for training intelligent 156

agents to effectively interact with dynamic environ- 157

ments. Initial efforts using large language models 158
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Figure 2: The framework of Mobile-Agent-V.

(LLMs) focused on video comprehension (Wang159

et al., 2024e). Beyond comprehension, video ap-160

plications include automated video editing (Wang161

et al., 2024a), efficient frame retrieval (Zhang et al.,162

2024c), and robotics training via human demonstra-163

tion videos (Chane-Sane et al., 2023). These prac-164

tical uses showcase the expanding role of video-165

guided agents in various fields.166

3 Mobile-Agent-V167

This section introduces Mobile-Agent-V, a frame-168

work that enhances mobile automation through169

video guidance. We outline its key components,170

including video processing, sliding window, video171

agent, deep-reflection agent, decision agent, and172

explain how they work together to improve opera-173

tional efficiency and accuracy.174

3.1 Framework175

The overall workflow of Mobile-Agent-V is shown176

in Figure 2. Given an input video V that cap-177

tures a demonstrated task, the system first extracts178

keyframes F ′ through uniform sampling and re-179

dundancy removal. The execution begins with an180

initial sliding window positioned at the start of181

the keyframe sequence. At each iteration, the de-182

cision agent generates an action Oi based on the183

current window, video instructions, and historical184

decisions. If the task is successfully completed, the185

process terminates. Otherwise, the deep-reflection186

agent validates and refines the action to ensure187

alignment with the demonstrated task. The refined188

decision ROi is then executed on the device, updat-189

ing its state to Di+1. The video agent subsequently190

determines the next window starting point Si+1, fa-191

cilitating a dynamic adjustment of the observation192

scope as the task progresses. This iterative proce-193

dure continues until the task is completed or the 194

predefined maximum exploration limit is reached. 195

The complete pipeline is outlined in Algorithm 1. 196

3.2 Video Processing 197

Traditional uniform sampling suits real-world 198

videos with static scenes and smooth motion. How- 199

ever, in mobile recordings, most frames are static, 200

while rapid changes occur due to human interac- 201

tion and fast device responses, rendering uniform 202

sampling ineffective for mobile videos. To address 203

this, we first uniformly sample the V at a frequency 204

d to obtain the keyframe set F : 205

F = Uniform_Sampling(V, d) (1) 206

Next, we compute the similarity between consec- 207

utive keyframes and remove those with similarity 208

above a threshold s, resulting in a reduced set Fs: 209

Fs = {fi ∈ F | sim(fi, fi+1) ≤ s} (2) 210

Finally, we filter out keyframes with temporal gaps 211

smaller than a threshold fs, yielding the final set of 212

keyframes F ′: 213

F ′ = {fi ∈ Fs | ti+1 − ti ≥ d} (3) 214

where ti represents the frame index of fi. 215

3.3 Sliding Window 216

To improve video comprehension by MLLMs, 217

we reduce the input length by selecting only the 218

keyframes relevant to the current operation. This 219

is achieved using a sliding window, where the 220

keyframes between the window’s start and end 221

points Vw serve as the input for decision-making: 222

Vw = {F ′
k}

Si+W
k=Si

(4) 223

where the w is the length of the window. 224
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3.4 Decision Agent225

Action Space. The decision agent is responsible226

for generating actions that alter the device state.227

Mobile-Agent-V defines six fundamental actions:228

Click, Scroll, Type, Back, Home, and Done. A229

detailed description of the operating space is shown230

in the Appendix A.1.6.231

Decision Making. Unlike prior methods that rely232

on internal operational knowledge, the decision233

agent in Mobile-Agent-V derives actions directly234

from video content. This imposes higher demands235

on contextual adherence. By leveraging the sliding236

window mechanism, we filter out irrelevant frames,237

reducing input length while preserving critical in-238

formation. The i-th operation Oi follows the steps239

outlined in the following equation:240

Oi = Da(V wi, Iv, Di, Iu, {Ok}i−1
k=1) (5)241

where Da(·) is the decision agent, Iv is the instruc-242

tion completed in the video, Di is the screenshot243

of the device during the i-th operation, and Iu is244

the instruction that the user will complete on the245

current device. Besides this, to track the progress,246

we also provide the historical operations {Ok}i−1
k=1247

to the decision agent.248

3.5 Deep-Reflection Agent249

Even with a sliding window, low-quality keyframes250

require larger window sizes because a smaller win-251

dow may be filled with redundant frames, exclud-252

ing important keyframes. In cases where perfect253

keyframe extraction is not possible, the decision254

agent struggles with long multi-frame sequences.255

To overcome this, we introduce the deep-reflection256

agent, which validates and refines the decision257

agent’s outputs. It systematically analyzes each258

operation in the video, identifies the current device259

state, checks if the decision agent’s action matches260

the corresponding video operation, and refines the261

action based on the trajectory if discrepancies are262

found. This reflection mechanism enhances deci-263

sion accuracy by ensuring strict adherence to the264

demonstrated operations, leading to a final refined265

decision ROi, formulated as follows:266

ROi = Ra(V wi, Iv, Di, Iu, Oi) (6)267

3.6 Video Agent268

To dynamically adjust the sliding window through-269

out task execution, we introduce the video agent.270

Initially, the window spans from the first keyframe271

Algorithm 1 Mobile-Agent-V pipeline

Input: Video V , Window length W , Video task
Iv, User task Iu, Decision agent Da, Reflection
agent Ra, Video agent V a, Max explorations Me

1: Initialization:
2: Obtain F ′ from V as Equ. (1) (2) (3)
3: S1 ← 1
4: for i = 1 to Me do
5: Obtain Vwi from F ′

k as Equ.( 4)
6: Oi ← Da(V wi, Iv, Di, Iu, {Ok}i−1

k=1)
7: if Oi == Done then
8: break
9: end if

10: ROi ← Ra(V wi, Iv, Di, Iu, Oi)
11: Di+1 ← Execute ROi on Device
12: Ri ← {Dk}i+1

k=i

13: Si+1 ← V a(V wi, Iv, Ri, Iu)
14: end for

to the W -th keyframe. After each operation, the 272

video agent analyzes the screenshots before and af- 273

ter the operation, keyframes within the current win- 274

dow, and user inputs to identify the corresponding 275

keyframe. Then, it determines the updated window 276

starting point, ensuring adaptive progression. The 277

following is the formula for obtaining the starting 278

point of the i+ 1-th sliding window: 279

Si+1 = V a(V wi, Iv, Ri, Iu) (7) 280

where V a(·) is the video agent, and Ri is the set of 281

screenshots before and after the operation: 282

Ri = {Dk}i+1
k=i (8) 283

4 Experiments 284

This section presents a comprehensive evaluation 285

of Mobile-Agent-V. We first introduce the evalu- 286

ation methodology. Next, we describe the exper- 287

imental setup. We then report the main results. 288

Finally, we conduct qualitative analyses and abla- 289

tion studies to further examine the contributions of 290

individual components. 291

4.1 Evaluation 292

In this subsection, we will introduce the evaluation 293

benchmarks and corresponding metrics. 294

4.1.1 Benchmark 295

Mobile-Knowledge. Traditional benchmarks like 296

AITW assess agents’ planning and operational 297
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skills, including task decomposition, UI element298

localization, and gesture execution. While these299

metrics are effective for evaluating basic competen-300

cies, they often mix inherent abilities with external301

knowledge integration. Mobile-Knowledge specif-302

ically targets the second dimension. This bench-303

mark minimizes planning and operational complex-304

ity, instead emphasizing tasks reliant on knowl-305

edge not covered in standard agent training data.306

We crafted 30 device-specific tasks, categorized307

as basic, normal, and advanced instructions, each308

requiring increasing levels of specialized knowl-309

edge. Each instruction provides clear directives to310

avoid biases not related to knowledge integration.311

For each task, corresponding videos and manually312

compiled knowledge were provided, with profes-313

sional annotators supplying the expertise-driven314

knowledge. Details of the tasks are available in315

Appendix A.3.1.316

AndroidWorld-Knowledge. To evaluate the317

knowledge generalizability, we developed318

AndroidWorld-Knowledge within the Android319

World (Rawles et al., 2024) environment. We320

selected five applications—Expense, Marker,321

Receipt, SportsTracker, and Tasks—comprising322

a total of 48 tasks that demand substantial323

operational knowledge. Within each scenario,324

only the operation video and manually authored325

knowledge for the simplest task were provided.326

This means other tasks in the scenario lacked327

direct video guidance, relying instead on the least328

complex task video as a reference. This design329

assesses the framework’s ability to generalize330

knowledge application beyond direct video331

instructions. Details of the tasks are available in332

Appendix A.3.2.333

4.1.2 Metrics334

We evaluate Mobile-Agent-V and other baselines335

on Mobile-Knowledge using four key metrics: Suc-336

cess Rate (SR), Completion Rate (CR), Decision337

Accuracy (DA), and Step Count (Step). The de-338

tailed explanation of the evaluation metrics is pre-339

sented in the Appendix A.3.3. For AndroidWorld-340

Knowledge, we follow existing studies by employ-341

ing SR as a metric to evaluate performance.342

4.2 Setup343

Baselines. We compare Mobile-Agent-V with344

several open-source agent frameworks, includ-345

ing AppAgent-v1 (Yang et al., 2023), AppAgent-346

v2 (Li et al., 2024b), Mobile-Agent-v1 (Wang et al.,347

2024c), Mobile-Agent-v2 (Wang et al., 2024b) and 348

Agent-S2 (Agashe et al., 2025). For baselines, we 349

utilize manually written knowledge provided by 350

the benchmark for knowledge injection. 351

Models. Both Mobile-Agent-V and baselines uti- 352

lize GPT-4o as their base model. The model is 353

accessed via the official API with default hyperpa- 354

rameters. 355

Device and Interaction. Experiments on Mobile- 356

Knowledge are conducted on a OnePlus 7 Pro 357

smartphone using the Android Debug Bridge 358

(ADB) for interaction. 359

4.3 Main Results 360

In this subsection, we will analyze the performance 361

of different methods on the Mobile-Knowledge and 362

AndroidWorld-Knowledge benchmarks. 363

4.3.1 Mobile-Knowledge 364

The results on the Mobile-Knowledge benchmark 365

highlight the effectiveness of Mobile-Agent-V, 366

which utilizes operation video for knowledge in- 367

jection. Compared to baseline methods that rely 368

on manually written knowledge, Mobile-Agent-V 369

shows a significant improvement in metrics such 370

as SR, CR, and DA, with enhancements of up to 371

23.4% over the best-performing baseline. Addi- 372

tionally, Mobile-Agent-V achieves greater action 373

efficiency, as evidenced by a reduction in the Step 374

metric. These outcomes underscore the advantages 375

of integrating operation videos, offering a more dy- 376

namic and comprehensive understanding of tasks 377

than static instructional text. 378

4.3.2 AndroidWorld-Knowledge 379

On the AndroidWorld-Knowledge benchmark, 380

Mobile-Agent-V demonstrates a substantial im- 381

provement in SR over baselines, achieving a 31.3% 382

SR. This represents a significant increase of at least 383

12.4% compared to the best baseline, highlighting 384

the effectiveness of utilizing operation videos for 385

knowledge integration. The notable performance 386

gain emphasizes Mobile-Agent-V’s capability to 387

enhance generalizability and operational efficiency 388

in diverse GUI tasks, surpassing traditional ap- 389

proaches that depend solely on manually written 390

instructions. Since AndroidWorld-Knowledge pro- 391

vides only one video per scenario, it facilitates the 392

evaluation of generalization when discrepancies 393

arise between the operation video and the actual 394

task. We will conduct a detailed analysis of the 395

generalization derived from video knowledge in 396
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Method Knowledge Injection SR CR DA Step

AppAgent-v1 (Yang et al., 2023) Manually Written 46.7 52.5 43.6 12.2
AppAgent-v2 (Li et al., 2024b) Manually Written 60.0 67.3 57.7 10.8
Mobile-Agent-v1 (Wang et al., 2024c) Manually Written 43.4 51.3 41.0 12.2
Mobile-Agent-v2 (Wang et al., 2024b) Manually Written 56.6 59.8 54.8 11.4
Agent-S2 (Agashe et al., 2025) Manually Written 63.3 73.9 60.1 13.6

Mobile-Agent-V (Ours) Operation Video 86.7 93.4 79.4 7.3

Table 1: Evaluation results on Mobile-Knowledge benchmark.

Method SR

AppAgent-v1 (Yang et al., 2023) 14.6
AppAgent-v2 (Li et al., 2024b) 18.9
Mobile-Agent-v1 (Wang et al., 2024c) 12.5
Mobile-Agent-v2 (Wang et al., 2024b) 16.7
Agent-S2 (Agashe et al., 2025) 18.9

Mobile-Agent-V (Ours) 31.3

Table 2: Evaluation results on AndroidWorld-
Knowledge benchmark.

Section 4.4.1.397

4.4 Analysis398

We conducted analytical experiments on the frame-399

work’s configuration using the Mobile-Knowledge.400

4.4.1 Generalization from Videos401

The Video-Misaligned task modifies original in-402

structions so the video’s operational logic aligns403

with the user task, but actions differ. This404

tests Mobile-Agent-V’s ability to generalize from405

video demonstrations. As shown in Figure 3,406

Mobile-Agent-V’s performance drops under Video-407

Misaligned conditions; basic instructions stay sta-408

ble, while normal and advanced ones decline in SR409

and DA. Yet, the system still completes tasks com-410

petently, indicating its ability to generalize beyond411

direct instruction mapping. These results empha-412

size the importance of diverse video demonstra-413

tions for enhancing cross-instruction generaliza-414

tion.415

Mobile-Agent-V’s ability to generalize from416

videos is a key strength demonstrated on the417

AndroidWorld-Knowledge benchmark. In this418

benchmark, we provided only a single video or419

manually written knowledge for the simplest task420

in each of the five scenarios. As shown in Table 2,421

despite the potential discrepancies between the pro-422

vided videos and the actual tasks, Mobile-Agent-V423

achieved a SR of 31.3%, significantly outperform-424

ing baselines. This indicates that Mobile-Agent-V425

can effectively extrapolate from limited video in- 426

put, generalizing to more complex tasks without 427

direct video guidance. This capability underscores 428

the adaptability and robustness of our video-guided 429

approach, which is essential for practical mobile 430

automation applications where task-specific video 431

resources may be limited or unavailable. 432

4.4.2 Impact of Window Size 433

Figure 4 illustrates the effect of window size on task 434

performance. Larger windows generally improve 435

SR, CR, and DA while reducing steps, particularly 436

for more complex tasks. However, beyond a cer- 437

tain threshold, further increasing the window size 438

yields diminishing returns, with some metrics even 439

declining. This decline is likely due to the intro- 440

duction of irrelevant information, which interferes 441

with decision-making. These findings highlight 442

the importance of balancing temporal context to 443

maximize efficiency. 444

4.4.3 Impact of Keyframe Quality 445

To investigate the impact of keyframe quality, we 446

compare artificial sampling, where keyframes are 447

manually selected to avoid redundancy and omis- 448

sion, with our uniform sampling and filtering strat- 449

egy in Figure 5. As expected, manually chosen 450

keyframes yield slightly better results, confirming 451

that high-quality keyframes enhance performance. 452

However, the gap between our method and man- 453

ual selection remains small, demonstrating the ef- 454

fectiveness of our method in preserving essential 455

task-relevant information. 456

4.4.4 Impact of Knowledge Injection Method 457

Figure 3 highlights the considerable impact of 458

the knowledge injection method on performance 459

and efficiency. Mobile-Agent-V utilizes operation 460

videos, achieving a high SR of 86.7% while reduc- 461

ing knowledge injection time to just 0.7 minutes 462

on average. It balances the benefits of novice and 463

expert-level manually written knowledge, which, 464

6



Figure 3: Comparison of video-misaligned instructions and video-aligned instructions. The video-aligned means
that the video instruction is consistent with the user instruction, and the video-misaligned instruction is inconsistent.

Figure 4: Comparison of different sliding window sizes.

Figure 5: Comparison of different keyframe quality.

despite higher SRs, require substantial time—up to465

five minutes for expert knowledge. The efficiency466

of video-based knowledge aligns with Mobile-467

Agent-V’s goals, focusing on seamless, efficient468

integration in mobile automation. Mobile-Agent-V469

provides an optimal solution, enhancing accessibil-470

ity without sacrificing performance and avoiding471

the resource-intensive process of manual expertise.472

4.5 Ablation Study473

To evaluate the deep-reflection agent’s effective-474

ness, we conducted an ablation study comparing475

its performance with and without the agent, as de-476

picted in Figure 6. Results show that the deep-477

reflection agent consistently enhances decision-478

making across metrics. When SR and CR are high,479

Knowledge Injection Method SR Avg. Time

- 33.3 -
Manually Written - Novice 70.0 1 min
Manually Written - Expert 90.0 5 mins
Operation Video 86.7 0.7 min

Table 3: A comparison of the knowledge injection time
and performance between video and manually written
knowledge across varying levels of human expertise.

improvements are minor due to fewer errors by the 480

decision agent. However, for complex tasks with 481

lower baseline performance, the deep-reflection 482

agent significantly boosts DA, refining actions and 483

reducing inconsistencies in extended multi-frame 484

reasoning. The Step metric shows slight changes, 485

suggesting improved precision without major im- 486

pacts on action efficiency. By correcting misalign- 487

ments between predicted and actual actions, the 488

agent mitigates cascading errors in long-horizon 489

tasks, reduces reliance on perfect keyframe extrac- 490

tion, and enhances robustness and reliability in 491

challenging visual conditions. 492

4.6 Case Study 493

Figure 7 presents a multi-agent collaboration sce- 494

nario within Mobile-Agent-V. The decision agent 495

analyzes keyframes from a sliding window to deter- 496

mine the operation but mistakenly skips the "con- 497
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Figure 6: Comparison of w/o DR and w/ DR across different instructions.

Figure 7: A complete execution case of Mobile-Agent-V. The decision agent initially makes an incorrect action, but
the deep-reflection agent verifies the operation video, compares the device state, and corrects the action.

firm contact" step, highlighting multi-image action498

tracking challenges. The deep-reflection agent cor-499

rects this by identifying the misalignment and refin-500

ing the decision to ensure accurate device operation.501

Meanwhile, the video agent anchors the device502

state to the fourth frame, then advances the window503

by two frames, allowing the system to accurately504

display the next interaction with the contact card.505

5 Conclusion506

We present Mobile-Agent-V, a video-guided frame-507

work that advances mobile automation by inte-508

grating dynamic, cost-effective operational knowl-509

edge. Using a sliding window mechanism, the 510

video agent optimally selects keyframes, while 511

the deep-reflection agent enhances decision ac- 512

curacy through iterative reasoning. Experiments 513

indicate Mobile-Agent-V’s superior performance, 514

with a 23.4% Success Rate improvement on 515

Mobile-Knowledge and 12.4% on AndroidWorld- 516

Knowledge. Mobile-Agent-V rivals expert-level 517

written knowledge, reducing injection time by 86%, 518

underscoring its potential for scalable learning. 519

Mobile-Agent-V effectively transforms videos into 520

operational knowledge, offering a streamlined path 521

for agent development. 522
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6 Limitations523

While our method offers significant advantages,524

there are certain limitations to consider. Firstly, the525

dependency on video inputs may introduce vari-526

ability in data quality; suboptimal recordings could527

impact the accuracy of knowledge extraction. Al-528

though the sliding window mechanism significantly529

enhances processing efficiency, there remains a pos-530

sibility that essential frames could be overlooked531

during complex interactions. Furthermore, while532

our framework successfully generalizes across di-533

verse tasks, its performance is somewhat contingent534

on the range and quality of video demonstrations535

available. Future work could focus on developing536

adaptive mechanisms to further improve both the537

efficiency and robustness of the system, ensuring it538

can handle a wider array of scenarios with varying539

video quality.540
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A Appendix785

A.1 Experimental Details786

This section provides additional details regarding787

the experimental setup and implementation choices788

used in Mobile-Agent-V.789

A.1.1 Sliding Window Size Selection 790

In our experiments, the sliding window size was 791

set to 4. While increasing the window size to 5 is 792

also feasible, experimental analysis demonstrated 793

that the performance improvement was marginal, 794

while the computational cost increased due to the 795

higher token consumption. Therefore, we adopted 796

a window size of 4 as a balanced trade-off between 797

efficiency and performance. 798

A.1.2 Video Similarity Computation 799

To compute the similarity between video frames, 800

we employed a simple yet effective approach based 801

on pixel-wise differences. Given two frames I1 and 802

I2, we first converted them to grayscale representa- 803

tions: 804

I ′1 = grayscale(I1), I ′2 = grayscale(I2) (9) 805

Next, we computed the absolute difference between 806

the two grayscale images: 807

D = absdiff(I ′1, I
′
2) (10) 808

Finally, the similarity score S was obtained by 809

counting the number of nonzero pixels in D: 810

S =
np.count_nonzero(D)

total pixels
(11) 811

This method effectively captures differences be- 812

tween frames while maintaining computational ef- 813

ficiency. 814

A.1.3 Frame Similarity Threshold Selection 815

As described in the main text, the similarity thresh- 816

old fs was adjusted according to the characteris- 817

tics of different applications. For instance, in the 818

Settings app, where UI changes are primarily text- 819

based, we set fs = 0.3 to ensure that more infor- 820

mative frames were retained. Conversely, for the 821

Weather app, where UI elements exhibit significant 822

visual variations, a higher threshold of fs = 0.5 823

was used to prevent excessive redundant frame ex- 824

traction. 825

A.1.4 Step Limitations and Task Termination 826

Criteria 827

To ensure fair evaluation and prevent infinite loops, 828

we imposed an upper bound on the number of exe- 829

cution steps: 830

• Basic tasks: 10-step limit. 831

• Standard tasks: 15-step limit. 832
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Action Parameter Description

Click id The "id" represents the numeric identifier of the detection box to be
clicked.

Click_text text The "text" specifies the target text to be clicked, used only when no
detection box or corresponding ID exists at the target location.

Scroll direction The "direction" can be either "up" or "down," allowing the agent to scroll
the screen accordingly.

Type text The "text" parameter defines the content to be entered into a text field.

Back None Returns to the previous screen.

Home None Navigates to the home screen.

Done None Signals task completion.

Table 4: Action space definition for Mobile-Agent-V.

• Complex tasks: 20-step limit.833

If an agent reached the step limit without success-834

fully completing the task, the attempt was deemed835

a failure. Additionally, if a framework executed the836

required action but continued performing unneces-837

sary operations beyond the instruction’s scope, it838

was also considered a failure.839

A.1.5 Video Frame Concatenation for840

Visualization841

To simplify interpretation, video frames were con-842

catenated in a row-wise manner. Each frame within843

the sliding window was indexed to aid the video844

agent in tracking its progress. In instances where845

fewer than four frames were available, only the ex-846

isting frames (up to three) were concatenated. The847

final frame in each sequence was distinctly marked848

as the termination state, guiding the decision agent849

to stop at the correct point.850

A.1.6 Action Space Definition851

Mobile-Agent-V utilizes the same action space852

as Mobile-Agent-V2. Unlike Mobile-Agent-V2,853

which employs OCR and segmentation models to854

identify interaction coordinates, Mobile-Agent-V855

uses the Set of Mark (SoM) approach to decrease856

context length. To address potential XML parsing857

issues in certain UI pages, a supplementary click-858

by-text operation was introduced. A complete out-859

line of the action space is provided in Table 4.860

A.2 Prompt861

Tables 5, 6, and 7 display the prompts used by the862

deep-reflection agent, decision agent, and video863

agent, respectively.864

A.3 Benchmark Details 865

A.3.1 Evaluation Tasks of Mobile-Knowledge 866

Table 9 presents a comprehensive breakdown of 867

benchmark tasks, categorized by application. This 868

structure evaluates Mobile-Agent-V’s proficiency 869

in interpreting, aligning, and executing user in- 870

structions of varying complexity. The benchmark 871

differentiates between video-aligned and video- 872

misaligned instructions, testing the framework’s ro- 873

bustness against linguistic variations and its adapt- 874

ability to real-world user interactions. 875

A.3.2 Evaluation Tasks of 876

AndroidWorld-Knowledge 877

Table 8 shows the task names from Android World 878

in AndroidWorld-Knowledge. 879

A.3.3 Metrics 880

The following metrics characterize the evaluation 881

process: 882

• Success Rate: This metric represents the per- 883

centage of instructions that are fully com- 884

pleted, offering a comprehensive measure of 885

the agent’s capability in executing tasks from 886

start to finish without errors. A high success 887

rate indicates proficient end-to-end execution, 888

underscoring the agent’s overall effectiveness 889

and reliability in automating tasks accurately 890

and efficiently. 891

• Completion Rate: Completion Rate quan- 892

tifies the proportion of individual steps exe- 893

cuted within a given instruction, providing 894

a more granular view of task progression. 895
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System
You are an expert in mobile phone operation. I will upload two images below. The first image is a keyframe
mosaic from an operation video, in which the completed task is "{Iv}"; the second image is a screenshot of the
current status of the mobile phone.

On the mobile phone shown in the second image, the task to be completed is: "{Iu}". The user will perform the
following operation:
{Operation from decision agent}

Now please observe whether this operation conforms to the operation path shown in the first image. If it
conforms, please output "True", otherwise please modify the operation content according to the above json
format.

The operation should be:
- Click (id): The "id" is the numeric serial number of the detection box you need to click.
- Click_text (text): The "text" is the text you need to click. This is only used when the detection box and the
corresponding id do not exist at the location to be clicked.
- Scroll (direction): The "direction" selects from "up" and "down". You can scroll the page a certain distance in
the specified direction.
- Type (text): The "text" is the content you need to enter.
- Back: You can use this operation to return to the previous page.
- Home: You can use this operation to return to the home page.
- Done: You can use this operation when the task is completed.
Note: If the operation history and current device can infer that the task has been completed, use Done.

You need to think in the following way:
1. Observe the operation of each step in the video (especially frame-3 and frame-4).
2. Anchor the position of the current device in the video.
3. Complete the current step according to the operation in the video.
Please output your thought about this step by step before you output your response.

User
<image: Vw><image: Di>

Table 5: The prompt for deep-reflection agent.

This metric is essential for understanding ar-896

eas where the agent may excel or face chal-897

lenges, particularly in the execution of sequen-898

tial tasks. By analyzing completion rates, re-899

searchers and developers can identify specific900

steps that require optimization or redesign to901

enhance overall task completion.902

• Decision Accuracy: This metric evaluates903

the precision of the agent’s decision-making904

processes by comparing the number of cor-905

rectly made decisions against the total number906

of decisions attempted. High decision accu-907

racy reflects the agent’s adeptness in selecting908

appropriate actions based on provided data,909

highlighting its ability to navigate complex910

decision spaces effectively.911

• Step Count: Step Count provides insight into912

the number of actions the agent takes to ac-913

complish a given instruction and acts as a mea- 914

sure of execution efficiency. By tracking the 915

steps required for task completion, this metric 916

aids in pinpointing inefficiencies and exces- 917

sive actions that may hinder performance. 918

A.3.4 Screen Recording 919

All videos were captured using the built-in screen 920

recording tool on a OnePlus 7 Pro test device. 921

While the tool supports a maximum frame rate 922

of 60 Hz, practical frame rates ranged between 30 923

Hz and 60 Hz, contingent upon the degree of UI 924

changes. Interactions were manually performed 925

at an average frequency of one action every 1–2 926

seconds. The videos were left unprocessed, free 927

from edits such as acceleration or overlays, thus 928

preserving their original state. Each benchmark in- 929

struction corresponds to a unique operation video, 930

demonstrating the optimal path for task execution. 931
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System
You are a mobile phone operation assistant. Below is a description of this conversation.

In the following part, I will upload a large image made up of many screenshots. These screenshots in this image
are all from a screen recording of a mobile phone operation. I will tell you the task completed in the screen
recording. You need to observe this screen recording.

Then, you need to complete a new task, which is related to the task in the screen recording. You need to combine
the operation experience provided by the screen recording and gradually complete this task. I will upload the
current screenshot of the device. There will be many detection boxes on this screenshot, and there will be a
number in the upper left and lower right corners of the detection box. You need to perform operations on the
current page. In order to better operate the phone, the following are the operation tools you can use:
- Click (id): The "id" is the numeric serial number of the detection box you need to click.
- Click_text (text): The "text" is the text you need to click. This is only used when the detection box and the
corresponding id do not exist at the location to be clicked.
- Scroll (direction): The "direction" selects from "up", "down", "left", and "right". You can scroll the page a
certain distance in the specified direction.
- Type (text): The "text" is the content you need to enter.
- Back: You can use this operation to return to the previous page.
- Home: You can use this operation to return to the home page.
- Done: You can use this operation when the task is completed.

You need to strictly follow the following json output format:
"Thought": You need to think about how to perform this operation on the current device based on the operation
path in the video, "Operation": Select one from the operation tools, "Summary": Briefly summarize this operation

User during the first operation
The first image is the screen recording, in which the tasks are completed: {Iv}

The second image is the screenshot of the current device, in which you need to complete the following tasks:
{Iu}

Note: You need to refer to the operation path in the video more than relying on your own operation experience.
Because you may make mistakes.

Note: You need to refer to the operation path in the video more than relying on your own operation experience.
Because you may make mistakes."
<image: Vw><image: Di>

User during subsequent operations
The first image is the screen recording, in which the tasks are completed: {Iv}

The second image is the screenshot of the current device, in which you need to complete the following tasks:
{Iu}

Here is your operation history:
Step-1: {operation 1}
Step-2: {operation 2}
......
Step-n: {operation n}

Note: If the operation history and current device can infer that the task has been completed, use Done.

Note: You need to refer to the operation path in the video more than relying on your own operation experience.
Because you may make mistakes."
<image: Vw><image: Di>

Table 6: The prompt for decision agent.
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System
You are a mobile phone operation assistant. I will provide you with two images. The first image is a long picture
of key frames from a mobile phone operation video, which shows a correct operation trajectory to complete
the task: {Iv}. The second image is two screenshots before and after an operation from the user. The user
want to complete the task: {Iu}. Please note that these two images are not necessarily the complete operation
trajectories, they may only be part of the continuous operation.

Although the task shown in the video may not be exactly the same as the task the user needs to complete, there is
a strong correlation between the two. So the user is referring to the operation in the video to complete this task.

Now you need to determine which frame of the video the user is in after the device is operated. You need to use
a number to represent it. If the device is in the state between two frames, the previous frame is output.
If the device is not in any frame of the video, please output the number 0 to indicate an operation error and
generate an error cause analysis.

You need to output in the following json format:
{"Thought": Your thought of current question, "Frame": a number, "Analysis": If Frame is 0, generate an error
cause analysis, otherwise output null, "Need_Back": If Frame is 0, you need to think about how to get back
on track. If you need to return to the previous page, please output true. If you need to continue to perform an
operation on the current page to get back on track, please output false. If Frame is not 0, please output False
directly.}

User
Here are the video and operation:
<image: Vw><image: Di>

Table 7: The prompt for video agent.

Applications Task Name

Expense ExpenseAddMultiple, ExpenseAddMultipleFromGallery, ExpenseAddMultipleFromMarkor, Ex-
penseAddSingle, ExpenseDeleteDuplicates, ExpenseDeleteDuplicates2, ExpenseDeleteMultiple,
ExpenseDeleteMultiple2, ExpenseDeleteSingle

Markor MarkorAddNoteHeader, MarkorChangeNoteContent, MarkorCreateFolder, MarkorCreateNote,
MarkorCreateNoteAndSms, MarkorCreateNoteFromClipboard, MarkorDeleteAllNotes, Marko-
rDeleteNewestNote, MarkorDeleteNote, MarkorEditNote, MarkorMergeNotes, MarkorMoveNote,
MarkorTranscribeReceipt, MarkorTranscribeVideo

Recipe RecipeAddMultipleRecipes, RecipeAddMultipleRecipesFromImage, RecipeAddMultipleRecipes-
FromMarkor, RecipeAddMultipleRecipesFromMarkor2, RecipeAddSingleRecipe, RecipeDelet-
eDuplicateRecipes, RecipeDeleteDuplicateRecipes2, RecipeDeleteDuplicateRecipes3, Reci-
peDeleteMultipleRecipes, RecipeDeleteMultipleRecipesWithConstraint, RecipeDeleteMulti-
pleRecipesWithNoise, RecipeDeleteSingleRecipe, RecipeDeleteSingleWithRecipeWithNoise

SportsTracker SportsTrackerActivitiesCountForWeek, SportsTrackerActivitiesOnDate, SportsTrackerActivity-
Duration, SportsTrackerLongestDistanceActivity, SportsTrackerTotalDistanceForCategoryOver-
Interval, SportsTrackerTotalDurationForCategoryThisWeek

Tasks TasksCompletedTasksForDate, TasksDueNextWeek, TasksDueOnDate, TasksHighPriorityTasks,
TasksHighPriorityTasksDueOnDate, TasksIncompleteTasksOnDate

Table 8: Tasks in AndroidWorld-Knowledge.
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APP Level Video Instruction & Video-Aligned User In-
struction

Video-Misaligned User Instruction

Phone Basic Help me dial 123. Help me dial 321.

Normal Please turn on the call recording for me. Please view all call recording for me.

Advanced Help me add the mobile number 1234567890
to the blacklist.

Help me add the mobile number 9876543210
to the whitelist.

Messages Basic Help me set up messages and notifications to
be displayed together in Messages.

Help me set up messages and notifications not
to be displayed together in Messages.

Normal Please send a message to 123456 with text
"Hello"

Please send a message to 9876543210 with
text "Goodbye".

Advanced Send a message to 123456 with my current
location information.

Send a message to 987654 with my contact
card.

Setting Basic Help me turn off the auto brightness in Setting. Help me turn on the auto brightness in Setting.

Normal Help me turn off the status bar network speed
display.

Help me turn off the status bar NFC display.

Advanced Help me open three-finger screenshots. Help me open three-finger touch and hold.

Photo Basic Help me turn on the shared albums setting in
Photos.

Help me turn off the shared albums setting in
Photos.

Normal Help me clear recently deleted photos. Help me restore recently deleted photos.

Advanced Help me set up not to record location when
taking photos.

Help me set up not to record properties when
taking photos.

Manager Basic Help me turn on the App cleaner reminder in
Phone Manager.

Help me turn off the App cleaner reminder in
Phone Manager.

Normal Help me turn on the automatic phone call for
help.

Help me turn on the automatic phone call for
help and countdown sound.

Advanced Help me clean up QQ’s storage. Help me clean up WhatsApp’s storage.

Recorder Basic Help me start recording. Help me stop recording.

Normal Help me change the audio format of my record-
ing.

Help me turn on the cloud recording.

Advanced Help me show recently deleted recordings. Help me show call recordings.

Files Basic Help me view photos in My Files. Help me view videos in My Files.

Normal Help me create a new tag named "test". Help me create a new tag named "mobile".

Advanced Help me turn on the option to show hidden
files.

Help me turn off the option to show hidden
files.

Clock Basic Help me start stopwatch in Clock. Help me reset stopwatch in Clock.

Normal Help me set the gesture to turn off the alarm
to swipe up.

Help me set the gesture to turn off the alarm
to press button.

Advanced Help me delete the last city of the current
world clock and add London.

Help me delete the first city of the current
world clock and add New York.

Weather Basic Help me turn on the meteorological alert set-
ting in Weather.

Help me turn off the meteorological alert set-
ting in Weather.

Normal Help me turn on the rain reminder. Help me turn off the rain reminder.

Advanced Help me turn on the UV intensity display and
view the UV intensity at your current location.

Help me turn on the Sunset display and view
the sunset at your current location.

Calendar Basic Help me turn on fixed time zone setting in
Calendar.

Help me turn off fixed time zone setting in
Calendar.

Normal Help me turn on calendar meeting reminders. Help me turn on fixed time zone.

Advanced Help me subscribe to horoscope and choose
Aries.

Help me subscribe to today in history.

Table 9: Tasks in Mobile-knowledge.
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