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Abstract

Machine translation systems have witnessed001
significant advancements in various tasks,002
raising questions about their performance003
for low-resource languages, particularly004
those based on Indo-Aryan scripts like005
Urdu. This study delves into the challenges006
faced by machine translation systems when007
dealing with Urdu, a low-resource Indo-Aryan008
language. We conduct a comprehensive009
evaluation of three language models: GPT-010
3.5, a large language model; opus-mt-en-011
ur, a publicly available bilingual translation012
model; and IndicTrans2, a specialized013
translation model for Indian languages,014
particularly low-resource ones. Our results015
reveal that IndicTrans2 outperforms the016
other models, signifying its potential in017
handling low-resource language translation.018
Additionally, this study sheds light on the019
specific challenges encountered by models in020
Urdu translation, offering valuable insights021
for future improvements in the field of022
machine translation for low-resource Indo-023
Aryan languages.024

1 Introduction025

Urdu is spoken by over 100 million people026

worldwide (Haider, 2018). It is predominantly027

spoken in Pakistan, where it serves as the national028

language (Metcalf, 2003) and holds significant029

cultural importance. Urdu is also spoken in030

various regions of India, particularly in states like031

Uttar Pradesh, Bihar, and Telangana, where it has032

a sizable population of speakers.033

Neural Machine Translation (NMT) has034

exhibited remarkable performance on benchmark035

datasets, particularly following the introduction036

of transformer architectures (Vaswani et al., 2017)037

tailored for machine translation tasks. Among038

these advancements, large language models like039

GPT-3.5 have demonstrated promising potential040

for machine translation. Primarily trained on the041

English corpus, with supplementary segments 042

from the Latin corpus, GPT-3.5 showcases 043

significant capabilities in handling translation 044

tasks. However, these models face numerous 045

challenges in translating low-resource languages 046

(e.g., Urdu) due to limited training compared to 047

their high-resource counterparts (Hendy et al., 048

2023). 049

In this work, empirically evaluate three 050

language models for Urdu machine translation: 051

GPT-3.5 – a large language model, opus-mt- 052

en-ur — a bilingual model specifically trained 053

for Urdu translation, and IndicTrans2 — a 054

multilingual translation model designed for 055

low-resource Indian languages. IndicTrans2 056

demonstrates the highest SacreBLEU on five 057

diverse machine translation datasets, followed 058

by GPT-3.5 and opus-mt-en-ur. To identify 059

the challenges in Urdu machine translation, we 060

examine the translation capability of the three 061

different models qualitatively and highlight the 062

key areas where the bilingual, multilingual, and 063

large language models struggle to perform. 064

2 Background 065

Machine translation is a crucial aspect of NLP, 066

automating text translation between languages. It 067

has evolved from rule-based to data-driven and 068

neural approaches. Traditional rule-based systems 069

faced challenges with language complexities, 070

while statistical methods improved but still 071

struggled with syntax and semantics (Okpor, 072

2014). Neural machine translation (NMT) 073

has significantly improved the performance, 074

employing deep learning models like sequence-to- 075

sequence architectures (Sutskever et al., 2014) for 076

more fluent and context-aware translations. 077

The transformer architecture has improved how 078

well machines can translate languages. Large 079

language models, such as GPT-3.5, have emerged 080

as potent candidates for machine translation 081
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tatoteba-test.eng-urd Flores101 MKB UMC 005 Ted Talk
opus-mt-en-ur 12.06 7.09 6.62 14.51 11.84
GPT-3.5 21.68 16.67 12.79 11.87 12.29
IndicTrans2 30.76 27.41 21.73 20.41 16.50

Table 1: The SacreBLEU score of three models on five datasets for Urdu machine translation

tasks. Numerous studies have been conducted082

to assess the effectiveness of ChatGPT in the083

domain of NMT. Hendy et al. (2023) demonstrate084

that ChatGPT, GPT-3.5 (text-davinci-003), and085

text-davinci-002 can generate remarkably fluent086

and competitive translation outputs, particularly087

in the zero-shot setting, especially for high-088

resource language translations. Prior research089

has demonstrated the remarkable performance of090

Large Language Models (LLMs) in high-resource091

bilingual translation tasks, such as English-092

German translation (Vilar et al., 2022; Zhang093

et al., 2022). Jiao et al. (2023) observed that094

GPT-4 performs competitively with commercial095

translation products for high-resource European096

languages but demonstrates a notable drop097

in performance for low-resource and distant098

languages. Stap and Araabi (2023) show that099

GPT-4 is unsuitable for extremely low-resource100

languages. However, there is currently a lack of101

cross-evaluation of different types of language102

models for specific low-resource languages, such103

as Urdu.104

3 Methodology and Experiments105

We conduct empirical evaluation for Urdu106

machine translation on three types of language107

models: Large Language Models (LLMs), bilingual108

models, andmultilingual models using five diverse109

datasets. Through this investigation, we aim to110

gain insights into the translation capabilities of111

these language models for the Urdu language.112

3.1 Models113

ChatGPT. Large Language Models (LLMs),114

like GPT-3.5, have demonstrated strong and115

consistent performance across a range of tasks.116

We investigate the performance of ChatGPT117

(GPT-3.5) in translating the English source118

language into Urdu. Leveraging the ChatGPT119

API using the model GPT-3.5-turbo, we use a120

specific translation prompt: ”Please translate the121

sentence into Urdu.” Additionally, we introduce122

the contextual information ”You are a machine123

translation system” to facilitate the translation 124

process 125

Bilingual. For our bilingual experiments, we 126

utilize the opus-mt-en-ur model (Tiedemann, 127

2020), which has been meticulously trained from 128

scratch to cater to the Urdu language. To facilitate 129

the deployment of this model, we make use of 130

the HuggingFace platform1. This enables us to 131

efficiently conduct our experiments and assess the 132

performance of the bilingual model in the context 133

of our research. 134

Multilingual. We use IndicTrans2 as a 135

multilingual translation model (Gala et al., 2023), 136

a specialized model designed to cater to Indian 137

languages, including Urdu, characterized as a low- 138

resource language. During the inference process, 139

we explicitly specify the source language as 140

English and the target language as Urdu, denoted 141

by the language codes eng-Latn and urd-Arab, 142

respectively. 143

3.2 Datasets 144

We evaluate the performance of the selected 145

models on five publicly available test data 146

sets. We utilize the tatoteba-test.eng-urd 147

(Tiedemann, 2020) test set, which is a component 148

of the Tatoeba Translation Challenge. This 149

challenge encompasses numerous test sets created 150

for over 500 languages. For our study, we 151

exclusively focus on the publicly available Urdu 152

test set. Secondly, we utilize the Flores 101 153

dataset (Goyal et al., 2022), which provides 154

a valuable resource for evaluating models on 155

low-resource languages, encompassing 101 such 156

languages. For our study, we concentrate on 157

the Urdu subset of Flores 101 to gauge our 158

model’s effectiveness in handling low-resource 159

scenarios. Additionally, we evaluate our models 160

using the Mann Ki Baat (Siripragada et al., 161

2020) test dataset, which exclusively contains 162

Urdu language content extracted from speeches 163

delivered by the Indian Prime Minister in various 164

Indian languages. Our focus centers on the 165

1https://huggingface.co/Helsinki-NLP/opus-mt-en-ur
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Issue Source System Reference

NER A piano is expensive. ےہیتمیقتیاہنکیا

۔ےہاگنہمیفاکونایپ

Mistranslation That will be funny. سہی

ُ

اگےئاجہرناریحرکن

۔اگوہہیحازمتہبہو

Word-Repetition Is this your first time in Japan? ؟ےہرابیلہپیکپآرابیلہپںیمناپاجہیایک ؟وہیئآناپاجہعفدیلہپمتایک

Table 2: Translation problems identified for opus-mt-en-ur

Issue Source System Reference

Word-Repetition An inquiry was established to investigate. اھتایگایکجاردنااکقیقحتکیاےئلےکےنرکقیقحت یھتیئگیدلیکشتیرئاوکناکیاےئلیکشیتفت

Literal translation Cold weather is perhaps the only real
danger the unprepared will face.

یعقاوےئلےکںولاوےنوہںیہنرایتدیاشمسومدرس

اگوہہرطخ

اکسجےہہرطخیقیقحدحاوہودیاشمسوماڈنھٹ

یتریغانماس

ّ

اگےڑپانرکوکدرفرا

Word Order Error
A hostel collapsed in Mecca, the holy city of
Islam at about 10 o’clock this morning local
time

ےجب01بیرکحبصجآںیمہمرکملاہکملٹساہکیا

۔ایگرگرپتقویماقم

ےکمالساےجب01قباطمےکتقویئاقالعحبصجآ

۔ایگرگلٹسوہکیاںیمہکمرہشسدقم

Table 3: Translation problems identified for ChatGPT

Urdu subset of Mann Ki Baat. Moreover, we166

incorporate the UMC005 dataset (Jawaid and167

Zeman, 2011), a parallel corpus comprising168

English-Urdu alignments sourced from multiple169

texts, including the Quran, Bible, Penn Treebank,170

and EMille corpus. Given the publicly available171

test sets for the Quran and Bible, we merge these172

subsets to conduct comprehensive evaluations.173

Lastly, our models undergo assessment using the174

TED Talk test dataset (Zweigenbaum et al., 2018).175

Before evaluation, we preprocess the test data176

by removing pairs containing symbols in their177

translations, ensuring a standardized and reliable178

evaluation process.179

3.3 Metrics180

We use SacreBLEU (Post, 2018) metric to evaluate181

the translation performance, which has built-in182

support for scoring detokenized output using183

standardized tokenization methods, ensuring a184

fair and unbiased evaluation ofmodels’ translation185

performance.186

3.4 Results187

We present the SacreBLEU scores in Table188

1 to assess the translation efficacy of the189

designated models. Our observations indicate190

that the GPT-3.5 model exhibits notably191

superior performance compared to the bilingual192

counterpart, particularly evident in relatively193

straightforward assessments such as the194

(Tiedemann, 2020) tatoteba-test.eng-urd195

test set. In this context, the bilingual model196

achieves a SacreBLEU score of 12.06, whereas197

the GPT-3.5 model excels with a SacreBLEU198

score of 21.68. However, when scrutinizing more199

challenging evaluations, as exemplified by the 200

TED Talk test set (Zweigenbaum et al., 2018), 201

the performance of GPT-3.5 only marginally 202

surpasses the bilingual model, with scores of 203

12.29 and 11.84, respectively. These outcomes 204

underscore that neither GPT-3.5 nor the bilingual 205

model demonstrates adeptness as proficient Urdu 206

translators. 207

In stark contrast, the multilingual translation 208

model, IndicTrans2, emerges as the frontrunner, 209

surpassing both GPT-3.5 and the bilingual 210

model in translation proficiency. This is 211

evident in its SacreBLEU scores of 30.76 212

for the tatoteba-test.eng-urd test set and 213

16.50 for the TED Talk set. Notably, when 214

focusing exclusively on the Flores test set, 215

which stands as a diverse benchmark assessment, 216

the results are compelling. The opus-mt- 217

en-ur model yields a score of 7.09, GPT-3.5 218

records 16.67, and IndicTrans2 significantly 219

outperforms with a score of 27.41. Together, these 220

results highlight that IndicTrans2 performs 221

better in translating Urdu compared to the 222

other models we considered. A plausible 223

hypothesis for the superior performance of 224

IndicTrans2 stems from the specialized training 225

methodology tailored specifically for Indian 226

languages. Conversely, GPT-3.5’s predominant 227

training on Latin corpora might contribute to its 228

comparatively diminished performance in this 229

context. 230

3.5 Challenges 231

Our research has unveiled various challenges 232

associated with translation models. Some of these 233

challenges are universal across all models, while 234
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Issue Source System Reference

Word-Omission The protest started around 11:00 local time
(UTC+1) on Whitehall opposite the police-
guarded entrance to Downing Street, the
Prime Minister’s official residence

یسیٹویقباطمےکتقویماقمزاغآاکجاجتحا

گننؤاڈہاگشئاہریراکرسیکمظعاریزورپلاہٹئاو

اوہےنماسےکےزاوردیتظافحےکسیلوپےکٹیرٹسا

ےتساریلخادےکہاگشئاہریراکرسیکمظعاریزو

ٹیرٹساگننواڈےلاوتظافحیکسیلوپےنماسےک

00:11ابیرقتقباطمےکتقویماقمرپلاہٹئاوےک

اوہعورشجاجتحاہیےجب

Word-Repetition
After the fire, the fortress was preserved and
protected, remaining to be one of Bhutan’s
most sensational attractions.

رکظوفحمرواظوفحموکےعلق،دعبےکےنگلگآ

ششکرپزیخینسنسےسبسےکناٹوھبوج،ایگایل

اہرکیاےسںیمتاماقم

ناٹوھبہو،ایگایکظوفحمدعبےکینزشتآوکےعلق

۔ایگہرماقمزیخینسنسہدایزےسبسکیااک

Transliteration

These scarps were, found all over the moon
and appear to be minimally weathered,
indicating the geologic events that created
them were fairly recent

ےسمکرواےھتےئگےئاپرپدناچےروپسپراکسہی

رہاظہیےسسج،ںیہےتیدیئاھکدےکاوہوبآمک

یفاکتاعقاویتایضراےلاوےنرکادیپوکناہکےہاتوہ

ےھتہیلاح

ںویئاھکیلاوےناجیئاپاجباجرپحطسیکدناچ

ےسنا۔ںیہہدیدمسوممکہوہکےہاتوہمولعمےس

یکناےستاثداحکجولویجنجہکےہاتوہرہاظ

ےکہنامزہیلاحتہبہویئوہقیلخت

Table 4: Translation problems identified for IndicTrans2

certain issues are present only in specific models.235

We enumerate these challenges below.236

1. The opus-mt-en-ur model encounters a237

challenge in the domain of Named Entity238

Recognition (NER), specifically its ability to239

produce accurate translations for entities.240

This issue is observable in the first row of241

Table 2. Interestingly, we did not notice242

this issue in the GPT-3.5 or IndicTrans2243

models.244

2. When the translation diverges from an245

accurate representation of the source, it is246

termed ’Mistranslation’ (Freitag et al., 2021).247

The opus-mt-en-ur model consistently248

grappled with this issue across all datasets,249

as exemplified in the second row of Table250

2. In contrast, GPT-3.5 and IndicTrans2251

exhibited notably superior proficiency in252

addressing this challenge.253

3. The issue of repetition, which has been254

noted in almost all text generation models,255

significantly undermines their overall256

generation performance (Fu et al., 2021). The257

word repetition problem was observed in258

all three models, namely opus-mt-en-ur,259

GPT-3.5, and IndicTrans2.260

4. Machine translation systems have long been261

noted for their tendency to produce overly262

literal translations (Dankers et al., 2022).263

Results show that GPT-3.5 was less literal in264

the case of high-resource languages (Raunak265

et al., 2023). We observed literal translations266

for all selected models in our experiments,267

and an example for GPT-3.5 can be seen in268

the second row of Table 3.269

5. Transliteration errors can arise from 270

ambiguous transliterations or inconsistent 271

segmentations between the source and target 272

text (Sennrich et al., 2015). We observe that 273

IndicTrans2 faces this challenge (see the 274

third row of Table 4). 275

6. NMT systems exhibit a tendency to exclude 276

vital words from the source text, thereby 277

significantly diminishing the overall 278

adequacy of machine translation (Yang 279

et al., 2019). The results indicate that 280

the IndicTrans2 model still faces this 281

challenge for Urdu translation (first row of 282

Table 4). 283

4 Conclusion and Future Work 284

Our investigation encompassed the assessment 285

of these models in the realm of elementary Urdu 286

translation, a member of the Indo-Aryan language 287

family. Moving forward, our focus could extend 288

to the evaluation of these models across additional 289

low-resource languages, integral components of 290

the broader Indo-Aryan linguistic spectrum. 291

5 Limitations 292

Our evaluation of Urdumachine translation can be 293

extended to additional, domain-specific datasets 294

to uncover specific issues and to better understand 295

the Urdu translation capabilities of large language 296

models. We report only the SacreBLEU score in 297

our study. CHRF++ (Popović, 2017) scores can be 298

useful for evaluating translation quality, especially 299

when dealing with languages that have complex 300

word structures and word order. 301
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6 Hyperparameters406

The table 6 lists the hyperparameters we used in407

our experiments.408

Hyperparameters for GPT-3.5
Batch Size 500
Tokens 1024
Temperature 0
Language Pair eng-urd

409

Hyperparameters for IndicTrans2
Batch Size 100
Pad Token id 1
scale embedding True
Model Type IndicTrans
Language Pair eng-urd

410

Hyperparameters for opus-mt-en-ur
Batch Size 100
pad token id 1
scale embedding True
Number of beams 4
model type marian
Language Pair eng-urd

411

7 Resources412

we conduct our experiments on the cloud and used413

Tesla’s k80 GPU for running the inference of the414

models.415
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