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Abstract

Automated Essay Scoring (AES) plays a cru-001
cial role in educational assessment by pro-002
viding scalable and consistent evaluations of003
writing tasks. However, traditional AES sys-004
tems face three major challenges: ❶ reliance005
on handcrafted features that limit generaliz-006
ability, ❷ difficulty in capturing fine-grained007
traits like coherence and argumentation, and008
❸ inability to handle multimodal contexts. In009
the era of Multimodal Large Language Mod-010
els (MLLMs), we propose ESSAYJUDGE, the011
first multimodal benchmark to evaluate AES012
capabilities across lexical-, sentence-, and013
discourse-level traits. By leveraging MLLMs’014
strengths in trait-specific scoring and multi-015
modal context understanding, ESSAYJUDGE016
aims to offer precise, context-rich evaluations017
without manual feature engineering, address-018
ing longstanding AES limitations. Our exper-019
iments with 18 representative MLLMs reveal020
gaps in AES performance compared to human021
evaluation, particularly in discourse-level traits,022
highlighting the need for further advancements023
in MLLM-based AES research. Our dataset024
and code will be available upon acceptance.025

1 Introduction026

Automated Essay Scoring (AES) has become an027

essential tool in educational assessment, providing028

efficient and consistent scoring for large-scale writ-029

ing tasks (Ye et al., 2025; Ramesh and Sanampudi,030

2022; Li and Liu, 2024; Wu et al., 2024; Xia et al.,031

2024). While AES systems have significantly re-032

duced the workload of human graders, they still033

face challenges in delivering accurate and detailed034

evaluations, particularly for trait-specific scoring,035

which assesses individual aspects of writing quality,036

such as coherence, creativity, and argumentation037

(Song et al., 2024; Pack et al., 2024; Ruseti et al.,038

2024). Such detailed feedback is critical for guid-039

ing students in improving their writing skills, but040

remains difficult to achieve with existing methods.041

Figure 1: Comparison of task settings between the previ-
ous evaluation paradigm (a) and our proposed ESSAYJUDGE
benchmark (b) on automated essay scoring task.

Traditional AES approaches, including statisti- 042

cal models such as Support Vector Machines, rely 043

heavily on handcrafted features such as word fre- 044

quency and essay length (Yang et al., 2024; Jansen 045

et al., 2024; Uto et al., 2020). As illustrated in 046

Figure 1 (a), they often suffer from ❶ relying on 047

manually engineered features, thus limiting the 048

generalizability across diverse data; ❷ failing to 049

model fine-grained traits such as logical structure 050

and argument persuasiveness; ❸ inability to han- 051

dle multimodal context, thus struggling to deliver 052

comprehensive and context-aware evaluations (Lim 053

et al., 2021; Uto, 2021; Wang et al., 2022). 054

The emergence of Large Language Models 055

(LLMs) and Multimodal Large Language Models 056

(MLLMs) offers a promising solution to these chal- 057

lenges (Xiao et al., 2024b; Mansour et al., 2024; 058

Ding and Zou, 2024; Luo et al., 2025). Unlike tra- 059

ditional models, LLMs can capture rich semantic 060
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representations directly from text, allowing them061

to evaluate essays holistically and provide detailed062

feedback on specific traits (Gao et al., 2024; Maity063

and Deroy, 2024). Furthermore, MLLMs extend064

this capability by integrating text and image inputs,065

enabling a deeper understanding of multimodal es-066

say context (Lee et al., 2023; Xu et al., 2024). This067

not only improves scoring accuracy but also ad-068

dresses the need for nuanced evaluations in more069

complex writing scenarios.070

Therefore, we propose ESSAYJUDGE, the first071

multimodal benchmark for assessing the multi-072

granular AES capabilities of MLLMs. As shown073

in Figure 1 (b), ESSAYJUDGE aims to address074

the aforementioned gaps by ❶ refraining from075

manually engineered features, using MLLMs’ in-076

herent capabilities to automatically capture com-077

plex linguistic patterns and contextual cues, which078

allows for better generalization across diverse079

datasets; ❷ leveraging MLLMs’ ability to model080

multi-granular traits (i.e., lexical-, sentence-, and081

discourse-levels), enabling more precise and nu-082

anced trait-specific evaluations; ❸ incorporating083

multimodal inputs including text and image compo-084

nents, enabling MLLM to handle complex context,085

which is crucial for essays on intricate topics.086

Through extensive experiments, we evaluated087

18 representative open-source and closed-source088

MLLMs, yielding the following key insights: (i)089

open-source MLLMs generally perform poorly in090

AES compared to closed-source MLLMs, particu-091

larly GPT-4o; (ii) closed-source MLLMs tend to092

assign lower scores across multiple traits compared093

to human evaluators, reflecting their stricter scoring094

criteria; (iii) closed-source MLLMs perform better095

in evaluating essays based on single-image setting096

compared to multi-image one. In general, our find-097

ings highlight that there is still a noticeable gap in098

AES performance compared to human evaluators,099

particularly in discourse-level traits, underscoring100

the necessity for further LLM research.101

Our contributions can be summarized as follows:102

• We introduce the first multimodal AES dataset103

ESSAYJUDGE, comprising over 1,000 high-104

quality multimodal English essays, each of which105

has undergone rigorous multi-round human an-106

notation and verification.107

• We propose a trait-specific scoring framework108

that enables comprehensive evaluation with ten109

multi-granular metrics, covering three dimen-110

sions: lexical, sentence, and discourse levels.111

Benchmarks Venue Size #Topics Modality #Traits

ASAPAES (Cozma et al., 2018) ACL 17,450 8 T 0
ASAP++ (Mathias and Bhattacharyya, 2018) ACL 10,696 6 T 8
CLC-FCE (Yannakoudakis et al., 2011) ACL 1,244 10 T 0
TOEFL11 (Lee et al., 2024) EMNLP 1,100 8 T 0
ICLE (Granger et al., 2009) COLING 3,663 48 T 4
AAE (Stab and Gurevych, 2014) COLING 102 101 T 1
ICLE++ (Li and Ng, 2024c) NAACL 1,008 10 T 10
CREE (Bailey and Meurers, 2008) BEA 566 75 T 1

ESSAYJUDGE (Ours) - 1054 125 T, I 10

Table 1: Comparison between previous AES benchmarks and
our proposed ESSAYJUDGE. The cells highlighted in red
indicate the highest number for #Topics and #Traits columns,
and the unique modality for Modality column.

• We conduct an in-depth evaluation of 18 state- 112

of-the-art MLLMs and human evaluation on 113

ESSAYJUDGE, using Quadratic Weighted Kappa 114

(QWK) as the primary metric to assess the trait- 115

specific scoring performance. 116

By bridging the gaps in existing AES benchmarks, 117

ESSAYJUDGE contributes to the development of 118

more accurate, robust, and context-aware MLLM- 119

based essay scoring systems in the era of AGI. 120

2 Related Work 121

2.1 AES Datasets 122

Existing AES datasets have advanced the field 123

but remain some limitations (shown in Table 1) 124

(Ke and Ng, 2019; Li and Ng, 2024b,a). For ex- 125

ample, ASAPAES is notable for its size, enabling 126

high-performance prompt-specific systems (Cozma 127

et al., 2018). However, differing score ranges 128

across prompts and heavy preprocessing (e.g., re- 129

moval of paragraph structures and named entities) 130

reduce its utility. ASAP++ is an extension of ASAP 131

that introduces trait-specific scores (Mathias and 132

Bhattacharyya, 2018; Li and Ng, 2024a). How- 133

ever, its traits are coarse-grained, with all content- 134

based traits (e.g., coherence, persuasiveness, and 135

thesis clarity) grouped into a single "CONTENT" 136

category. The CLC-FCE dataset includes holistic 137

scores and linguistic error annotations, support- 138

ing grammatical error detection alongside scor- 139

ing tasks, but the small number of essays per 140

prompt hinders the development of prompt-specific 141

systems (Yannakoudakis et al., 2011; Li and Ng, 142

2024b). TOEFL11 dataset focuses on native lan- 143

guage identification and provides only coarse- 144

grained proficiency labels (low, medium & high), 145

which do not fully capture essay quality. ICLE 146

(Granger et al., 2009) and ICLE++ (Li and Ng, 147

2024c) datasets provide some of the most detailed 148

trait-specific annotations, with ICLE++ scoring es- 149

says on 10 dimensions of writing quality. Nev- 150
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ertheless, these datasets are still constrained by151

limited topic diversity. Similarly, The AAE corpus152

includes 102 persuasive essays and only focuses153

on argument structure (Stab and Gurevych, 2014).154

To address the aforementioned limitations, we pro-155

pose the ESSAYJUDGE benchmark, which features156

multimodal context, 125 unique essay topics, and157

comprehensive scoring across 10 distinct traits.158

2.2 AES Systems159

AES research focuses on three main categories:160

heuristic approaches, machine learning approaches,161

and deep learning approaches (Li and Ng, 2024a).162

Heuristic AES approaches focus on holistic scoring163

by combining trait scores such as Organization, Co-164

herence, and Grammar into a weighted sum. Trait-165

specific scores are computed using rules, like as-166

sessing Organization based on a five-paragraph for-167

mat (Attali and Burstein, 2006). Machine learning168

approaches (e.g., Logistic Regression and Support169

Vector Machine) rely on handcrafted features, such170

as lexical (Chen and He, 2013), length-based (Vaj-171

jala, 2016; Yannakoudakis and Briscoe, 2012), and172

discourse features (Yannakoudakis and Briscoe,173

2012), and perform well in within-prompt scoring174

but struggle with generalization to new prompts.175

Deep learning approaches, particularly those using176

Transformer architectures like BERT (Wang et al.,177

2022), have advanced AES by learning essay rep-178

resentations directly from text, enabling multi-trait179

and cross-prompt scoring. Among these, LLM-180

based approaches stand out for their ability to lever-181

age commonsense knowledge and understand com-182

plex instructions (Mizumoto and Eguchi, 2023).183

By using prompts, LLMs can perform AES in zero-184

shot settings with rubrics alone (Lee et al., 2024)185

or in few-shot settings with minimal labeled data186

(Mansour et al., 2024; Xiao et al., 2024a). These187

methods enhance flexibility, scalability, and perfor-188

mance, especially in low-resource scenarios.189

2.3 Multimodal Large Language Models190

MLLMs have brought significant advancements191

to diverse tasks and applications (Xi et al., 2023;192

Huo et al., 2024; Yan et al., 2024d; Yan and Lee,193

2024; Zou et al., 2025; Dang et al., 2024). Propri-194

etary MLLMs such as GPT-4o (Hurst et al., 2024)195

and Gemini-1.5 (DeepMind, 2024b) have shown196

remarkable capabilities in multimodal challenges,197

excelling in areas such as multimodal reasoning198

and QA (Chang et al., 2024; Yan et al., 2024c,b;199

Zheng et al., 2024; Yan et al., 2025). At the same200

time, Open-source MLLMs have made consider- 201

able strides. For instance, LLaVA-NEXT (Liu et al., 202

2024) utilizes a pretrained vision encoder to gen- 203

erate visual embeddings, which are then aligned 204

with text embeddings through a lightweight adapter, 205

enabling effective multimodal understanding. Sim- 206

ilarly, MLLMs such as Qwen2-VL (Wang et al., 207

2024), DeepSeek-VL (Lu et al., 2024a), InternVL 208

(Chen et al., 2024, 2025), MiniCPM (Hu et al., 209

2024), Ovis (Lu et al., 2024b), LLaMA3 (Dubey 210

et al., 2024) and Yi-VL (Young et al., 2024) im- 211

plement innovative projection techniques to com- 212

bine visual and textual features effectively, en- 213

abling many multimodal applications. These mod- 214

els showcase the growing potential of MLLMs in 215

advancing both research and practical applications 216

that rely on multimodal data (Qu et al., 2025; Zou 217

et al., 2024; Zhou et al., 2024; Huang et al., 2024). 218

Therefore, we introduce ESSAYJUDGE, a novel 219

benchmark designed to evaluate MLLMs’ capabil- 220

ity to score essays with multimodal context, paving 221

the way for AGI systems (Xiao et al., 2024b; Tate 222

et al., 2024; Yan et al., 2024a). 223

3 Dataset 224

3.1 Data Collection 225

This section describes the process of construct- 226

ing our dataset to ensure high-quality data for 227

analysis, as illustrated in Figure 2. Unlike tradi- 228

tional datasets that often rely on publicly available 229

sources or textbook modifications, the data for this 230

study originates from a K-12 Education Organiza- 231

tion. This organization provides a repository of 232

essays graded by experienced educators, guarantee- 233

ing the credibility and reliability. 234

From the original dataset, four primary fields 235

were retained: (i) Image, which contains the image 236

of the writing Topics; (ii) Question, which contains 237

the text of the writing prompt; (iii) Essay, repre- 238

senting the student’s written work; (iv) Overall 239

Score, reflecting the final assessment provided by 240

professional educators. To enhance the dataset’s 241

quality, a series of processing and cleaning steps 242

were applied. These steps included removing es- 243

says with incomplete or low-quality responses and 244

selecting topics that met the criteria for reliability 245

and diversity. Through this rigorous process, we cu- 246

rated the ESSAYJUDGE dataset consisting of 1,054 247

multimodal essays with 125 topics. These essays, 248

covering a broad spectrum of writing abilities, form 249

a solid foundation for facilitating AES research. 250
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Figure 2: Roadmap illustration of ESSAYJUDGE dataset collection, construction and annotation.

3.2 Data Annotaion Scheme251

Through discussion with English teachers and lin-252

guistic experts, we identified ten traits of essays253

and categorized them into three levels of granular-254

ity, progressing from fine-grained lexical features255

to broader sentence-level structures and, finally, to256

discourse-level characteristics. This hierarchical257

structure reflects a natural flow from the smallest258

units of language to the overall coherence and per-259

suasiveness of an essay, providing a comprehensive260

framework for evaluation. The rubrics (with a scale261

of 0 to 5) can be seen in Appendix A. Higher scores262

indicate a stronger performance.263

At the lexical level, the focus is on the precision264

and diversity of word usage, which forms the foun-265

dation of effective expression. Traits including ❶266

lexical accuracy and ❷ lexical diversity assess how267

well the writer uses vocabulary to convey meaning,268

including the correctness of word choice, spelling,269

and semantic appropriateness, as well as the vari-270

ety and richness of vocabulary demonstrated in the271

essay. These fine-grained features ensure that the272

language is both accurate and expressive.273

Moving to the sentence level, the evaluation274

shifts to the internal quality of sentences and the275

connections between them. Traits including ❸276

grammatical accuracy and ❹ grammatical diver-277

sity examine the correctness and variety of gram-278

matical structures, reflecting the writer’s ability279

to construct well-formed and diverse sentences.280

❺ Punctuation accuracy ensures that punctuation281

marks are used appropriately to enhance clarity and282

readability. Additionally, ❻ coherence is assessed283

at this level, focusing on how smoothly sentences284

connect through effective transitions, logical re-285

lationships, and appropriate use of conjunctions.286

This intermediate granularity highlights the writer’s287

ability to build logical and linguistically sound sen-288

tence structures that support the flow of ideas.289

At the discourse level, the evaluation considers290

the overall structure, argumentation, and coherence 291

of the essay as a whole. Traits including ❼ orga- 292

nizational structure assess how well the essay is 293

organized across its introduction, body, and con- 294

clusion, ensuring ideas are logically and clearly 295

presented. ❽ Argument clarity evaluates the ex- 296

plicitness and focus of the central argument, while 297

❾ justifying persuasiveness measures the strength 298

of evidence and reasoning provided to support the 299

argument. Finally, ❿ essay length ensures that the 300

essay meets the required length while maintaining 301

depth and focus. This broader granularity captures 302

the writer’s ability to integrate all elements into a 303

cohesive and persuasive whole. 304

3.3 Datasets Annotation Procedure 305

To ensure a thorough and objective evaluation of 306

the traits, we enlisted two experienced experts in 307

English education, who independently assessed all 308

10 traits for each essay. After scoring, we compared 309

the results and calculated the differences between 310

the two sets of scores. For traits where the score 311

difference was less than or equal to 1, we took the 312

average of the two scores to establish the ground- 313

truth score. In cases where the score difference 314

exceeded 1, we asked another independent team 315

consisting of three senior annotators to review the 316

essays and discuss the traits with the team. They 317

finally reached a consensus on the final ground- 318

truth score, ensuring a fair and reliable outcome. 319

3.4 Data Details 320

ESSAYJUDGE dataset comprises a substantial col- 321

lection of 1,054 multimodal essays designed for 322

AES (See details in Appendix B). The dataset is 323

categorized based on the number of images per 324

question, with 66.7% being single-image questions 325

and the remaining 33.3% multi-image questions. 326

In terms of image types, the dataset is divided into 327

seven categories: Flow Chart, Bar Chart, Table, 328

Line Chart, Pie Chart, Map, and Composite Chart. 329
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4 Experiment and Analysis330

4.1 Experimental Setup331

Evaluation Groups. We meticulously catego-332

rized diverse MLLMs into distinct groups to as-333

sess their capabilities in trait-specific AES. (i)334

The Open-Source MLLMs category encompassed335

models such as Yi-VL (Young et al., 2024),336

Qwen2-VL (Wang et al., 2024), DeepSeek-VL337

(Lu et al., 2024a), LLaVA-NEXT (Liu et al.,338

2024), InternVL2 (Chen et al., 2024), InternVL2.5339

(Chen et al., 2025), MiniCPM-V2.6 (Hu et al.,340

2024), MiniCPM-LLaMA3-V2.5 (Hu et al., 2024),341

Ovis1.6-Gemma2 (Lu et al., 2024b), and LLaMA-342

3.2-Vision (Dubey et al., 2024), each demonstrat-343

ing their unique strengths and capabilities in multi-344

granular essay scoring. (ii) The Closed-Source345

MLLMs featured proprietary models like Qwen-346

Max (Team, 2024), Step-1V (StepFun, 2024),347

Gemini-1.5-Pro (DeepMind, 2024b), Gemini-1.5-348

Flash (DeepMind, 2024a), Claude-3.5-Haiku (An-349

thropic, 2024a), Claude-3.5-Sonnet (Anthropic,350

2024b), GPT-4o-mini (OpenAI, 2024), and GPT-351

4o (Hurst et al., 2024), providing a comparison352

point for the performance of models that are not353

publicly accessible. (iii) Lastly, the Human Perfor-354

mance category served as a benchmark for human-355

level intelligence, enabling us to assess how closely356

MLLMs emulate human cognitive abilities (More357

details in Appendix C.2). The detailed prompts for358

MLLMs and sources of MLLMs are provided in359

Appendix C.3 and C.4.360

Evaluation Metric. We employ Quadratic361

Weighted Kappa (QWK) (Ke and Ng, 2019; Li and362

Ng, 2024b,a) as our metric for scoring the similar-363

ity, which is widely used to evaluate the agreement364

between model scores and the ground truth. Its365

formula is expressed as:366

k = 1−
∑

i,j wi,jOi,j∑
i,j wi,jEi,j

,367

where wi,j = (i−j)2

(N−1)2
is the weight matrix penal-368

izing larger differences between i and j, Oi,j is369

the observed agreement, and Ei,j is the expected370

agreement under random chance. QWK values371

range from -1 (complete disagreement) to 1 (per-372

fect agreement). Higher values are expected.373

4.2 Main Results374

Closed-source MLLMs demonstrate significant375

superiority over open-source MLLMs in es-376

Figure 3: The open-source and closed-source MLLMs’ distri-
bution of average scores among ten traits.

say scoring tasks, with GPT-4o achieving the 377

strongest overall performance. Table 2 illus- 378

trates that closed-source MLLMs consistently out- 379

perform open-source MLLMs across ten traits. 380

This advantage is likely due to the high-quality 381

proprietary datasets and advanced training tech- 382

niques leveraged by closed-source models (Yu 383

et al., 2024; Wang et al., 2023), enabling them 384

to achieve more balanced and robust performance. 385

GPT-4o stands out as the best-performing model, 386

achieving the highest QWK scores across multi- 387

ple traits except for Argument Clarity, highlight- 388

ing its exceptional capability. Among open-source 389

MLLMs, InternVL2 emerges as the best performer. 390

However, its overall performance remains behind 391

closed-source ones, underscoring the gap between 392

open-source and closed-source models in terms of 393

capturing complex and evaluative subtleties. 394

Closed-source MLLMs exhibit distinct scor- 395

ing patterns compared to open-source counter- 396

parts, characterized by greater score variability 397

and stricter adherence to rubrics. As revealed 398

in Figure 3, closed-source models demonstrate sig- 399

nificantly higher score variance (0.49 vs. 0.34), 400

suggesting enhanced capacity to differentiate essay 401

quality through broader score distribution across 402

performance levels. This contrasts with open- 403

source models’ tendency to cluster scores in the 404

mid-range (3-4 points), reflecting limited discrimi- 405

native capacity for quality extremes. As shown in 406

Figure 5, the scoring rigor of closed-source systems 407

is further evidenced by their consistent assignment 408

of lower scores across critical traits including Argu- 409

ment Clarity, Coherence, and Linguistic Features, 410

with human ratings typically intermediate between 411

the two model types. This systematic conservatism 412

stems from closed-source models’ strict adherence 413
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MLLMs #Para. Lexical Level Sentence Level Discourse Level

LA LD CH GA GD PA AC JP OS EL

Open-Source MLLMs

Yi-VL (Young et al., 2024) 6B 0.07 0.05 0.08 0.09 0.05 0.09 0.05 0.13 0.05 0.07
Qwen2-VL (Wang et al., 2024) 7B 0.20 0.26 0.13 0.21 0.16 0.12 0.17 0.10 0.14 0.15
DeepSeek-VL (Lu et al., 2024a) 7B 0.09 0.12 0.12 0.13 0.35 0.06 0.18 0.21 0.08 0.09
LLaVA-NEXT (Liu et al., 2024) 8B 0.02 0.04 0.03 0.11 0.10 0.02 0.12 0.15 0.02 0.10

InternVL2 (Chen et al., 2024) 8B 0.28 0.27 0.34 0.36 0.31 0.33 0.25 0.29 0.31 0.29
InternVL2.5 (Chen et al., 2025) 8B 0.14 0.29 0.29 0.29 0.31 0.26 0.15 0.21 0.25 0.22

MiniCPM-V2.6 (Hu et al., 2024) 8B 0.18 0.07 0.08 0.16 0.09 0.04 0.12 0.35 0.06 0.24
MiniCPM-LLaMA3-V2.5 (Hu et al., 2024) 8B 0.37 0.27 0.36 0.29 0.34 0.29 0.09 0.18 0.21 0.09

Ovis1.6-Gemma2 (Lu et al., 2024b) 9B 0.15 0.11 0.13 0.39 0.27 0.36 0.11 0.13 0.14 0.21
LLaMA-3.2-Vision (Dubey et al., 2024) 11B 0.20 0.16 0.17 0.14 0.11 0.12 0.09 0.17 0.17 0.16

Closed-Source MLLMs

Qwen-Max (Team, 2024) - 0.57 0.51 0.52 0.56 0.48 0.40 0.34 0.54 0.45 0.41
Step-1V (StepFun, 2024) - 0.52 0.40 0.49 0.50 0.46 0.37 0.26 0.39 0.31 0.25

Gemini-1.5-Pro (DeepMind, 2024b) - 0.52 0.46 0.57 0.56 0.51 0.35 0.29 0.46 0.54 0.28
Gemini-1.5-Flash (DeepMind, 2024a) - 0.46 0.40 0.48 0.53 0.41 0.33 0.33 0.42 0.47 0.28
Claude-3.5-Haiku (Anthropic, 2024a) - 0.59 0.54 0.53 0.50 0.57 0.40 0.35 0.39 0.48 0.33
Claude-3.5-Sonnet (Anthropic, 2024b) - 0.66 0.60 0.58 0.66 0.60 0.57 0.33 0.46 0.39 0.35

GPT-4o-mini (OpenAI, 2024) - 0.64 0.56 0.54 0.58 0.54 0.45 0.33 0.57 0.45 0.46
GPT-4o (Hurst et al., 2024) - 0.89 0.89 0.87 0.85 0.61 0.65 0.30 0.80 0.79 0.70

Human Performance

Human performance - 0.91 0.91 0.89 0.93 0.56 0.86 0.72 0.86 0.88 0.77

Table 2: Comparison of open-source and closed-source MLLM performance (QWK). The highest and second highest scores
among MLLMs in each column are highlighted in red and blue , respectively.

to quantitative rubtics (Kundu and Barbosa, 2024),414

prioritizing error penalization (grammatical inaccu-415

racies, logical inconsistencies) and standardization416

over nuanced language appreciation. While ensur-417

ing transparency and reproducibility, this approach418

may undervalue creative language use, contrast-419

ing with human raters’ contextual flexibility and420

open-source models’ reduced capacity to assess421

linguistic complexity effectively.422

Multimodal inputs play a critical role in im-423

proving the performance of LLMs in AES tasks.424

Our ablation study compared the performance of425

models in two settings, including multimodal in-426

puts (text and images) versus text-only inputs. As427

shown in Figure 4, when image information was428

removed, GPT-4o experienced a decrease in QWK429

scores across all ten traits. These findings under-430

score that visual features provide essential evalua-431

tive dimensions that are inaccessible to text-only ap-432

proaches, especially when images contain critical433

information supporting the argument. Additional434

evaluation results for other models are provided in435

the Appendix C.1.436

4.3 Trait-Specific Analysis437

Closed-source MLLMs perform poorly in evalu-438

ating Argument Clarity and Essay Length while439

excelling at lexical-level assessment. As shown in440

Figure 4: GPT-4o’s QWK values across traits for text-only
and multimodal settings.

Figure 6, their low QWK values for Argument Clar- 441

ity and Essay Length are because closed-source 442

LLMs rely heavily on surface-level features like 443

grammar and vocabulary, making them ineffective 444

in handling complex arguments that require con- 445

textual understanding and reasoning. For Essay 446

Length, they often hallucinate word counts (Rawte 447

et al., 2023) and over-rely on quantitative mea- 448

sures, leading to an overvaluation of verbosity and 449

an undervaluation of concise but effective writing 450

(Jeon and Strube, 2021). In contrast, closed-source 451

MLLMs’ strong lexical performance is due to expo- 452

sure to a extensive, high-quality datasets (Shi et al., 453

2023), enabling superior precision and variety in 454

lexical choice. 455

MLLMs demonstrate outstanding perfor- 456

mance in assessing Coherence when grading 457

essays related to line charts. For example, as 458

shown in Figure 7, GPT-4o achieves a high QWK 459

value of 0.89 for the coherence trait when evaluat- 460
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Figure 5: The average scores of open-source MLLMs, closed-source MLLMs and ground-truth across ten traits.

Figure 6: The average QWK values of representative models
across three granularities of ten traits.

ing line chart essays. The results of the top three461

open-source and top three closed-source MLLMs462

are provided in the appendix D. This is primarily463

because line charts have a highly linear information464

structure that emphasizes trends and changes, mak-465

ing the logical relationships between data points466

clear and easy to follow (Islam et al., 2024). Ad-467

ditionally, the core information in line chart de-468

scriptions typically focuses on key points such as469

turning points, peaks, and troughs, which simplifies470

the logical chain and allows models to effectively471

capture and evaluate the coherence of the text.472

4.4 Analysis of #image Setting473

Most closed-source MLLMs perform better in474

evaluating essays with single-image setting. As475

shown in Figure 8, GPT-4o performed better on476

single-image tasks except for JP and GD traits. Ap-477

pendix E shows that among all evaluated closed-478

source MLLMs, only three models do not follow479

this pattern. Single-image tasks are simpler and480

more focused, typically requiring students to de-481

scribe one logical theme. This clear structure482

makes it easier for models to capture key infor-483

mation and provide accurate evaluations, without484

Figure 7: GPT-4o’s mean QWK values across different essay
types across three granularities of ten traits.

Figure 8: Comparison of GPT-4o’s QWK values across ten
traits between single-image and multi-image settings.

Figure 9: The closed-source MLLMs’ QWK values of JP
trait among single-image & multi-image settings.

Figure 10: The open-source MLLMs’ QWK values of JP
trait among single-image & multi-image settings.
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Figure 11: The example case of multi-granular evaluation for the essay.

the need for complex comparisons or logical inte-485

gration across multiple images. In contrast, multi-486

image tasks involve comparing, relating, and inte-487

grating data from multiple sources, which increases488

task complexity and the likelihood of errors in both489

student responses and model evaluations.490

For Justifying Persuasiveness, most MLLMs491

perform better when evaluating essays with492

multi-image setting. We selected the top-493

performing eight models from both open-source494

and closed-source MLLMs, as shown in Figure 9495

and Figure 10. Unlike most traits, where MLLMs496

tend to perform better on single-image tasks, the497

evaluation of Justifying Persuasiveness shows a dis-498

tinct advantage in multi-image settings. This may499

be because multi-image tasks inherently provide500

richer and more diverse data points, enabling stu-501

dents to construct more evidence-based arguments.502

4.5 Case Study503

Figure 11 shows the detailed multi-granular evalua-504

tion for one of the essays. Additional examples are505

shown in Appendix F. Specifically, we can find that506

argument clarity is the most discrepant from the507

ground truth. Argument clarity is crucial in AES,508

as it directly reflects whether the author’s central509

ideas are in alignment with the essay requirement510

(Falk and Lapesa, 2023). Leading models like GPT-511

4o show relatively poor performance in assessing512

argument clarity, which is illustrated in Figure 2.513

However, argument clarity serves as a key indicator514

of a model’s reasoning abilities and its capacity to515

integrate and process complex information, includ-516

ing visual elements. The ability to clearly present 517

and logically connect ideas is essential for both 518

multimodal understanding and reasoning, making 519

it a critical benchmark for evaluating the AES per- 520

formance of MLLMs. Addressing these challenges 521

in future MLLMs could significantly improve their 522

ability to assess essays with complex reasoning and 523

enhance their multimodal integration capabilities. 524

5 Conclusion 525

In this work, we presented ESSAYJUDGE, the 526

first multimodal benchmark designed to evaluate 527

the AES capabilities of MLLMs across lexical, 528

sentence, and discourse-level traits. Addressing 529

longstanding limitations in traditional AES ap- 530

proaches, ESSAYJUDGE leverages MLLMs’ in- 531

herent strengths in contextual understanding and 532

multimodal analysis, enabling more precise, trait- 533

specific evaluations without reliance on hand- 534

crafted features. Our comprehensive evaluation of 535

18 representative MLLMs highlights current limi- 536

tations of MLLM-based AES systems. Notably, 537

closed-source MLLMs such as GPT-4 demon- 538

strate superior performance compared to open- 539

source counterparts, yet a significant gap remains 540

in achieving human-level accuracy. 541

We envision that ESSAYJUDGE will not only 542

drive innovation in AES but also serve as a stepping 543

stone toward broader applications of MLLMs in 544

educational assessment and beyond. The research 545

community can address the challenges identified 546

and foster the development of more accurate and 547

interpretable AES systems towards AGI. 548
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Limitations549

Despite the findings we demonstrate in our work,550

there still exist minor limitations:551

1. The datasets used in this study primarily con-552

sist of essays written by non-native speakers553

of English, making it unclear whether our554

conclusions apply to essays written by native555

speakers, such as those in the ASAP dataset.556

However, since our rubrics are broadly appli-557

cable and not designed specifically for non-558

native speakers, we believe the conclusions559

can be generalized to essays written by native560

speakers as well.561

2. Although our study covers diverse topics, in-562

cluding healthcare, biology, demographics,563

environment, education and so on, there is still564

a demand for a more generalized benchmark.565

Further expansion is needed to address a wider566

variety of writing contexts and disciplines, en-567

suring its broader applicability across differ-568

ent writing tasks.569
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A Trait-Specific Rubrics975

In this section, we introduce the rubrics used to976

annotate the 10 traits for each essay in our dataset.977

The rubrics are detailed in Table 5 to Table 14.978

Each trait is assessed using a numerical score rang-979

ing from 0 to 5. A score of 5 represents high-980

quality performance with respect to the trait being981

evaluated, while a score of 0 represents low-quality982

performance in the same regard.983

B ESSAYJUDGE Dataset Details984

B.1 Dataset Scope985

In the ESSAYJUDGE benchmark, the essay require-986

ments are all set at university-level difficulty. The987

essays highly depend on visual information. There-988

fore, when writing the essays, students need to use989

the information provided by the pictures as evi-990

dence to support their arguments. This creates a991

unique multimodal challenge and provides a basis992

for evaluating the ability of MLLMs to handle di-993

verse and complex information in the multimodal994

context of AES.995

B.2 Dataset Categorization996

The Figure 3 above provides a detailed breakdown997

of the ESSAYJUDGE dataset, which consists of998

1054 multimodal essays. The dataset is categorized999

based on the type of image it includes, with 66.7%1000

(703 essays) containing a single image and 33.3%1001

(351 essays) containing multiple images. Further1002

classification is made based on the type of visual1003

content within these essays, with the most common1004

type being flow charts (28.9%), followed by bar1005

charts (20.0%), and tables (14.5%). Other image1006

types include line charts (13.8%), pie charts (6.7%),1007

maps (5.9%), and composite charts (10.2%). This1008

dataset provides valuable insights into the diver-1009

sity of multimodal elements incorporated in essay1010

content.1011

B.3 Dataset Topic1012

Our dataset includes 125 distinct essay topics,1013

which span a wide range of themes such as popu-1014

lation, environment, education, production, evolu-1015

tion, and so on. The topics represent a diverse array1016

of subjects, offering a broad scope for analysis. In1017

the Table 15, we highlight the top five most fre-1018

quent topics in the dataset, providing an overview1019

of the predominant themes present in the essays.1020

Statistic Number

Total Multimodal Essays 1,054

Image Type
- Single-Image 703 (66.7%)
- Multi-Image 351 (33.3%)

Multimodal Essay Type
- Flow Chart 305 (28.9%)
- Bar Chart 211 (20.0%)
- Table 153 (14.5%)
- Line Chart 145 (13.8%)
- Pie Chart 71 (6.7%)
- Map 62 (5.9%)
- Composite Chart 107 (10.2%)

Table 3: Key statistics of ESSAYJUDGE dataset.

B.4 Annotation Details 1021

During the annotation process, we found that when 1022

two experts independently scored for the first time, 1023

the proportion of the score difference less than or 1024

equal to 1 was 94.8%. This data fully indicates that 1025

the scoring consistency of the two experts is very 1026

high, reflecting that the scoring of the two experts is 1027

relatively accurate. Table 4 shows the proportions 1028

of the score difference less than or equal to 1 based 1029

on specific traits. 1030

Traits #Essays Proportion

AC 900 85.4%
JP 1,035 98.2%
OS 1,016 96.4%
CH 1,038 98.5%
EL 920 87.3%
GA 1,025 97.2%
GD 1,044 99.1%
LA 1,034 98.1%
LD 1,044 99.1%
PA 936 88.8%

Total 9,992 94.8%

Table 4: The proportions of the score difference less than or
equal to 1 based on specific traits.
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C Additional Experimental Details1031

C.1 Multimodal Ablation Study1032

We also evaluated GPT-4o-mini. Figure 12 shows1033

that GPT-4o-mini exhibited a decline in nine out1034

of ten traits when image information was removed,1035

with the exception of lexical diversity. This finding1036

further underscores the importance of multimodal1037

inputs, as visual features provide essential evalua-1038

tive dimensions that text-only approaches cannot1039

capture, especially when images contain critical1040

supporting information.1041

C.2 Human Performance Evaluation1042

In the Human Performance section, four postgrad-1043

uate students with excellent English backgrounds1044

independently evaluated the essays, scoring them1045

across ten distinct traits. To ensure the reliability1046

of their assessments, each student was assigned an1047

approximately equal number of the 1,054 essays,1048

ensuring a balanced workload.1049

The evaluations were conducted independently,1050

with no discussions permitted between the evalua-1051

tors to preserve the integrity of the scoring process.1052

Each postgraduate student provided their assess-1053

ments based solely on their expertise and under-1054

standing of the scoring criteria.1055

This analysis underscores the ability of human1056

assessments to capture the distinct traits of essays,1057

highlighting their role in reflecting the nuances of1058

natural intelligence. These evaluations also reveal1059

the gap between large language models and human1060

cognitive capabilities, serving as a benchmark for1061

the advancements that machine intelligence strives1062

to achieve.1063

C.3 Prompt for MLLM Evaluation1064

For the evaluation of MLLMs, we designed1065

prompts that consist of four distinct parts: Task1066

Definition, Rubrics, Reference Content, and In-1067

struction. The details are shown in Figure 13.1068

The input to the model includes the question text,1069

the accompanying image(s), the student’s essay, as1070

well as the specific trait to be evaluated and its1071

corresponding rubrics.1072

The output should be the only a numerical score,1073

in line with the requirements set forth in the Task1074

Definition. However, given that some models, es-1075

pecially the open-source MLLMs, tend to deviate1076

from the only score task and produce outputs be-1077

yond what is expected, we explicitly reinforce the1078

requirement for a numerical score in the final In- 1079

struction section of the prompt. This redundancy 1080

aims to ensure adherence to the evaluation task and 1081

improve the reliability of the scoring process. 1082

C.4 Model Sources 1083

Table 16 details specific sources for the various 1084

MLLMs we evaluated. The hyperparameters for 1085

the experiments are set to their default values unless 1086

specified otherwise. 1087

D More on Trait-Specific Analysis 1088

We present the performance results of the top 1089

three open-source and closed-source MLLMs in 1090

grading essays related to line charts. Aside 1091

from the best performer, GPT-4o, other mod- 1092

els evaluated include Claude-3.5-Sonnet, GPT-4o- 1093

mini, InternVL2, MiniCPM-LLaMA3-V2.5, and 1094

InternVL2.5. As shown in Figure 14 to Figure 1095

18 These models also demonstrated outstanding 1096

performance in assessing coherence when grading 1097

essays related to line charts. 1098

E More on Analysis of #image 1099

This section presents the evaluation results of all as- 1100

sessed closed-source MLLMs. As shown in Figure 1101

19 to Figure 25, most closed-source MLLMs, ex- 1102

cept for the Gemini series and Qwen-Max, perform 1103

better when grading essays based on single-image 1104

tasks compared to multi-image tasks. 1105

F More Multimodal Essay Scoring 1106

Examples 1107

This section provides additional examples of mul- 1108

timodal essay scoring based on Multi-Granular 1109

rubrics, which is shown in Figure 26 to Figure 28, 1110

showcasing the application of our proposed frame- 1111

work to a diverse set of essays that incorporate both 1112

textual and visual elements. 1113
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Score Scoring Criteria

5 The central argument is clear, and the first paragraph clearly outlines the topic of the image
and question, providing guidance with no ambiguity.

4 The central argument is clear, and the first paragraph mentions the topic of the image and
question, but the guidance is slightly lacking or the expression is somewhat vague.

3 The argument is generally clear, but the expression is vague, and it doesn’t adequately guide
the rest of the essay.

2 The argument is unclear, the description is vague or incomplete, and it doesn’t guide the essay.

1 The argument is vague, and the first paragraph fails to effectively summarize the topic of the
image or question.

0 No central argument is presented, or the essay completely deviates from the topic and image.

Table 5: Rubrics for evaluating the argument clarity of the essays.

Score Scoring Criteria

5 Transitions between sentences are natural, and logical connections flow smoothly; appropriate
use of linking words and transitional phrases.

4 Sentences are generally coherent, with some transitions slightly awkward; linking words are
used sparingly but are generally appropriate.

3 The logical connection between sentences is not smooth, with some sentences jumping or
lacking flow; linking words are used insufficiently or inappropriately.

2 Logical connections are weak, sentence connections are awkward, and linking words are
either used too little or excessively.

1 There is almost no logical connection between sentences, transitions are unnatural, and
linking words are very limited or incorrect.

0 No coherence at all, with logical confusion between sentences.

Table 6: Rubrics for evaluating the coherence of the essays.

Score Scoring Criteria

5 Word count is 150 words or more, with the content being substantial and without obvious
excess or brevity.

4 Word count is around 150 words, but slightly off (within 10 words), and the content is
complete.

3 Word count is noticeably too short or too long, and the content is not sufficiently substantial or
is somewhat lengthy.

2 Word count deviates significantly, failing to fully cover the requirements of the prompt.

1 Word count is far below the requirement, and the content is incomplete.

0 Word count is severely insufficient or excessive, making it impossible to meet the
requirements of the prompt.

Table 7: Rubrics for evaluating the essay lenth of the essays.
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Score Scoring Criteria

5 Sentence structure is accurate with no grammatical errors; both simple and complex sentences
are error-free.

4 Sentence structure is generally accurate, with occasional minor errors that do not affect
understanding; some errors in complex sentence structures.

3 Few grammatical errors, but more noticeable errors that affect understanding; simple
sentences are accurate, but complex sentences frequently contain errors.

2 Numerous grammatical errors, with sentence structure affecting understanding; simple
sentences are occasionally correct, but complex sentences have frequent errors.

1 A large number of grammatical errors, with sentence structure severely affecting
understanding; sentence structure is unstable, and even simple sentences contain mistakes.

0 Sentence structure is completely incorrect, nonsensical, and difficult to understand.

Table 8: Rubrics for evaluating the grammatical accuracy of the essays.

Score Scoring Criteria

5 Uses a variety of sentence structures, including both simple and complex sentences, with
flexible use of clauses and compound sentences, demonstrating rich sentence variation.

4 Generally uses a variety of sentence structures, with appropriate use of common clauses and
compound sentences. Sentence structures vary, though some sentence types lack flexibility.

3 Uses a variety of sentence structures, but with limited use of complex sentences, which often
contain errors. Sentence variation is somewhat restricted.

2 Sentence structures are simple, primarily relying on simple sentences, with occasional
attempts at complex sentences, though errors occur frequently.

1 Sentence structures are very basic, with almost no complex sentences, and even simple
sentences contain errors.

0 Only uses simple, repetitive sentences with no complex sentences, resulting in rigid sentence
structures.

Table 9: Rubrics for evaluating the grammatical diversity of the essays.
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Score Scoring Criteria

5 Fully addresses and accurately analyzes all important information in the image and prompt
(e.g., data turning points, trends); argumentation is in-depth and logically sound.

4 Addresses most of the important information in the image and prompt, with reasonable
analysis but slight shortcomings; argumentation is generally logical.

3 Addresses some important information in the image and prompt, but analysis is insufficient;
argumentation is somewhat weak.

2 Mentions a small amount of important information in the image and prompt, with simple or
incorrect analysis; there are significant logical issues in the argumentation.

1 Only briefly mentions important information in the image and prompt or makes clear
analytical errors, lacking reasonable reasoning.

0 Fails to mention key information from the image and prompt, lacks any argumentation, and is
logically incoherent.

Table 10: Rubrics for evaluating the justifying persuasiveness of the essays.

Score Scoring Criteria

5 Vocabulary is accurately chosen, with correct meanings and spelling, and minimal errors;
words are used precisely to convey the intended meaning.

4 Vocabulary is generally accurate, with occasional slight meaning errors or minor spelling
mistakes, but they do not affect overall understanding; words are fairly precise.

3 Vocabulary is mostly correct, but frequent minor errors or spelling mistakes affect some
expressions; word choice is not fully precise.

2 Vocabulary is inaccurate, with significant meaning errors and frequent spelling mistakes,
affecting understanding.

1 Vocabulary is severely incorrect, with unclear meanings and noticeable spelling errors,
making comprehension difficult.

0 Vocabulary choice and spelling are completely incorrect, and the intended meaning is unclear
or impossible to understand.

Table 11: Rubrics for evaluating the lexiacal accuracy of the essays.

Score Scoring Criteria

5 Vocabulary is rich and diverse, with a wide range of words used flexibly, avoiding repetition.

4 Vocabulary diversity is good, with a broad range of word choices, occasional repetition, but
overall flexible expression.

3 Vocabulary diversity is average, with some variety in word choice but limited, with frequent
repetition.

2 Vocabulary is fairly limited, with a lot of repetition and restricted word choice.

1 Vocabulary is very limited, with frequent repetition and an extremely narrow range of words.

0 Vocabulary is monotonous, with almost no variation, failing to demonstrate vocabulary
diversity.

Table 12: Rubrics for evaluating the lexiacal diversity of the essays.
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Score Scoring Criteria

5 The essay has a well-organized structure, with clear paragraph divisions, each focused on a
single theme. There are clear topic sentences and concluding sentences, and transitions
between paragraphs are natural.

4 The structure is generally reasonable, with fairly clear paragraph divisions, though transitions
may be somewhat awkward and some paragraphs may lack clear topic sentences.

3 The structure is somewhat disorganized, with unclear paragraph divisions, a lack of topic
sentences, or weak logical flow.

2 The structure is unclear, with improper paragraph divisions and poor logical coherence.

1 The paragraph structure is chaotic, with most paragraphs lacking clear topic sentences and
disorganized content.

0 No paragraph structure, content is jumbled, and there is a complete lack of logical
connections.

Table 13: Rubrics for evaluating the organizational structure of the essays.

Score Scoring Criteria

5 Punctuation is used correctly throughout, adhering to standard rules with no errors.

4 Punctuation is mostly correct, with occasional minor errors that do not affect understanding.

3 Punctuation is generally correct, but there are some noticeable errors that slightly affect
understanding.

2 There are frequent punctuation errors, some of which affect understanding.

1 Punctuation errors are severe, significantly affecting comprehension.

0 Punctuation is completely incorrect or barely used, severely hindering understanding.

Table 14: Rubrics for evaluating the punctuation accuracy of the essays.
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Image Topic Frequency

The diagram below shows how rain water is collected and then
treated to be used as drinking water in an Australian town. Sum-
marise the information by selecting and reporting the main fea-
tures and make comparisons where relevant. You should write at
least 150 words.

23

The diagram gives information about the process of making
carbonated drinks. Summarise the information by selecting
and report in the main features, and make comparisons where
relevant. You should write at least 150 words.

23

The diagrams below show the existing ground floor plan of a
house and a proposed plan for some building work.Summarise
the information by selecting and reporting the main features and
make comparisons where relevant. You should write at least 150
words.

16

The diagram below shows how solar panels can be used to pro-
vide electricity for domestic use.Write a report for a university,
lecturer describing the information shown below. You should
write at least 150 words.

16

The graph shows Underground Station passenger numbers in
London.Summarise the information by selecting and reporting
the main features, and make comparisons where relevant. You
should write at least 150 words.

16

Table 15: The top five most frequent topics in the dataset with images, topics, and frequencies.
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Figure 12: GPT-4o-mini’s QWK values across traits for for text-only and multimodal settings.

Task Definition: Assume you are a professional English Educator. You need to score the {Trait}
in the student’s essay. Based on the essay topic and image prompt, as well as the student’s essay,
please assign a score (0-5) according to the criteria in the rubric. The output should be only the
score.

Rubrics: {Trait-specific corresponding rubrics}

Below is the reference content:
Image: "{image}"
Essay Topic: "{question}"
Student’s Essay: "{essay}"

Instruction: Please output only the number of the score (e.g. 5)

Figure 13: Prompt for trait-specific AES task.
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MLLMs Source URL

Yi-VL-6B local checkpoint https://huggingface.co/01-ai/
Yi-VL-6B

Qwen2-VL-7B local checkpoint https://huggingface.co/Qwen/
Qwen2-VL-7B

DeepSeek-VL-7B local checkpoint https://huggingface.
co/deepseek-ai/
deepseek-vl-7b-chat

InternVL2-8B local checkpoint https://huggingface.co/
OpenGVLab/InternVL2-8B

InternVL2.5-8B local checkpoint https://huggingface.co/
OpenGVLab/InternVL2_5-8B

MiniCPM-V 2.6-8B local checkpoint https://huggingface.co/
openbmb/MiniCPM-V-2_6

MiniCPM-Llama3-V 2.5-8B local checkpoint https://huggingface.co/
openbmb/MiniCPM-Llama3-V-2_5

LLaMA-3.2-Vision-Instruct-
11B

local checkpoint https://huggingface.
co/meta-llama/Llama-3.
2-11B-Vision-Instruct

Qwen-Max qwen-vl-max-0809 https://modelscope.cn/studios/
qwen/Qwen-VL-Max

Step-1V step-1v-32k https://platform.stepfun.com/
docs/llm/vision

Gemini 1.5 Pro gemini-1.5-pro-latest https://deepmind.google/
technologies/gemini/pro/

Gemini 1.5 Flash gemini-1.5-flash-latest https://ai.google.dev/
gemini-api/docs/models/gemini#
gemini-1.5-flash

Claude 3.5 Haiku claude-3.5-haiku-20241022 https://www.anthropic.com/
claude/haiku

Claude 3.5 Sonnet claude-3.5-sonnet-20241022 https://www.anthropic.com/
claude/sonnet

GPT-4o-mini gpt-4o-mini-2024-07-18 https://platform.openai.com/
docs/models/gpt-4o-mini

GPT-4o gpt-4o-2024-08-06 https://platform.openai.com/
docs/models/gpt-4o

Table 16: Sources of our evaluated MLLMs.
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Figure 14: The relation between essay type and Claude-3.5-Sonnet’s QWK.

Figure 15: The relation between essay type and GPT-4o-mini’s QWK.
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Figure 16: The relation between essay type and InternVL2’s QWK.

Figure 17: The relation between essay type and MiniCPM-LLaMA3-V2.5’s QWK.
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Figure 18: The relation between essay type and InternVL2.5’s QWK.
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Figure 19: GPT-4o-mini’s QWK values across traits for single-image and multi-image settings.

Figure 20: Claude 3.5 Haiku’s QWK values across traits for single-image and multi-image settings.

Figure 21: Claude 3.5 Sonnet’s QWK values across traits for single-image and multi-image settings.

Figure 22: Gemini 1.5 Pro’s QWK values across traits for single-image and multi-image settings.

Figure 23: Gemini 1.5 Flash’s QWK values across traits for single-image and multi-image settings.

Figure 24: Qwen-Max’s QWK values across traits for single-image and multi-image settings.

Figure 25: Step-1V’s QWK values across traits for single-image and multi-image settings.
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Figure 26: The example one of multi-granular evaluation for the essay.

Figure 27: The example two of multi-granular evaluation for the essay.

Figure 28: The example three of multi-granular evaluation for the essay.
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