
WaterPark: A Robustness Assessment of Language Model Watermarking

Anonymous ACL submission

Abstract001

Various watermarking methods (“watermark-002
ers”) have been proposed to identify LLM-003
generated texts; yet, due to the lack of uni-004
fied evaluation platforms, many critical ques-005
tions remain under-explored: i) What are the006
strengths/limitations of various watermarkers,007
especially their attack robustness? ii) How do008
various design choices impact their robustness?009
iii) How to optimally operate watermarkers in010
adversarial environments? To fill this gap, we011
systematize existing LLM watermarkers and012
watermark removal attacks, mapping out their013
design spaces. We then develop WATERPARK,014
a unified platform that integrates 10 state-of-015
the-art watermarkers and 12 representative at-016
tacks. More importantly, by leveraging WA-017
TERPARK, we conduct a comprehensive assess-018
ment of existing watermarkers, unveiling the019
impact of various design choices on their at-020
tack robustness. We further explore the best021
practices to operate watermarkers in adversar-022
ial environments. We believe our study sheds023
light on current LLM watermarking techniques024
while WATERPARK serves as a valuable testbed025
to facilitate future research.1026

1 Introduction027

The recent advances in large language models028

(LLMs), including GPT (Openai) and Llama (Tou-029

vron et al., 2023), have significantly enhanced our030

capabilities of general-purpose text generation and031

complex problem-solving, but also raised concerns032

about misuse through disinformation (Izacard et al.,033

2022), phishing (Bender et al., 2021), and academic034

dishonesty (Compilatio). There is thus a press-035

ing need for the capability of identifying LLM-036

generated content.037

A simple approach is to train classifiers to038

distinguish between LLM- and human-generated039

texts (Lütkebohle). However, as LLMs improve,040

1All the source code and data are publicly available: http
s://anonymous.4open.science/r/WaterPark
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Figure 1: Illustration of LLM watermarking and water-
mark removal attacks.

this distinction becomes less clear. Watermarking 041

has emerged as an alternative solution, embedding 042

statistical signals (“watermarks”) during genera- 043

tion to verify LLM-produced texts. Various water- 044

marking methods (“watermarkers") have been de- 045

veloped (Aaronson and Kirchner; Liu et al., 2023a; 046

Liu et al., 2024; Kirchenbauer et al., 2023a; Hu 047

et al., 2024; Zhao et al., 2023; Kuditipudi et al., 048

2023), each with unique design choices and desir- 049

able properties, raising a set of intriguing questions: 050

RQ1 – What are the strengths and limitations of 051

various watermarkers, especially their robustness 052

against manipulations? 053

RQ2 – How do different design choices impact 054

the attack robustness of watermarkers? 055

RQ3 – What are the best practices for operating 056

watermarkers in adversarial environments? 057

Despite recent efforts to benchmark LLM wa- 058

termarkers, existing research is limited in address- 059

ing these questions. WaterBench (Tu et al., 2023) 060

primarily focuses on watermarking effectiveness; 061

MarkMyWords (Piet et al., 2023) mainly evaluates 062

the robustness of a specific watermarker (Kirchen- 063

bauer et al., 2023a); MarkLLM (Pan et al., 2024) 064

focuses on providing a platform to compare wa- 065

termark detectability, basic robustness, and text 066

quality. Zhao et al. (2024) provides a comprehen- 067

sive overview of watermarking techniques. More- 068

over, these studies lack an in-depth analysis of how 069

a watermarker’s design choices impact its robust- 070

ness. Consequently, the aforementioned questions 071

remain largely unexplored. 072
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Previous Conclusion Refined Conclusion Explanation Consistency

UG (Zhao et al., 2023) is not robust
due to its context-free design (Piet
et al., 2023).

UG shows higher resilience than other
watermarkers to paraphrasing attacks.

UG’s context-free design ensures
consistency between detection and
generation, avoiding issues in text-
dependent designs.

#

UPV (Liu et al., 2023a) has a fairly
low false positive rate.

UPV is more prone to false positive
cases compared to TGRL.

While model-based detection incurs
higher uncertainty compared to
score-based detection, it fails to
offer higher flexibility in countering
paraphrasing attacks.

G#

UPV shows strong robustness to
rewriting and outperforms TGRL
under paraphrasing attacks.

Both UPV and TGRL struggle against
GPT-based paraphrasing attacks. G#

RDF (Kuditipudi et al., 2023) signif-
icantly outperforms TGRL against
substitution attacks.

RDF shows strong robustness against
synonym substitution and other lexical
editing attacks.

RDF’s distribution-transform strat-
egy is more robust than the
distribution-shift strategy against
lexical editing.

 

RDF’s (Kuditipudi et al., 2023) edit
score-based detection is insensitive
to local misalignment caused by to-
ken insertion (Piet et al., 2023).

RDF (edit score) shows higher resilience
against lexical editing attacks compared
to GO (Aaronson and Kirchner) (plain
score) when token length is fixed. How-
ever, this advantage diminishes as token
length varies.

The edit score-based detection is ro-
bust to lexical editing but sensitive
to varying token length.

G#

SIR (Liu et al., 2024) shows strong
resilience against paraphrasing at-
tacks.

SIR’s effectiveness decreases as the
intensity of paraphrasing attacks in-
creases.

SIR’s distribution-reweight strategy
introduces higher uncertainty, mak-
ing it sensitive to the intensity of
paraphrasing attacks.

G#

UB (Hu et al., 2024) is more robust
than TGRL to substitution attacks.

UB and TGRL are comparably robust to
synonym substitution attacks; yet, UB is
more vulnerable to paraphrasing attacks.

The distribution-reweight strategy is
not superior to the distribution-shift
strategy.

#

Table 1: Conclusions in prior work and WATERPARK (# – inconsistent; G# – partially inconsistent;  – consistent).

To bridge this gap, this work conducts a system-073

atic study of state-of-the-art LLM watermarkers,074

focusing on their attack robustness. We aim to un-075

derstand how various design choices affect attack076

resilience and identify best practices for operating077

watermarkers in adversarial environments.078

We develop WATERPARK, the first open-source079

platform dedicated to evaluating the attack robust-080

ness of LLM watermarkers in a unified and compre-081

hensive manner. As of 12/15/2024, WATERPARK082

integrates 10 state-of-the-art watermarkers, 12 rep-083

resentative watermark removal attacks, and 8 key084

metrics. Moreover, WATERPARK offers a com-085

prehensive suite of tools for in-depth robustness086

assessment, including next-token distribution com-087

parisons, attack combination analyses, and what-if088

scenario evaluations. Leveraging WATERPARK, we089

empirically evaluate the attack resilience of repre-090

sentative LLM watermarkers, leading to many in-091

teresting findings, which challenge the conclusions092

in prior work, as summarized in Table 1. We also093

explore how a watermarker’s design choices impact094

its attack robustness, unveiling critical trade-offs095

between different types of robustness.096

2 LLM Watermarking097

A large language model (LLM) is typically an auto-098

regressive model that generates the next token xt099

based on previous tokens x<t ≜ x1, . . . , xt−1 (in-100

cluding its prompt), modeled as sampling from a 101

conditional distribution p(xt∣x<t). 102

Conceptually, a watermark is a pattern embed- 103

ded in a given signal (e.g., text) for identifying 104

the signal’s source. In the context of LLMs, wa- 105

termarks can be used to prove that a given text 106

is LLM-generated (or even generated by specific 107

LLMs). An LLM watermarking method (“water- 108

marker”) comprises three components: the LLM, 109

watermarking procedure (generator), and detection 110

procedure (detector), as shown in Figure 1. 111

Typically, the generator produces watermarked 112

texts iteratively. At each iteration, with access to 113

a secret key k, the previous tokens x<t, and the 114

LLM’s next-token distribution p(xt∣x<t), the gen- 115

erator generates a perturbed distribution p̃(xt∣x<t), 116

from which the next token xt is sampled. Mean- 117

while, with access to a secret key k′, the detector 118

determines whetherM generates a given text. Note 119

that in symmetric schemes, k = k′, while in asym- 120

metric schemes (Fairoze et al., 2023), k ≠ k′. This 121

study mainly focuses on symmetric watermarking 122

schemes due to their widespread adoption. 123

The current watermarkers can be categorized 124

based on the information carried by the watermarks 125

(e.g., one-bit versus multi-bit) and their key design 126

choices, including context dependency, generation 127

strategy, and detection method. The key design 128

factors of each category are deferred to §B . 129
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3 Platform130

3.1 Threat Model131

One critical property of LLM watermarkers is their132

robustness against potential attacks. We assume133

a threat model similar to prior work (Piet et al.,134

2023; Zhao et al., 2023; Sankar Sadasivan et al.,135

2023; Kirchenbauer et al., 2023b), as shown in136

Figure 1. We assume the adversary has access to137

sample watermarked and non-watermarked texts,138

but cannot reproduce the watermarking procedure139

or interact with the detection procedure. The adver-140

sary modifies the watermarked text T̃ as the altered141

text T ′ such that the following objectives are met:142

effectiveness – T ′ evades the watermark detector143

(i.e., detected as non-watermarked) and quality –144

T ′ preserves T̃ ’s original semantics.145

3.2 Metrics146

Effectiveness. At a high level, WATERPARK evalu-147

ates the watermark detector’s accuracy in detecting148

watermarked texts mainly using two metrics: true149

positive rate (TPR) and false positive rate (FPR).150

TPR measures the fraction of watermarked texts151

detected as watermarked, while FPR measures the152

fraction of non-watermarked samples wrongly de-153

tected as watermarked. Formally, let S+ and S′+ re-154

spectively be the sets of ground-truth and detected155

watermarked texts (S− and S′− correspondingly).156

TPR = ∣S+ ∩ S
′+∣

∣S+∣
FPR = ∣S− ∩ S

′+∣
∣S−∣

(1)157

In WATERPARK, we plot the receiver operating158

characteristic (ROC) curve that measures TPR159

against FPR across varying settings of detection160

thresholds. In particular, the area under the ROC161

curve (AUC) evaluates the overall effectiveness of162

each watermarker. Moreover, to compare two wa-163

termarkers under specific settings, we may also164

measure their TPRs under a fixed FPR (e.g., 1%).165

Fidelity. To evaluate the impact of watermarking166

on text quality, WATERPARK employs the follow-167

ing metrics to measure the difference between the168

original text T and the watermarked text T̃ . We169

employ WER (word error rate), BLEU (Papineni170

et al., 2002), BERTScore (Zhang et al., 2020) and171

P-SP (Wieting et al., 2022) as metrics to assess fi-172

delity. Detailed descriptions of these metrics can be173

found in §C. Note that these metrics are also used174

to measure the impact of watermark removal at-175

tacks on the quality of the modified text T̃ ′, relative176

to the watermarked text T̃ .177

Attack Category Resource
Lowercasing

Linguistic variation
/

Contracting /
Expanding /

Misspelling

Lexical editing

Common misspellings
Typoing /

Synonymizing WordNet
Swapping /

Copy-pasting Text-mixing Non-watermarked text
Deep-paraphrasing

Paraphrasing
LLM-based paraphraser

Translating LLM-based translator
Black-box adversarial attack Generic detector

Table 2: A taxonomy of watermark removal attacks.

Robustness. To evaluate a watermarker’s at- 178

tack resilience, WATERPARK measures the attack’s 179

impact on the watermarking effectiveness. Specif- 180

ically, let T̃ and T̃ ′ respectively denote the water- 181

marked text before and after the attack. WATER- 182

PARK compares the detector’s TPR, FPR, and AUC 183

with respect to T̃ and T̃ ′. Intuitively, a smaller 184

difference indicates that the watermarker is less 185

attack-sensitive. 186

4 Evaluation 187

We leverage WATERPARK to empirically assess 188

representative LLM watermarkers, focusing on 189

their attack robustness and other related criteria. 190

4.1 Experimental Setting 191

Our evaluation considers all the watermarkers in 192

Table 6 and attacks in Table 2. We employ two 193

LLMs OPT-1.3B and Llama2-7B-chat-hf to repre- 194

sent small and large models respectively. We use 195

two datasets C4 and HC3 to simulate diverse tasks 196

such as question-answering and text completion. 197

We implement and configure all watermarkers 198

and attacks in accordance with their official docu- 199

mentation. Table 5 summarizes the default param- 200

eter settings. To validate our implementation, we 201

assess their effectiveness and fidelity, as reported 202

in §E and §F, corroborating results from existing 203

literature. A detailed description of each attack can 204

be found in §D. We measure the TPRs of different 205

watermarkers against each attack (with their FPRs 206

fixed as 1%). 207

4.2 Robustness – Observational Study 208

We systematically assess the resilience of existing 209

LLM watermarkers against representative water- 210

mark removal attacks. All the results are shown in 211

Table 3. 212
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Water
marker CLEAN

Linguistic variation Lexical editing Text-mixing Paraphrasing

Contra Expan LowCase Swap Typo Syno Missp CP1-10 CP3-10 CP1-25 CP3-25 DP-20 DP-40 Trans

TGRL 0.992 0.994 0.994 0.984 0.874 0.788 0.996 0.992 0.034 0.176 0.126 0.836 0.952 0.858 0.652
UG 0.964 0.963 0.965 0.879 0.956 0.884 0.965 0.956 0.131 0.219 0.192 0.534 0.940 0.916 0.658
UPV 0.776 0.772 0.814 0.685 0.667 0.355 0.764 0.695 0.050 0.073 0.242 0.450 0.296 0.057 0.006
RDF 0.996 0.993 0.993 0.983 0.951 0.961 0.990 0.993 0.094 0.396 0.430 0.974 0.988 0.962 0.154
UB 1.000 1.000 1.000 0.946 0.030 0.088 0.992 0.996 0.002 0.009 0.048 0.410 0.461 0.149 0.306
SIR 0.954 0.954 0.954 0.886 0.932 0.566 0.936 0.904 0.138 0.210 0.178 0.466 0.902 0.814 0.818
GO 0.998 0.998 0.998 0.988 0.920 0.852 0.996 1.000 0.181 0.589 0.620 0.992 0.971 0.847 0.928

Table 3: Attack resilience of LLM watermarkers. The intensity of red shading indicates higher values, while the
intensity of blue shading indicates lower values, with 0.5 serving as the threshold between the two color gradients.

4.2.1 Linguistic Variation Attack213

This attack perturbs the linguistic features of the214

watermarked text, without changing its semantics.215

i) Overall, most watermarkers show strong re-216

silience against linguistic variation attacks. For217

instance, TGRL reaches close to 100% TPRs under218

all three attacks. ii) UPV is the only watermarker219

marginally susceptible to such attacks. This can be220

explained by the fact that its neural network-based221

detector primarily depends on implicit textual fea-222

tures, which appear to be sensitive to changes in223

linguistic characteristics.224

4.2.2 Lexical Editing Attack225

This attack modifies individual words while main-226

taining the watermarked text’s semantics.227

i) TRGL, UB, SIR and GO tend to be more vul-228

nerable to lexical editing attacks, compared with229

RDF and UG watermarkers. Intuitively, as text-230

dependent watermarkers (e.g., TRGL, UB, and GO)231

use previous tokens as the context for the next to-232

ken in both the watermark generator and detector,233

the lexical editing thus causes a mismatch between234

the generator and detector. ii) UB exhibits much235

higher vulnerability to such attacks, compared with236

the others. For example, its TPR drops near zero237

under the typoing and swapping attacks. This may238

be explained as follows. Recall that, to achieve un-239

biasedness, UB applies “hard” perturbation on the240

next-token distribution (e.g., by rejecting half of241

the vocabulary); thus the disruption to the previous242

tokens tends to cause a more significant mismatch243

between the generator and detector, compared with244

other watermarkers that employ “soft” perturba-245

tion (e.g., distribution shift and transform). iii)246

The SIR shows notably inferior performance, espe-247

cially when subjected to typoing attacks. While it248

employs a neural network to predict token-specific249

logit perturbations that are designed to be unbi-250

ased (no preference for particular tokens) and bal-251

anced (with perturbations summing to zero), its 252

results are suboptimal, suggesting that it is funda- 253

mentally challenging to make accurate predictions 254

under such perturbations. iv) The typoing attack 255

is particularly effective, as it may cause significant 256

tokenization errors. 257

4.2.3 Text-Mixing Attack 258

This class of attacks “dilutes” the watermark 259

by mixing the watermarked text with non- 260

watermarked text fragments. Here, to evaluate 261

the resilience of different watermarkers against 262

text-mixing attacks, we use the copy-pasting at- 263

tack (Kirchenbauer et al., 2023b) as the concrete 264

attack, which embeds the watermarked text into 265

the context of non-watermarked, human-written 266

text (generated under the same prompt). We use 267

CP-n-m to denote the attack in which the modi- 268

fied text T ′ consists of n segments of watermarked 269

texts, each of length m% of ∣T ′∣, and the rest as 270

non-watermarked text. 271

i) Overall, most watermarkers experience sig- 272

nificant TPR drops, especially under CP-1-10 that 273

only preserves 10% of the watermarked text. ii) 274

Among all the watermarkers, GO and RDF show 275

significantly higher attack resilience. This can be 276

attributed to their sampling strategy: both employ 277

distribution transform, which generates the next 278

token deterministically conditional on a given ran- 279

dom permutation. Thus, GO and RDF tend to 280

have stronger per-token signals than the other wa- 281

termarkers that sample the next token from a given 282

pool (e.g., green list). This observation is consis- 283

tent with that in §E.2. iii) Meanwhile, UB and 284

UPV are the most vulnerable to the copy-pasting 285

attack, with close to zero TPRs under CP-1-10 and 286

CP-1-25. This can be explained as follows. The 287

model-assisted detector of UPV determines the 288

given text as watermarked based on its aggregated 289

features (rather than per-token statistics), while the 290
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injected non-watermarked segments may greatly291

disrupt such features. Meanwhile, UB applies hard292

perturbation on the next-token distribution (e.g.,293

by rejecting half of the vocabulary); thus the dis-294

ruption to the previous tokens causes a significant295

mismatch between the generator and detector.296

4.2.4 Paraphrasing Attack297

This class of attacks employs an additional LLM298

(i.e., paraphraser) to re-write the given water-299

marked text T̃ (while preserving its semantics) to300

evade the detector. Here, we consider Dipper (Kr-301

ishna et al., 2023) as the paraphraser that rewrites302

T̃ in one shot. Further, we also consider the trans-303

lating attack uses a translator model Seamless-m4t-304

v2-large (Communication et al., 2023) that first305

translates T̃ to French and then translates it back.306

i) UPV and UB exhibit higher vulnerability to307

the Dipper attack, compared to other watermark-308

ers. UPV’s TPR drops to around zero under DP-40,309

which aligns with our analysis in §4.2.3: the para-310

phrased text segments may greatly disrupt the ag-311

gregated textual features for UPV’s model-assisted312

detector, while the disruption to the previous to-313

kens may cause a substantial mismatch between314

UB’s generator and detector, due to its rigid pertur-315

bation to the next-token distribution (e.g., rejecting316

half of the vocabulary). ii) In contrast, RDF and317

UG are especially robust against the Dipper attack.318

This can be attributed to their index-dependent and319

context-free designs, which are less sensitive to320

the change of previous tokens than text-dependent321

watermarkers (e.g., TGRL, SIR, and GO). iii) Inter-322

estingly, RDF is more vulnerable to the translating323

attack than the Dipper attack. This susceptibility324

arises from RDF’s detection mechanism, which is325

highly sensitive to text length variations, a weak-326

ness readily exploited by the translating attack’s327

tendency to produce shorter output text.328

4.2.5 Fidelity Preservation329

Recall that besides their attack effectiveness, an-330

other key metric for watermark removal attacks is331

whether they can preserve the quality of original332

texts. We thus compare the semantics of water-333

marked text T̃ and modified text T ′ using the met-334

rics in §3.2. Figure 2 illustrates the quality preserva-335

tion of different attacks on GO, with similar results336

on other watermarkers, with more results in §G.3.337

Observe that most attacks preserve the semantics338

of the watermarked text T̃ in the modified text T̃ ′,339

as measured by BERTScore and P-SP scores. In340
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Figure 2: Quality preservation of different attacks.

comparison, the copy-pasting (CP) attack causes 341

more significant text-quality degradation than other 342

attacks, in that it may disrupt the orders of water- 343

marked and non-watermarked segments and insert 344

duplicate segments. Also, note that most attacks 345

emphasize the semantic similarity between T̃ and 346

T̃ ′ rather than their lexical similarity (as measured 347

by WER and BLEU scores). 348

4.3 Robustness – Causal Analysis 349

In addition to the observational studies, we further 350

consider conducting causal analysis to understand 351

the impact of individual design choices (e.g., sam- 352

plers). However, this is challenging in our con- 353

text because the various components of a water- 354

marker are often highly interconnected and difficult 355

to decouple. For example, the distribution-reweight 356

strategy and the difference-based detection of UB 357

are closely linked and cannot be easily replaced 358

by other designs. To address this challenge, we se- 359

lect two watermarkers with their only difference in 360

the design of one specific component (e.g., context 361

dependency). The results are shown in Figure 3. 362

a) Context Dependency b) Generation Strategy c) Detection Method

Figure 3: Watermarker robustness to multi-attacks.
a) Context dependency: TGRL (text-dependent) and
UG (context-free); b) Generation strategy: TGRL
(distribution-shift) and GO (distribution-transform); c)
Detection method: UPV (Model-based) and UPV-key
(Score-based).

4.3.1 Context Dependency 363

We select TGRL and UG to represent text- 364

dependent and context-free designs respectively. 365

TGRL uses the previous k tokens as a random- 366

ness seed to divide the vocabulary into red/green 367

lists for the current token, whereas UG uses fixed 368

red/green lists in generating all the tokens. In gen- 369
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eral, UG performs similarly to TGRL. However,370

when subjected to the Dipper attack at varying in-371

tensity levels, UG consistently outperforms TGRL.372

For instance, as we increase the attack intensity (e.g.373

DP-60-20, DP-60-40), which involves rearranging374

the text, UG maintains a relatively stable TPR with375

only minor reductions. In contrast, TGRL’s TPR376

significantly drops, particularly at DP-60-20. Re-377

call that the Dipper attack extensively paraphrases378

and reorders the text, leading to substantial changes379

in consecutive tokens. Due to its text-dependent380

design, TGRL struggles to maintain consistency in381

random seeds between detection and generation. In382

contrast, UG’s context-free design avoids this is-383

sue. This aligns with the results in UG (Zhao et al.,384

2023), showing that when subjected to paraphras-385

ing attacks, UG consistently outperforms TGRL.386

4.3.2 Generation Strategy387

TGRL and GO are both context-dependent water-388

markers. As it relies on distribution shift genera-389

tion, TGRL tends to be less robust against copy-390

paste attacks. In contrast, although copy-paste at-391

tacks can significantly disrupt detection and dilute392

the watermark by inserting large amounts of text,393

due to its distribution transform design, GO can394

better maintain the watermark’s concentration. As395

a result, GO achieves a higher detection rate of396

watermarked text after such attacks.397

4.3.3 Detection Method398

UPV employs model-based detection to detect wa-399

termarks. Alternatively, it can also use score-based400

detection similar to TGRL. The original paper401

claims that model-based detection is more resistant402

to paraphrasing attacks than score-based detection.403

However, our results indicate that this advantage404

is not significant. Furthermore, score-based UPV405

demonstrates stronger robustness against weaker406

attacks (e.g., misspelling and swapping attacks).407

Using model-based detection introduces higher un-408

certainty compared to score-based detection and409

does not provide watermarkers with greater flexi-410

bility in resisting paraphrasing attacks.411

Both RDF and GO utilize distribution-transform412

generation and rely on score-based detection, with413

RDF specifically employing edit score. RDF shows414

marginally higher robustness against lexical editing415

attacks with fixed token length compared to GO.416

However, it exhibits lower resilience against high-417

intensity text-mixing attacks (e.g., CP-3-10), where418

token length varies considerably.419

5 Discussion 420

Next, we examine the current practices of operat- 421

ing watermarkers in adversarial environments and 422

explore potential improvements. 423

5.1 Specific vs. Generic Detector 424

Figure 4: Detection of watermarked texts by
watermarker-specific and generic detectors (‘1’ or ‘0’
indicate that the detector detects the given watermarked
text as watermarked or non-watermarked).

For each watermarker, we mainly use its spe- 425

cific detector to detect watermarked texts. Here, 426

we explore a generic, neural network-based detec- 427

tor as an alternative. To this end, we employ a 428

pre-trained RoBERTa model and fine-tune it as 429

a binary classifier using watermarked and non- 430

watermarked texts. We use OPT-1.3B as the under- 431

lying LLM and C4 as the reference dataset. The 432

watermarked text is generated by the LLM and the 433

watermarker jointly, whereas the non-watermarked 434

text is produced by ChatGPT-3.5-Turbo using the 435

same prompt to mimic human response. Table 4 436

shows the TPRs of watermarkers with generic de- 437

tectors (with FPRs fixed as 1%). 438

Watermarker TGRL RDF UB UG UPV SIR GO
TPR 0.985 0.981 0.989 0.999 0.997 0.996 0.970

Table 4: TPRs of watermarkers with generic detectors
(with FPRs fixed as 1%).

We compare the attack resilience of watermarker- 439

specific and generic detectors. For each water- 440

marker, we apply the Dipper-40 attack and examine 441

whether two detectors can effectively detect water- 442

marked texts after the paraphrasing attack. Figure 4 443

depicts the confusion matrices of both detectors. 444

We have the following findings. i) The specific 445

and generic detectors jointly achieve a high detec- 446

tion rate. Across all the watermarkers, the chance 447

that both detectors fail to detect the watermarked 448

texts (0-0) is below 0.07. ii) For RDF, the generic 449

detector seems less effective than the specific de- 450

tector, while for UB and UPV, the generic detector 451

outperforms the specific detector by a large margin. 452
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Recall that UB and UPV are highly sensitive to453

the Dipper attack (see §4.2.4. Thus, employing a454

generic detector alongside a watermarker-specific455

detector can be an effective strategy for enhancing456

the security of vulnerable watermarkers. However,457

note that given the availability of generic detectors,458

it is also feasible for the adversary to leverage such459

detectors as an attack checker to adapt their attacks,460

which we will discuss in §5.2.3.461

5.2 Advanced Attack462

In addition to the previous simple attacks, we inves-463

tigate the effectiveness of more advanced attacks.464

5.2.1 Varying Attack Intensity465

DP-20

DP-40DP-40-20

DP-60

DP-60-20 DP-60-40

DP-20

0.5
0.9

TGRL

UG

UPV

RDF

UB

GO

SIR

Figure 5: Resilience of watermarkers against increas-
ingly intensive Dipper attacks.

One straightforward way to improve an attack’s466

effectiveness is to increase its intensity, potentially467

at the cost of other metrics (e.g., text quality). Here,468

we consider the Dipper attack (Krishna et al., 2023)469

under varying intensity settings, denoted as DP-l-o,470

where lexical change (l) indicates that l% of the471

given text is paraphrased and order change (o) indi-472

cates that o% of the text is re-ordered. We compare473

the watermarkers’ resilience under varying attack474

intensity, as shown in Figure 5.475

i) As expected, most watermarkers observe TPR476

drops as the attack intensity increases. ii) Among477

these, UG demonstrates the most consistent re-478

silience under varying attack intensity. This can be479

attributed to its context-free design: the same per-480

turbation is applied to the next-token distribution481

across all the tokens, which is thus immune to the482

change of previous tokens. iii) Compared with text-483

dependent watermarkers (e.g., TGRL and GO), an484

index-dependent watermarker (e.g., RDF) shows485

stronger resilience, especially under high attack486

intensity (e.g., DP-60-20), due to its weaker depen-487

dency on previous tokens. iv) UPV’s performance488

is inconsistent; it struggles with low-intensity at-489

tacks (e.g., DP-20) but shows resilience to high-490

strength ones (e.g., DP-60). This inconsistency can491

be attributed to UPV’s model-assisted detector and492

the inherent instability of its neural network, as493

confirmed by repeated experiments.494

Contra

LowCaseMissp

Typo

Swap Syno

Contra

0.5
0.9

Contra+LowCase

Contra+Typo

Contra+Swap
Swap+LowCase

Swap+Missp

Swap+Typo

Syno+LowCase
Syno+Typo

Syno+Swap

Contra+LowCase

0.5
0.9

TGRL

UG

UPV

RDF

UB

GO

SIR

Figure 6: Resilience of watermarkers against individual
(left) and combined (right) attacks.

5.2.2 Combining Simple Attacks 495

We first explore whether combining two attacks im- 496

proves the attack’s effectiveness. Here, considering 497

the most feasible combinations, we only combine 498

two simple attacks from the “weak” linguistic vari- 499

ation and lexical editing attacks. Figure 6 illustrates 500

the effectiveness of such combined attacks. 501

We have a set of interesting observations. i) 502

UPV and SIR, which demonstrate resilience against 503

all simple attacks, are highly vulnerable to all the 504

combined attacks. For instance, the TPR of SIR 505

drastically drops to below 0.3 under the contract- 506

ing+typoing attack. ii) UB, which is vulnerable to 507

the typoing and swapping attacks, is consequently 508

vulnerable to all the combined attacks that involve 509

typoing or swapping. iii) TGRL and GO, which 510

are robust against all the simple attacks (including 511

typoing and swapping), show significant vulnera- 512

bility to the typoing+swapping attack. This can be 513

explained by that as typoing and swapping respec- 514

tively disrupt the tokenization and token-indexing, 515

their combination may substantially amplify such 516

effects. iv) RDF and UG are especially robust 517

against the combined attacks. This can be attributed 518

to their “weaker” context dependencies, which is 519

consistent with the findings in §4.2.4. 520

5.2.3 Adaptive Attack 521
watermarked 

text

A

Adversary

modified 
text

A

Generic 
Detector

Watermark-Specific 
Detectorchecking

perturbation

Figure 7: Attacks leveraging surrogate detectors.

Given the availability of generic detectors, it is 522

possible for the adversary to exploit such detec- 523

tors to adapt their attacks. We consider a scenario 524

as shown in Figure 7: the adversary performs a 525

gradient-based attack (Guo et al., 2021) that itera- 526
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tively modifies the watermarked text to evade the527

generic detector, and then forwards the modified528

text to the target, watermark-specific detector.529

Figure 8: Watermark detection by watermarker-specific
and generic detectors on gradient-based attacked sam-
ples (‘1’ or ‘0’ indicate that the detector detects the given
watermarked text as watermarked or non-watermarked).

We evaluate this attack’s effectiveness using 500530

watermarked texts from the C4 dataset. We use531

GBDA (Guo et al., 2021) as the adversarial at-532

tack and limit the steps of perturbations to 100.533

Compared to Dipper, GBDA makes more substan-534

tial textual modifications. The results are summa-535

rized in Figure 8. i) Leveraging the surrogate de-536

tector significantly improves the attack effective-537

ness: with the BERTScore and BLEU-1 between538

T̃ and T̃ ′ is about 0.764 and 0.188, respectively,539

slightly lower than the Dipper attack, the detection540

rates of most watermarkers drop below 10%. ii)541

Although some samples do not evade the generic542

detector, they evade the specific detector success-543

fully (e.g., TGRL, UG, and UB). iii) UG and RDF544

exhibit greater robustness than the other watermark-545

ers. Specifically, for RDF, 42% of the samples546

evade the generic detector but are still detected by547

the RDF-specific detector. This superior robustness548

is likely due to their weaker context dependencies.549
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Figure 9: Effectiveness of paraphrasing attacks with
ChatGPT-3.5-Turbo as the paraphraser.

5.2.4 Leveraging Expert LLMs550

We explore the question of “What if the adversary551

has access to highly capable LLMs?” Specifically,552

we implement another paraphrasing attack that em-553

ploys ChatGPT-3.5-Turbo as the paraphraser. For554

each watermarker, we randomly sample 100 wa- 555

termarked texts that are successfully detected, and 556

query the ChatGPT API with the prompt: “Para- 557

phrase the following text and keep the length simi- 558

lar to the original text\n [the watermarked text]”, 559

and then forward the paraphrased text to the de- 560

tector. To further evaluate the impact of the para- 561

phrasing strength, we also measure the attack ef- 562

fectiveness under multiple rounds of paraphrasing 563

as suggested in (Zhang et al., 2023). Notably, the 564

attack described in (Zhang et al., 2023) employs 565

the T5 model to paraphrase the entire text up to 300 566

times. In contrast, our study limits paraphrasing to 567

a maximum of 5 iterations. The difference between 568

these threat models is due to the distinct objectives 569

of the two studies: while (Zhang et al., 2023) aims 570

to understand the lower bound of watermark robust- 571

ness, we focus on evaluating watermark robustness 572

against practical, resource-limited adversaries. The 573

results are summarized in Figure 9. 574

We have the following findings. i) The detection 575

rates of all the watermarkers drop below 0.3 after 576

one round of GPT paraphrasing, indicating that 577

using highly capable LLMs to paraphrase water- 578

marked texts is a dominant attack that effectively 579

nullifies most watermarkers. However, as specified 580

in our threat model (§3.1), access to highly capable 581

LLMs may fall outside the scope of our robustness 582

assessment, as their availability negates the need 583

for watermark removal attacks. ii) For watermark- 584

ers that survive the first round of paraphrasing (e.g., 585

UG and GO), their detection rates quickly drop be- 586

low 0.15 as the adversary applies multiple rounds 587

of paraphrasing. This observation corroborates the 588

findings in (Zhang et al., 2023). 589

6 Conclusion 590

In this paper, we systematize the existing LLM 591

watermarkers and watermark removal attacks, map- 592

ping out the design space for various watermarking 593

and attacking techniques. We then design and im- 594

plement WATERPARK, the first open-source plat- 595

form devoted to assessing the attack robustness of 596

LLM watermarkers in a unified and comprehensive 597

manner. Leveraging WATERPARK, we conduct a 598

systematic evaluation of the robustness of exist- 599

ing watermarkers, addressing unresolved questions, 600

revealing design trade-offs, and identifying oppor- 601

tunities for further improvement. Our findings shed 602

light on the current LLM watermarking techniques, 603

while WATERPARK serves as a valuable benchmark 604

aiding future research. 605
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Limitations606

We now examine the limitations of our study and607

identify promising directions for future research.608

Watermarkers. This study primarily focuses on609

training-free, pre-generation watermarking, which610

is applicable to any given LLM and offers flexible611

control over multiple criteria (e.g., quality, effec-612

tiveness, and robustness). While we have included613

peer-reviewed watermarking methods to the best614

of our ability, many methods, such as training-time615

watermarking and post-generation watermarking,616

are not covered in this paper.617

Threat Model. Notably, our evaluation is based618

on the following assumptions about adversary ca-619

pabilities: i) the adversary can modify the water-620

marked text in a computationally efficient manner621

(e.g., synonym substitution), ii) the adversary uses622

LLMs less capable than the target LLM, and/or iii)623

the adversary can train a detector using given wa-624

termarked and non-watermarked texts. We argue625

that these assumptions are realistic and practical.626

Otherwise, using more capable LLMs could eas-627

ily generate high-quality, non-watermarked texts to628

evade detection, while launching computationally629

expensive attacks would significantly increase the630

adversary’s cost. Future research directions include631

exploring alternative threat models to expand the632

scope of our analysis.633

Causal Analysis of Design Choices. While our634

watermarker taxonomy provides a clear classifica-635

tion framework, we focus on analyzing the holistic636

design choices of each watermarked (rather than637

individual design modules) to elucidate the under-638

lying factors driving our experimental observations.639

This limitation stems from the relatively small num-640

ber of watermarkers within each taxonomic cate-641

gory, precluding definitive conclusions about the642

vulnerability of specific taxonomic elements based643

on current experimental evidence.644

A more granular assessment of specific design645

choices would ideally involve comprehensive ab-646

lation studies, systematically modifying individual647

design elements and comparing their performance648

against baseline configurations. However, this ap-649

proach faces significant practical challenges due650

to the intricate inter-dependencies and tight cou-651

pling among watermarker components. To partially652

address this challenge, in §4.3, we strategically653

compare two watermarkers that differ only in the654

design of one specific component (e.g., context de-655

pendency), enabling the examination of the effects656

of specific design variations. We consider a more 657

systematic causal analysis as future research. 658

Parameter Tuning. Our comparative analysis 659

employs AUC curves based on default parameter 660

settings across watermarkers. For benchmarking 661

purposes, we evaluate True Positive Rate (TPR) 662

at a fixed False Positive Rate (FPR) of 1%, align- 663

ing with established practices in comparative stud- 664

ies. This standardized approach enables systematic 665

assessment of watermark detection effectiveness 666

while maintaining consistent false positive control. 667

While this approach provides a pragmatic frame- 668

work for comparative evaluation, it underscores the 669

importance of future research into comprehensive 670

parameter optimization. Such studies could reveal 671

the full performance potential of each method and 672

yield deeper insights into their relative strengths 673

and limitations. 674

Ethics Consideration 675

In this paper, we conduct a systematic study of 676

state-of-the-art LLM watermarkers, focusing on 677

their robustness against watermark removal attacks. 678

We aim to understand how various design choices 679

affect watermarkers’ resilience and identify best 680

practices for operating watermarkers in adversarial 681

environments. 682

Stakeholder Considerations. The primary 683

stakeholders affected by this research include users 684

and developers of LLM watermarkers, as well as 685

the broader community relying on these techniques. 686

By identifying the strengths/limitations of various 687

watermarkers, our work could influence the per- 688

ceived reliability and deployment of LLM water- 689

markers in critical applications. Conversely, ex- 690

posing these vulnerabilities allows for the improve- 691

ment of the current techniques, ultimately contribut- 692

ing to more secure and robust systems. 693

Potential Harms and Benefits. Exposing vul- 694

nerabilities in widely adopted security mechanisms 695

can yield contrasting outcomes. Initially, it may 696

erode trust in LLM watermarkers as reliable safe- 697

guards, potentially leading to their underuse and 698

leaving systems exposed to unchecked risks. How- 699

ever, by illuminating these weaknesses, our re- 700

search catalyzes the development of more robust 701

techniques and fosters a nuanced comprehension 702

of their constraints, ultimately fortifying the long- 703

term security ecosystem. 704

Future Research and Mitigation. Our study 705

has identified several potential countermeasures to 706
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address the vulnerabilities we uncovered. These707

recommendations are designed to steer future re-708

search and assist developers in bolstering the secu-709

rity of LLM watermarkers.710
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A Parameter Setting1022

Table 5 lists the default setting of the parameters1023

of each watermarker in our evaluation. Note that1024

γ and δ are the gamma and delta used in the water-1025

marker, and n denotes the window size.1026
Watermarker Parameter Setting

TGRL γ 0.25
δ 2.0

UG γ 0.5
δ 2.0

CTWL

δ 1.5
n 10

message code length 20
encode ratio 10.0

message strategy vanilla

UPV

γ 0.5
δ 2.0
n 3

bit number 16
layers 9

UB watermark type delta

SIR
δ 1.0
n 10

watermark type context
GO n 3

RDF number of random sequences 50
Table 5: Default parameter setting of watermarkers.

B Taxonomies1027

We present a taxonomy of LLM watermarkers, as1028

summarized in Table 6. The current watermarkers1029

can be categorized based on the information car-1030

ried by the watermarks (e.g., one-bit versus multi-1031

bit) and their key design choices, including con-1032

text dependency, generation strategy, and detection1033

method. Next, we mainly focus on the key design1034

factors.1035

B.1 Context Dependency1036

The watermarker applies a perturbation ∆t to1037

the LLM’s next-token distribution p(xt∣x<t) as1038

p̃(xt∣x<t) = p(xt∣x<t) +∆t, from which the next1039

token xt is generated. The perturbation ∆t often1040

depends on the given context. Three types of con-1041

text dependencies are typically used in the existing1042

watermarkers.1043

Index-dependent watermark. The water-1044

marker produces a pseudo-random number rt by1045

applying a keyed hash function1046

rt = fk(t), (2)1047

that only depends on the index t of the next to-1048

ken; rt is then used to generate the perturbation1049

∆t (Kuditipudi et al., 2023).1050

Text-dependent watermark. The watermarker1051

considers the previous tokens x<t as the context1052

window to generate ∆t (Kirchenbauer et al., 2023a; 1053

Aaronson and Kirchner; Hu et al., 2024). For in- 1054

stance, GO (Aaronson and Kirchner) computes the 1055

hash of the concatenation of previous w tokens as 1056

rt: 1057

rt = fk(xt−w∥ . . . ∥xt−1), (3) 1058

while TGRL (Kirchenbauer et al., 2023a) sug- 1059

gests using the min hash of the previous token: 1060

rt =min(fk(xt−w), . . . , fk(xt−1)) (4) 1061

Similarly, UB (Hu et al., 2024) concatenates the 1062

previous w tokens to generate the context code for 1063

reweighting the logits. UPV (Liu et al., 2023a) 1064

and SIR (Liu et al., 2024) use neural networks to 1065

generate ∆t based on the previous tokens. 1066

Context-free watermark. The watermarker ap- 1067

plies a universal perturbation ∆t across the next- 1068

token distributions of all the tokens without consid- 1069

ering their contexts (Zhao et al., 2023). 1070

B.2 Generation Strategy 1071

By applying the perturbation ∆t to the LLM’s next- 1072

token distribution p(xt∣x<t), the watermarker gen- 1073

erates the new distribution p̃(xt∣x<t) to sample the 1074

next token xt. The existing sampling strategies can 1075

be categorized as follows. 1076

Distribution shift. TGRL (Kirchenbauer et al., 1077

2023a) modifies p(xt∣x<t) by adding a shift δ to 1078

the logits of “green-list” tokens (the remaining 1079

as “red-list” tokens) as the modified distribution 1080

p̃(xt∣x<t). A token x is considered as green listed 1081

if πrt(x) < γd where πrt is a permutation seeded 1082

by rt, γ is a parameter to control the size of the 1083

green list, and d is the number of vocabulary size. 1084

Similarly, UG (Zhao et al., 2023) uses a fixed red- 1085

green split over the vocabulary, showing greater ro- 1086

bustness than TGRL against edit-distance-bounded 1087

attacks due to its “hard” split. UPV (Liu et al., 1088

2023a) selects the top-k tokens from p(xt∣x<t), ap- 1089

plies a neural network to predict the green-list to- 1090

kens from these tokens, and adds δ to the logits of 1091

green-list tokens. Unlike the other strategies, the 1092

distribution-shift strategy preserves the diversity 1093

of generated tokens; however, it can not be made 1094

indistinguishable, as p̃(xt∣x<t) and p(xt∣x<t) are 1095

inherently distinguishable. 1096

Distribution reweight. Similar to distribution 1097

shift, this strategy alters the next-token distribu- 1098

tion but uniquely perturbs the logit of each token. 1099

For instance, SIR (Liu et al., 2024) trains a neu- 1100

ral network to predict the perturbation to logit of 1101
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Water
marker

Infor
mation

Context Dependency Generation Strategy Detection Method
Index-dep. Text-dep. Context-free Dist.-shift Dist.-reweight Dist.-transform Score- Diff.- Model-based

TGRL

one-bit

Ë Ë Ë

UG Ë Ë Ë

UPV Ë Ë Ë

SIR Ë Ë Ë

RDF Ë Ë Ë

UB Ë Ë Ë

DIP Ë Ë Ë

GO Ë Ë Ë

CTWL
multi-bit

Ë Ë Ë

MPAC Ë Ë Ë

Table 6: A taxonomy of LLM watermarkers. References: TGRL (Kirchenbauer et al., 2023a), UG (Zhao et al.,
2023), UPV (Liu et al., 2023a), SIR (Liu et al., 2024), RDF (Kuditipudi et al., 2023), UB (Hu et al., 2024), DIP (Wu
et al., 2024), GO (Aaronson and Kirchner), CTWL (Wang et al., 2024), MPAC (Yoo et al., 2024).

each token, which is unbiased (no preference over1102

specific tokens) and balanced (with total pertur-1103

bation summing up to 0). UB (Hu et al., 2024)1104

advocates unbiased watermarking such that the ex-1105

pectation of the reweighted distribution agrees with1106

the original distribution. It proposes two reweight-1107

ing schemes: δ-reweighting uniformly samples a1108

token from p(xt∣x<t) and changes its probability1109

to 1; γ-reweighting shuffles all the tokens, rejects1110

the first half, and double the probabilities of the1111

remaining half. DIP (Wu et al., 2024) also uses1112

a distribution-reweight generation strategy similar1113

to UB but does not need to access the LM during1114

detection.1115

Distribution transform. Another line of water-1116

markers apply randomized transform on p(xt∣x<t)1117

to sample xt. For instance, RDF-EXP (Kuditipudi1118

et al., 2023) and GO (Aaronson and Kirchner) use1119

the Gumbel-max trick and apply the exponential1120

transform. Let p(xt∣x<t) = {pi}di=1 be the distribu-1121

tion over the next token xt. Then xt is sampled1122

as:1123

xt = argmax
i≤d

r
1/pi
i (5)1124

where ri is generated by the pseudo-random func-1125

tions in Eq. 2 and Eq. 3. Similarly, RDF-IST (Ku-1126

ditipudi et al., 2023) applies inverse transform1127

over p(xt∣x<t). With πk as a random permutation1128

seeded by the secret key k, the next token xt is1129

selected as:1130

xt = πk
⎛
⎝
min
j≤d

j

∑
i=1
pπk(i) ≥ rt

⎞
⎠

(6)1131

which is the smallest index in the inverse permu-1132

tation such that the CDF of the next token dis-1133

tribution exceeds rt. The distribution-transform1134

strategy does not alter the next-token distribution,1135

thus preserving the original text distribution (i.e.,1136

indistinguishability).1137

B.3 Detection Method 1138

The watermarker’s detector determines whether a 1139

given text T = (x1, . . . , xn) is watermarked or not. 1140

Next, we categorize the existing detection methods 1141

as follows. 1142

Score-based detection. The detector computes 1143

the random value ri for each position, the per-token 1144

statistics s(xi, ri), and a score over such statis- 1145

tics, which is then subjected to a one-tailed statis- 1146

tical test to determine whether the text is water- 1147

marked. The per-token statistics vary with the con- 1148

crete generators. For instance, GO (Aaronson and 1149

Kirchner) defines s(xi, ri) = − log(1 − hri(xi)), 1150

while TGRL (Kirchenbauer et al., 2023a) defines 1151

s(xi, ri) = 1 if xi is in the green list and 0 other- 1152

wise. One simple way to aggregate the per-token 1153

statistics is to compute their sum (Aaronson and 1154

Kirchner; Kirchenbauer et al., 2023a; Zhao et al., 1155

2023; Liu et al., 2024): 1156

S =
n

∑
i=1
s(xi, ri) (7) 1157

However, as the random values may be misaligned 1158

with the tokens (e.g., due to editing), a more robust 1159

way is to compute the alignment score (e.g., edit 1160

score (Kuditipudi et al., 2023; Wang et al., 2024)): 1161

S = sψ(n,n) 1162

s.t. sψ(i, j) =min

⎧⎪⎪⎪⎨⎪⎪⎪⎩

sψ(i − 1, j − 1) + s(xi, rj),
sψ(i, j − 1) + ψ,
sψ(i − 1, j) + ψ

(8)

1163

where ψ is the “edit-cost” parameter. 1164

Differential-based detection. This line of de- 1165

tectors also relies on the score of a given text. How- 1166

ever, the score is computed by comparing the given 1167

text with the non-watermarked text generated by 1168
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the same LLM. For instance, UB (Hu et al., 2024)1169

computes the log-likelihood ratio (LLR) score:1170

s(i) = log p̃(xi∣x<i)
p(xi∣x<i)

(9)1171

and its more robust maximin variant. However,1172

note that these detectors naturally require accessing1173

the original LLM, which is not always feasible.1174

Model-assisted detection. Instead of comput-1175

ing the per-token statistics, which are often sub-1176

ject to watermark removal attacks, one may also1177

train a model to predict whether the given text is1178

watermarked. UPV (Liu et al., 2023a) trains a1179

neural network, which shares the same embedding1180

layers with its generator, to detect watermarked1181

texts. Similarly, one may develop a generic detec-1182

tor by training it to distinguish watermarked and1183

non-watermarked texts. We explore this option in1184

§4.1185

C Fidelity Metrics1186

In this paper, to evaluate the impact of watermark-1187

ing on text quality, we employs the following met-1188

rics to measure the difference between the original1189

text T and the watermarked text T̃ . Below, we1190

provide a detailed description of each metric.1191

WER (word error rate) measures the percentage1192

of mismatched tokens between T̃ and T relative to1193

the total number of tokens in T . This is a lexical1194

metric used to measure the fraction of tokens that1195

have been modified.1196

BLEU (Papineni et al., 2002) measures the lexi-1197

cal similarity of T and T̃ by calculating the propor-1198

tion of n-grams matched in T̃ and T .1199

BERTScore (Zhang et al., 2020) measures the1200

token-level similarity of T and T̃ by leverag-1201

ing the pre-trained contextual embeddings from1202

BERT (Devlin et al., 2019) and matching tokens in1203

T and T̃ using cosine similarity.1204

P-SP (Wieting et al., 2022) evaluates the seman-1205

tic similarity of T and T̃ using the cosine similarity1206

of their encodings. In particular, the encoding of1207

T (or T̃ ) is calculated by averaging the embed-1208

dings of its subword units generated by Sentence-1209

Piece (Kudo, 2018).1210

MAUVE (Pillutla et al., 2021) compares the dis-1211

tributions of T and T̃ by computing an information1212

divergence curve within a quantized embedding1213

space. The area under this divergence curve pro-1214

vides a scalar summary of the trade-off between1215

Type I (T places high mass in areas where T̃ has1216

low mass) and Type II (vice versa) errors.1217

Note that these metrics are also used to mea- 1218

sure the impact of watermark removal attacks on 1219

the quality of the modified text T̃ ′, relative to the 1220

watermarked text T̃ . 1221

D Details of Watermark Removal Attacks 1222

We also present a taxonomy of existing watermark 1223

removal attacks according to their underlying per- 1224

turbation and required resources, as summarized in 1225

Table 2. 1226

Linguistic variation attack. This class of at- 1227

tacks perturb the linguistic features of the water- 1228

marked text, without changing its semantics. We 1229

consider the set of perturbations in HELM (Liang 1230

et al., 2023), which simulate natural linguistic vari- 1231

ations encountered in human interactions with text 1232

typing interfaces: i) Lowercasing converts all the 1233

words to lower-cases, which potentially affects the 1234

interpretation of proper nouns or emphases. ii) 1235

Contracting/expanding replaces phrases with their 1236

contracted/expanded forms (e.g., “I am” to “I’m” 1237

and vice versa), which may impact the tokenizer. 1238

Lexical editing attack. This class of attacks 1239

modifies individual words, aiming to maintain the 1240

original text’s semantics. Specifically, we consider 1241

the following editing operations: i) Misspelling, 1242

similar to text-bugger (Li et al., 2019), replaces 1243

words with their common misspellings (plural 1244

forms also considered); ii) Typoing replaces cer- 1245

tain letters in a word with others; iii) Synonymizing 1246

replaces words with their synonyms using Word- 1247

Net (Miller, 1995); and iv) Swapping randomly 1248

exchanges the positions of two words within the 1249

text, which alters the text structure while potentially 1250

preserving the overall semantics. 1251

Text-mixing attack. This class of attacks aims 1252

to “dilute” the watermark by mixing the water- 1253

marked text with non-watermarked text fragments. 1254

Specifically, the copy-pasting attack (Kirchenbauer 1255

et al., 2023b) embeds the watermarked text into the 1256

context of non-watermarked, human-written text. 1257

Note that the influence of non-watermarked text 1258

can be controlled by setting the fractions of water- 1259

marked and non-watermarked text fragments (i.e., 1260

the mixing weights). 1261

Paraphrasing attack. This class of attacks re- 1262

lies on an additional LLM (i.e., paraphraser) to 1263

re-write the given watermarked text to evade the 1264

detector. For instance, a light paraphraser (Sankar 1265

Sadasivan et al., 2023) (e.g., T5-based para- 1266

phraser (Damodaran, 2021)) can paraphrase the 1267
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watermarked text sentence-by-sentence, while a1268

more capable paraphraser (e.g., DIPPER (Krishna1269

et al., 2023)) paraphrases the watermarked text in1270

one-shot, also enabling to control lexical diversity1271

and token order diversity.1272

Similar to paraphrasing, the translating attack1273

uses a translator LLM (e.g., Seamless (Communi-1274

cation et al., 2023)) to cycle the watermarked text1275

through multiple languages (e.g., from English to1276

French and back to English). This process can sig-1277

nificantly alter the sentence structure and phrasing.1278

In this class of attacks, we assume the adversary1279

has access to a generic detector that is trained to dis-1280

tinguish watermarked and non-watermarked texts.1281

The adversary then perturbs the watermarked text1282

based on this surrogate detector. We explore this1283

attack type in §5.1284

E Watermark Effectiveness1285

We first evaluate the effectiveness of different wa-1286

termarkers. Following prior work (Kirchenbauer1287

et al., 2023a; Piet et al., 2023; Kuditipudi et al.,1288

2023), for each watermarker, we sample 1,0001289

prompts and use the LLM in combination with1290

the watermarker to generate the watermarked texts;1291

meanwhile, we select human responses to the same1292

prompts as the non-watermarked texts. We then1293

measure the accuracy of the watermarker’s detec-1294

tor in distinguishing the watermarked and non-1295

watermarked texts.1296

E.1 Overall Effectiveness1297

We measure the overall effectiveness of each1298

method through the lens of the ROC curve. Fig-1299

ure 10 (a-d) summarizes the overall effectiveness1300

of existing watermarkers across different models1301

and datasets. We have the following interesting1302

observations.1303

Most watermarkers are highly effective in gen-1304

erating and subsequently detecting watermarked1305

texts on OPT-1.3B as shown in Figure 10 (a-b). For1306

instance, RDF, UB, and GO all attain AUC scores1307

above 0.99 over both C4 and HC3. Recall that1308

C4 and HC3 represent the text completion and1309

question-answering tasks respectively. The obser-1310

vation indicates that most watermarkers tend to be1311

highly effective for relatively less capable LLMs1312

such as OPT-1.3B, while the concrete dataset/task1313

have a limited impact on their performance. We1314

further validate this hypothesis under the setting1315

of a fixed FPR. As shown in Figure 10 (e-f), we fix1316

the FPRs of all the methods to be 0.01 and measure 1317

their TPRs. Observe that all the methods achieve 1318

above 0.9 TPR, with a marginal difference across 1319

C4 and HC3. 1320

Meanwhile, most methods observe marginal per- 1321

formance drops on Llama2-7B, as shown in Fig- 1322

ure 10 (c-d). For instance, compared with its per- 1323

formance on OPT-1.3B, the AUC of SIR drops by 1324

0.11 and 0.08 on C4 and HC3 respectively. This 1325

observation aligns with previous research (Kudi- 1326

tipudi et al., 2023), indicating that watermarkers 1327

are more effective on OPT compared with Llama2. 1328

This phenomenon can be partly understood through 1329

the following explanation. In contrast of less capa- 1330

ble LLMs (e.g., OPT-1.3B), Llama2-7B typically 1331

produces texts of lower perplexity. Since most wa- 1332

termarkers inject watermarks by slightly altering 1333

the next-token distribution, the lower perplexity 1334

in Llama2’s outputs hampers the effectiveness of 1335

such perturbations. Moreover, it is observed that 1336

the performance of various methods varies signifi- 1337

cantly across different datasets. For instance, UG’s 1338

AUC differs by 0.28 between C4 and HC3, while 1339

UB’s AUC differs by 0.11. This observation is fur- 1340

ther supported by the TPR measures at fixed FPRs 1341

(fixed as 1%), as shown in Figure 10 (e-f). Our find- 1342

ings suggest that the concrete dataset/task tends to 1343

have a larger impact on watermarkers over more 1344

capable LLMs. 1345

E.2 Impact of Text Length 1346

We evaluate how the (non-)watermarked text length 1347

(i.e., the number of tokens) impacts the perfor- 1348

mance of different methods. Specifically, we mea- 1349

sure the TPR of each method with its FPR fixed 1350

as 1%. In the following, we set OPT-1.3B and C4 1351

as the default LLM and dataset. Figure 11 summa- 1352

rizes the results. 1353

Observe that as expected, the TPRs of all the 1354

methods improve as the text length grows from 1 to 1355

200 tokens. As the text length exceeds 100 tokens, 1356

most methods reach TPRs close to 100%. Mean- 1357

while, different methods show varying sensitivity 1358

to the text length. For instance, GO and RDF attain 1359

100% TPRs with only 20 tokens, while UG reaches 1360

only around 50% TPR under the same setting. This 1361

can be explained as follows. Both GO and RDF 1362

use distribution transform-based samplers, which, 1363

conditional on given randomness (e.g., random per- 1364

mutation), generate the next token deterministically. 1365

Meanwhile, other methods randomly sample the 1366

next token from a given pool (e.g., green lists). 1367
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Figure 10: Overall effectiveness of different watermarkers in generating and detecting watermarked texts: ROC of
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Figure 11: TPRs of watermarkers with respect to text
length (with FPRs fixed as 1%).

Thus, GO and RDF tend to have stronger signals1368

per token for watermark detection.1369

E.3 Impact of Temperature1370

The temperature τ is a key parameter that affects a1371

watermarker’s generative dynamics: intuitively, a1372

higher τ makes the sampling over the next-token1373

distribution p̃(xt∣x<t) more random. Here we eval-1374

uate how the setting of τ in each watermaker’s1375

generator may impact its effectiveness. Note that,1376

unlike other watermarkers, RDF and GO do not1377

generate the next-token distribution p̃(xt∣x<t) ex-1378

plicitly, we thus exclude them from the evaluation.1379
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Figure 12: TPRs of watermarkers with respect to the
temperature setting (with FPRs fixed as 1%).

Figure 12 compares how the TPRs of different1380

watermarkers vary with the setting of τ = 0.7, 1.0,1381

and 1.3 (with FPRs fixed as 1%). Observe that the1382

performance of most watermarkers marginally im- 1383

proves with τ , which corroborates prior work (Piet 1384

et al., 2023). For instance, the TPR of TGRL in- 1385

creases by about 0.05 as τ varies from 0.7 to 1.3. In- 1386

terestingly, in contrast, the TPR of UPV decreases 1387

as τ grows. This can be explained as follows. UPV 1388

employs a neural network as the detector that de- 1389

pends on general textual features, which tends to 1390

be more sensitive to increasing randomness, com- 1391

pared with other watermarkers that rely on specific 1392

watermark signals (e.g., green/red-listed tokens). 1393

F Watermark Fidelity 1394

Sc
or

e

BERTScore
MAUVE
P-SP

Figure 13: Fidelity preservation of different watermark-
ers.

We evaluate the impact of different watermark- 1395

ers on the text quality. We compare the original text 1396

T and watermarked text T̃ using the metrics (de- 1397

tailed in §3.2) of BERTScore (Zhang et al., 2020), 1398

P-SP (Wieting et al., 2022), and MAUVE (Pillutla 1399

et al., 2021). The results are summarized in Fig- 1400

ure 13. 1401

i) A majority of watermarkers well preserve the 1402

semantics of original texts, as indicated by their 1403

high BERTScore and MAUVE scores. Note that 1404

the P-SP scores of all the watermarkers are rela- 1405

tively lower than their BERTScore and MAUVE 1406

scores. This is due to their different emphases: 1407
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P-SP measures the average similarity between the1408

tokens in T and T̃ , while BERTScore calculates the1409

maximum similarity between the tokens in T and T̃ .1410

ii) Meanwhile, RDF, GO, and UB are less effective1411

in preserving the quality of original texts, which1412

can be attributed to their additional constraints of1413

indistinguishability: the expectation of the water-1414

marker’s next-token distribution is identical to the1415

LLM’s next-token distribution (i.e., indistinguisha-1416

bility). This observation suggest that there exists an1417

inherent trade-off between the desiderata of quality1418

and indistinguishability.1419

G Additional Results1420

G.1 Multi-bit Watermarking1421

While our study focuses on one-bit watermarkers,1422

for completeness, we also evaluate CTWL (Wang1423

et al., 2024), a multi-bit watermarker. In contrast1424

of one-bit watermarkers that encode only a single1425

bit of information (i.e., whether a given text is wa-1426

termarked), a multi-bit watermarker can encode1427

multiple bits of information into the watermarked1428

text, such as the generating model, the date of gen-1429

eration, and other details. However, despite its1430

larger information capacity, we find that a multi-bit1431

watermarker is typically less robust compared to1432

one-bit watermarkers, as illustrated in Figure 141433

and 15.1434
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Figure 14: TPRs of CTWL (with FPRs fixed as 0.01)
on different LLMs (OPT and Llama2) and datasets (C4
and HC3).
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Figure 15: TPRs of CTWL (with FPRs fixed as 0.01)
against various attacks.

The test results in the basic encoding and detec-1435

tion scenario highlight the sensitivity of CTWL to1436

different language models. Although it performs 1437

well with the OPT model across both C4 and HC3 1438

datasets, its TPR on Llama2 is extremely low, and 1439

it becomes completely ineffective when tested on 1440

Llama2 using the HC3 dataset. This is due to the 1441

lower model perplexity of Llama2. We conduct 1442

additional experiments to compare the model per- 1443

plexity on the same WikiText dataset, and the re- 1444

sults show that Llama2 has a perplexity about 6.15, 1445

while OPT has about 12.43. Lower model per- 1446

plexity results to larger fluctuations in the logits 1447

produced by the model, makes it more challeng- 1448

ing for watermark injection (e.g., increase smaller 1449

logits to exceed larger ones). 1450

When facing the attacks, CTWL is more vul- 1451

nerable than one-bit methods. It is particularly 1452

vulnerable to the copy-pasting attack, which can 1453

nearly disable the method as the TPR drops to near 1454

zero. Additionally, CTWL is highly susceptible to 1455

typoing, swapping, translating, lowercasing, and 1456

Dipper attacks, which generally do not affect many 1457

one-bit methods as severely. Despite the capacity 1458

of multi-bit methods to embed more information, 1459

their high sensitivity to language model variations 1460

and various attacks is a crucial limitation that needs 1461

to be addressed in future research. 1462

G.2 Robustness of Watermarkers on Llama2 1463

Our evaluation in §4 mainly uses OPT-1.3B as the 1464

underlying LLM. Here, we present the results on 1465

Llama2-7B, a more capable LLM. The results can 1466

be found at Table 7 1467

G.2.1 Linguistic Variation Attack 1468

Comparing with the OPT results, most of the water- 1469

markers show TPR drops on Llama2. One excep- 1470

tion is GO, which still maintains resilience across 1471

all three attacks. 1472

G.2.2 Lexical Editing Attack 1473

We have the following observation in Llama2: i) 1474

Context-free watermarkers (e.g., UG) show signif- 1475

icantly higher attack resilience against swapping 1476

attacks. This may be due to the fact that the at- 1477

tack alters the word and sentence order, which 1478

affects the detection of both text-dependent and 1479

index-dependent watermarkers. ii) Similar to OPT, 1480

text-dependent, (hard) distribution-reweighting wa- 1481

termarkers tend to be more vulnerable to lexical 1482

editing attacks. iii) The typoing and swapping at- 1483

tacks show significantly higher attack effectiveness 1484

on Llama2, similar to our observations on OPT. 1485
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Water
marker CLEAN

Linguistic Variation Textual Integrity Content Manipulation Paraphrase

Contra Expan LowCase Swap Typo Syno Missp CP1-10 CP3-10 CP1-25 CP3-25 DP-20 DP-40 Trans

TGRL 0.896 0.864 0.892 0.75 0.408 0.34 0.818 0.78 0.014 0.074 0.088 0.348 0.536 0.334 0.196
UG 0.814 0.791 0.823 0.697 0.843 0.357 0.75 0.755 0.025 0.054 0.050 0.190 0.771 0.633 0.344
UPV 0.588 0.502 0.598 0.494 0.388 0.018 0.512 0.392 0.005 0.002 0.002 0.007 0.362 0.355 0.042
RDF 0.790 0.735 0.725 0.622 0.333 0.888 0.738 0.824 0.021 0.045 0.045 0.307 0.471 0.303 0.010
UB 0.946 0.926 0.940 0.512 0.016 0.030 0.614 0.650 0.000 0.000 0.000 0.022 0.143 0.036 0.094
SIR 0.566 0.066 0.078 0.078 0.076 0.010 0.064 0.050 0.034 0.026 0.042 0.048 0.040 0.081 0.100
GO 0.996 0.996 0.996 0.959 0.643 0.556 0.989 0.987 0.058 0.228 0.286 0.825 0.900 0.623 0.814

Table 7: Resilience of LLM watermarkers against attacks on Llama2.

G.2.3 Text-mixing Attacks1486

With the exception of watermarkers based on distri-1487

bution transform (e.g., RDF and GO), which shows1488

greater resilience to text-mixing attacks, the other1489

methods are virtually undetectable, which is con-1490

sistent with the observations in OPT1491

G.2.4 Paraphrasing Attack1492

All methods show a significant TPR decrease, only1493

GO presents a remarkable resilience. RDF per-1494

forms well in OPT and does not present a signifi-1495

cant resilience on Llama2.1496

G.3 Fidelity Preservation of attacks1497

Figure 16 illustrates the quality preservation of dif-1498

ferent attacks on GO, with similar results on other1499

watermarkers,1500

Figure 16: Quality preservation of different attacks on
GO.

H Additional Related Work1501

We survey the relevant literature in the following1502

categories: i) detection of LLM-generated texts,1503

ii) LLM watermarking, iii) attacks on LLM water-1504

marking, and iv) evaluation of LLM watermarkers.1505

Detection of LLM-generated texts. The ad- 1506

vances in LLMs also give rise to their possible 1507

misuses. There is thus a pressing need for the capa- 1508

bility of distinguishing LLM- and human-generated 1509

texts. Initial work attempts to either train classifiers 1510

using LLM- and human-generated texts(Mitchell 1511

et al., 2023) or to leverage intrinsic characteris- 1512

tics of LLM-generated texts (e.g., perplexity and 1513

variability in length, complexity, and information 1514

density)(Lütkebohle). Yet, with LLMs becoming 1515

increasingly capable, the difference between LLM- 1516

and human-generated texts is narrowing, making 1517

such approaches less effective. 1518

LLM watermarking In response, LLM water- 1519

marking emerges as a promising alternative, which 1520

instruments the LLM generative process with sta- 1521

tistical signals that can be subsequently detected. 1522

The existing LLM watermarking techniques can 1523

be categorized based on the stages in which they 1524

are applied(Liu et al., 2023b): i) training-time wa- 1525

termarking(Liu et al., 2023c; Tang et al., 2023; 1526

Sun et al., 2022, 2023; Xu et al., 2024), ii) wa- 1527

termarking during logit-generation(Kirchenbauer 1528

et al., 2023a; Zhao et al., 2023; Hu et al., 2024; Liu 1529

et al., 2023a; Liu et al., 2024; Fairoze et al., 2023; 1530

Ren et al., 2023; Fernandez et al., 2023; Wang et al., 1531

2024; Yoo et al., 2023; Lee et al., 2023; Giboulot 1532

and Teddy, 2024), iii) watermarking during token- 1533

sampling (Kuditipudi et al., 2023; Aaronson and 1534

Kirchner; Hou et al., 2023), and iv) post-generation 1535

watermarking(Zhang et al., 2023; Yoo et al., 2024; 1536

Yang et al., 2023; Munyer and Zhong, 2023; Sato 1537

et al., 2023; Abdelnabi and Fritz, 2021). This study 1538

mainly focuses on training-free, pre-generation wa- 1539

termarking, which applies to any given LLMs and 1540

provides flexible control over multiple criteria (e.g., 1541

quality, effectiveness, and robustness). 1542

The primary focus of the previous studies is to 1543

distinguish between human-written text and text 1544

generated by LLMs. In this paper, we assume that 1545
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the attacker lacks access to non-watermarked text1546

produced by recent LLM. Instead, the attacker can1547

only utilize other LLMs to generate text that mim-1548

ics human responses and get the watermarked texts1549

from recent LLM. The generic detector, which is1550

within the adversary’s capability, is specifically de-1551

signed to distinguish between watermarked and1552

non-watermarked texts(e.g., other LLMs’ texts or1553

human writing texts).1554

Attacks on LLM watermarking. One critical1555

property of an LLM watermarker is its robustness1556

against potential attacks. A variety of attacks can1557

be applied to LLM watermarking, ranging from re-1558

moving the embedded watermark to uncovering the1559

green/red lists. For instance, Dipper(Krishna et al.,1560

2023) is a widely used paraphrasing attack to evalu-1561

ate the robustness of LLM watermarkers (Kirchen-1562

bauer et al., 2023a; Zhao et al., 2023) against wa-1563

termark removal attacks; the watermark stealing1564

attack(Jovanović et al., 2024) is proposed to iden-1565

tify green-list tokens and to replace them with red-1566

list tokens, targeting TGRL(Kirchenbauer et al.,1567

2023a) and UG(Zhao et al., 2023) to further launch1568

spoofing or removal attacks. This study primar-1569

ily focuses on watermark removal attacks as they1570

can target any LLM watermarkers and have pro-1571

found implications in practice (e.g., disinformation,1572

academic cheating, and automated phishing).1573

Evaluation of LLM watermarkers. As LLM1574

watermarkers become prevalent, recent work at-1575

tempts to benchmark the performance of vari-1576

ous watermarkers. However, current studies ei-1577

ther focus solely on the effectiveness of water-1578

marking or have limited assessments of robust-1579

ness. For instance, WaterBench(Tu et al., 2023)1580

compares the effectiveness of TGRL(Kirchenbauer1581

et al., 2023a) and UG(Zhao et al., 2023) under1582

varying hyper-parameter settings (e.g., prompt1583

length); LLM-judger(Singh and Zou, 2023) uses1584

GPT-3.5-Turbo as a judge to evaluate the ef-1585

fectiveness of RDF(Kuditipudi et al., 2023) and1586

TGRL(Kirchenbauer et al., 2023a) and employs1587

a binary classifier based on MLP to distin-1588

guish between watermarked and non-watermarked1589

texts; MarkMyWords(Piet et al., 2023) compares1590

the effectiveness of four watermarkers including1591

TGRL(Kirchenbauer et al., 2023a), GO(Aaronson1592

and Kirchner), RDF(Kuditipudi et al., 2023), and1593

UW(Christ et al., 2023) and only evaluates the ro-1594

bustness of TGRL against watermark removal at-1595

tacks.1596

To our best knowledge, this is the first study1597

dedicated to the robustness of LLM watermarkers 1598

against watermark removal attacks. We aim to 1599

understand how different design choices impact 1600

watermarkers’ attack robustness and to identify best 1601

practices for operating watermarkers in adversarial 1602

environments. 1603

I Evaluation Guidelines for Future LLM 1604

Watermarking Research 1605

Next, we propose a set of guidelines for evaluat- 1606

ing the robustness of LLM watermarkers. These 1607

guidelines incorporate our findings in §4 and §5, 1608

providing a minimal checklist to claim the robust- 1609

ness of an LLM watermarker. 1610

LLMs and tasks. Our experiments show that the 1611

referenced watermarkers show varying robustness 1612

across different LLMs and datasets. We speculate 1613

that there exists an intricate interplay between the 1614

watermarking mechanism, the LLM’s capability, 1615

and the task’s complexity. We thus recommend 1616

experimenting on i) LLMs with varying capability 1617

(e.g., as measured by perplexity), ii) datasets for 1618

different tasks (e.g., summarization and question- 1619

answering), and iii) their combinations. 1620

Attacks. Notably, using highly capable LLMs or 1621

applying computationally expensive rewriting can 1622

easily generate highly-quality, non-watermarked 1623

texts to evade detection; however, such attacks 1624

negate the need for watermark removal attacks 1625

in the first place. We thus recommend focusing 1626

on computationally efficient attacks such as lin- 1627

guistic variation, lexical editing, and lightweight 1628

paraphrasing, as well as their combinations, which 1629

reflects the risks of watermark removal attacks in 1630

practical settings. 1631

Robustness. It is often critical to properly set 1632

the decision threshold for a watermarker (and also 1633

the attacks) to fully assess its robustness(Lukas 1634

et al., 2021), which unfortunately is often missing 1635

in the original papers. To overcome this issue, we 1636

recommend i) measuring the overall effectiveness 1637

(TPR) in terms of ROC (across different thresh- 1638

old settings), ii) measuring the TPR under a fixed 1639

FPR (e.g., 0.01), and iii) considering varying attack 1640

intensity. 1641

Fidelity. It is notoriously challenging to mean- 1642

ingfully measure the quality of text data(Pillutla 1643

et al., 2021). We recommend employing a variety 1644

of metrics (e.g., BERTScore, P-SP, MAUVE) to 1645

comprehensively measure the quality retention of 1646

watermarkers as well as attacks. In addition, one 1647
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may also leverage external tools (e.g., more ad-1648

vanced LLMs such as GPT-4) or human evaluation1649

to provide a more accurate assessment if feasible.1650
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