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ABSTRACT

Large language models (LLMs) have recently demonstrated strong capabilities in
generating machine learning (ML) code, enabling end-to-end pipeline construc-
tion from natural language instructions. However, existing benchmarks for ML
code generation are mainly restricted to English, overlooking the global and mul-
tilingual nature of ML research and practice. To address this gap, we present
ML²B, the first benchmark for evaluating multilingual ML code generation. ML²B
consists of 30 Kaggle competitions translated into 13 natural languages, covering
tabular, text, and image data types, with structured metadata and validated human-
reviewed translations. For evaluation, we employ AIDE, an automated frame-
work for end-to-end assessment of data science pipelines, and provide insights
into cross-lingual model performance. Our results reveal substantial 15–45% per-
formance degradation on non-English tasks, highlighting critical challenges in
multilingual representation learning for code generation. The benchmark, eval-
uation framework, and comprehensive results are made available through our
GitHub repository to facilitate future research in multilingual ML code genera-
tion: https://github.com/AnonimusCoders/ml2b.

1 INTRODUCTION

Machine learning (ML) has become a fundamental component in a wide range of contemporary
tasks across various domains. Motivated by the necessity to relieve ML researchers from the time-
consuming task of baseline pipeline selection or to give a working solution for people out of ML,
AutoML frameworks have emerged to automate this process (Zöller & Huber, 2021).

At the same time, large language models (LLMs) have demonstrated remarkable capabilities in
generating code for ML tasks, from data preprocessing to complex model architectures (Chen et al.,
2021; Roziere et al., 2023; Li et al., 2023). This progress has spurred the creation of benchmarks
to evaluate ML code generation, including MLE-bench (Chan et al., 2025), DA-Code (Huang et al.,
2024), and Weco-Kaggle (Jiang et al., 2025), which leverage real-world Kaggle competitions to
assess model performance on end-to-end ML workflows.

Though these benchmarks are suitable for their prime task, all of them have a limitation of containing
data only in English. Jin et al. (2024), and Raihan et al. (2025) have claimed that there is a large gap
between LLM performance on English and other languages, especially low-resource ones, and that
it is crucial to evaluate LLM performance on different natural languages.

This gap is especially concerning for ML code generation. First, ML research and practice is global,
with substantial activity in non-English-speaking regions. Second, ML code generation inherently
requires cross-lingual alignment: models must interpret problem descriptions in diverse languages
while producing executable code, typically in English. Current benchmarks can not measure this
ability.

We introduce ML²B (Multilingual Machine Learning Benchmark), the first benchmark for evaluat-
ing LLMs on generating complete ML pipelines from multilingual natural language descriptions.
ML²B extends real Kaggle competition tasks into 13 languages while preserving the realism and
complexity of full ML workflows.

Our contributions are fourfold:
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1. Multilingual benchmark: A curated dataset of 30 Kaggle competitions (24 public, 6 pri-
vate), translated into 13 natural languages, creating 390 unique evaluation instances.

2. Diverse task coverage: Inclusion of tabular, text, and image modalities across 12 domains,
enabling systematic study of how task type interacts with cross-lingual ML code genera-
tion.

3. Structured metadata and leakage control: Human-reviewed task descriptions and stan-
dardized data cards ensure clarity and prevent information leakage, supporting reproducible
evaluation.

4. Comprehensive evaluation: Assessment of five LLMs across two execution frameworks
(AIDE with 3 agents, ML Master with 2 hybrids), revealing substantial 15–45% perfor-
mance degradation on non-English tasks and highlighting challenges in multilingual repre-
sentation learning for code generation.

2 RELATED WORK

2.1 DATASETS FOR ML CODE

Several datasets align natural language with code to support domain-specific generation tasks. Code-
SearchNet (Husain et al., 2019) provides large-scale text–code pairs, but it is general-purpose
rather than ML-focused. Domain-oriented corpora such as SciCode (Tian et al., 2024) and
BioCoders (Tang et al., 2024) target scientific computing and bioinformatics respectively, but over-
look the broader scope of ML engineering.

A related dataset, Code4ML (Drozdova et al., 2023), compiles Python notebooks and task annota-
tions from Kaggle competitions to form a foundation for ML-specific code generation. However,
it is limited to competitions collected up to 2021, its natural language task descriptions are auto-
matically scraped without human curation, and it lacks structured metadata such as modality and
domain labels that are critical for benchmarking. In contrast, ML²B expands upon this line of work
by curating multilingual task descriptions and structured metadata across 30 Kaggle competitions,
enabling fair evaluation of LLMs in multilingual ML pipeline generation.

2.2 ML CODE GENERATION AND PIPELINE BENCHMARKS

Recent benchmarks target ML code generation and workflow evaluation. DSCodeBench (Ouyang
et al., 2025) and DS-1000 (Lai et al., 2023) collect large numbers of tasks from GitHub and Stack-
Overflow but mainly assess snippet-level code. Full-pipeline benchmarks include DA-Code (Huang
et al., 2024), which uses open datasets, and Weco-Kaggle (Jiang et al., 2025) and MLE-bench (Chan
et al., 2025), which leverage Kaggle workflows. MLE-bench evaluates LLM agents on 75 Kaggle
competitions, with top systems achieving medal performance in 16.9% of cases. These benchmarks
advance pipeline evaluation, but remain restricted to English-only problem statements. ML²B closes
this gap by enabling multilingual pipeline benchmarking.

2.3 MULTILINGUAL CODE DATASETS

Multilingual datasets for code generation remain scarce. MCoNaLa (Wang et al., 2022) consists of
intents for code generation, which are further rewritten by human annotators, and code snippets in
Python. RoCode (Cosma et al., 2024) offers Romanian programming problems with Python/C++
solutions. MBPP-Translated (Li et al., 2024) extends MBPP to five languages using machine trans-
lation. mHumanEval (Raihan et al., 2025) supports 204 languages, with expert translation for 15,
across 25 programming languages. While these datasets highlight multilingual code generation,
none target ML pipelines. ML²B uniquely combines multilingual natural language prompts with
end-to-end ML workflows.

2.4 IMPACT OF PROMPT LANGUAGE

Several studies show LLM performance depends strongly on prompt language. Bang et al. (2023);
Ahuja et al. (2023); Muennighoff et al. (2023), and Raihan et al. (2025) report substantial drops for
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low-resource languages. Moumoula et al. (2025) analyze 13 programming and 23 natural languages,
showing that non-Latin scripts further degrade performance. ML²B operationalizes these insights in
the ML domain, enabling systematic study of cross-lingual robustness in ML pipeline generation.

2.5 AUTOML FRAMEWORKS

A variety of AutoML systems have been developed, employing distinct methodological approaches
and yielding results of varying quality. A detailed discussion of these systems is provided in Ap-
pendix A.

Although there is a novel approach in AutoML tasks which focuses on code optimization prob-
lems rather than traditional hyperparameter and pipeline optimization and does not face challenges
mentioned above. The AIDE framework (Jiang et al., 2025) exemplifies this approach, function-
ing as a LLM Agent for machine learning engineering which uses solution space tree search and
iterative refinement. It has been tested on 75 Kaggle competitions and has shown superior results
outperforming LightAutoML (Vakhrushev et al., 2022) and OpenHands (Wang et al., 2025)

Nevertheless, this framework might not be so competitive if tested on competitions with no code
solutions publicly available. Consequently, we propose to rigorously evaluate the ML²B benchmark
within the AIDE framework to clarify its effectiveness under such closed-code conditions.

2.6 DATA LEAKAGE

In the context of data science and automated code analysis, data leakage is the issue when unintended
information gets into training data, which leads to the model’s accuracy overestimation during per-
formance evaluation Apicella et al. (2025); Yang et al. (2022); Sasse et al. (2025). This error is
closely related to model overfitting, and as the result the model may perform poorly on real data.
The issue of data leakage is widespread and found in the code published in various sources (Kapoor
& Narayanan, 2023). ML benchmarks are sensitive to this issue as well, since the data for evaluation
is sampled from the same distribution as the training data.

Another form of data leakage is the benchmark data leakage, which happens when benchmark data
is also present in the LLM training data (Matton et al., 2024). This issue is particularly impor-
tant, as the model may overperform in particular benchmark tasks. In the worst case scenario, this
may lead the affected benchmark competitions to be inconclusive. This issue has been solved in
LessLeak-Bench (Zhou et al., 2025) software engineering benchmark, where the leaked samples
were removed from the evaluation data. ML²B introduces 6 private competitions as the solution
for potential benchmark data leakage, since the code for these competitions was not published on
Kaggle and cannot be present in LLM training data.

3 THE ML²B BENCHMARK

Unlike Chan et al. (2025), which relies on full descriptions sourced from the ”Overview” and ”Data”
tabs of competition webpages, ML²B provides structured metadata and task descriptions. We argue
that the succinct, structured format of competition data may prove more efficient for large language
models (LLMs) while retaining essential information for evaluation. Our benchmark contains rich
metadata, task descriptions, and multilingual expansions, enabling standardized evaluation of ML
code generation.

3.1 BENCHMARK TASK SELECTION

Datasets and preprocessing The ML²B benchmark builds on the Code4ML dataset (Drozdova
et al., 2023), which comprises over 20,000 annotated Jupyter notebooks tied to ML competitions.
However, Code4ML primarily contains pre-2021 data and lacks consistent domain coverage. To
address this, we integrate its structure with Meta Kaggle Code (Plotts & Risdal, 2023), a large cor-
pus of publicly licensed competition notebooks published since 2022. We employ an LLM-based
inference pipeline to generate draft task descriptions for a large set of ML competitions, filtering out
student assignments and non-English materials (see Appendix B). All LLM-generated task descrip-
tions undergo a manual review to ensure clarity and prevent inadvertent leakage of information that
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Figure 1: Structure of the ML²B benchmark

can give models an unfair advantage, such as dataset sizes or model parameters. This review do not
alter the semantics of the tasks but ensured fair and unbiased evaluation.

Domain coverage and selection Each competition in our benchmark has domain information
identifying its application area. Domain tags were extracted automatically via an LLM analysis
of the data card, description, and competition name. Overall, we cover 12 different domains (see
Appendix C).

From the full pool of competitions, we select a benchmark subset of 24 tasks (see Appendix D).
These tasks span diverse domains while ensuring practical feasibility and consistent evaluation.
They also provide publicly available code on Kaggle, allowing access to participants’ solutions. To
evaluate LLMs on unseen tasks, we include 6 additional competitions without publicly available
code. Their task descriptions are generated manually. Overall, ML²B currently includes 30 compe-
titions and is planned to be expanded in the future.

Data card standardization The data cards describing the data are manually added and reviewed
to prevent information leakage. Notably, nearly all Kaggle competition data descriptions include
details regarding submission format and test files. However, because test files do not contain target
labels, they are irrelevant for our setting, where the framework must produce executable code rather
than competition submissions. Therefore, such information is systematically removed. The ML²B
benchmark includes information on each task’s evaluation metric and its type, mapped according to
the scheme proposed by (Drozdova et al., 2023).

3.2 METADATA AND STRUCTURE

The benchmark consists of 3 main components (Figure 1), which include the main benchmark
pipeline BenchPipeline, Docker runtime and the submission code grader. BenchPipeline
is responsible for the task description generation and competition data preparation, Docker runtime
manages AutoML agent and grader execution, and the code grader evaluates a metric for the sub-
mission code.

3.2.1 MAIN BENCHMARK PIPELINE

Main benchmark pipeline is called in parallel from the main execution loop. During each evaluation
step, the pipeline generates the task description for the agent. Then the pipeline splits the data

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

Figure 2: Structure of the code grader

into training and evaluation sets using the competition DataSplitter and executes the agent
container with the training data. After the agent returns the submission code, BenchPipeline
calls the code grader container to evaluate the code.

3.2.2 DOCKER RUNTIME

Both the agent and code grader are executed inside of the Docker environment. The agent Docker
image is built from the common enviroments/runtime/ image, and both the agent and grader
containers are built from the same agents/.../ agent image. This ensures that both the agent
and the grader utilize the same Python environment, and at the same time grading is performed in an
isolated environment without internet access. This prevents the potentially sensitive evaluation data
from leaking in an event of a misconfigured or a malicious script being submitted.

3.2.3 CODE GRADER

Instead of the Kaggle-style submission format, which consists of a single submission file, the code
grader 2 reproduces the results by executing the submission code directly. Furthermore, the code
submitted by the agent must provide specific functions, which are then individually evaluated. Such
approach ensures that the submitted code is valid and can be reproduced in the controlled environ-
ment. In order to successfully load the submission code, the submission must not have top-level exe-
cutable code. In order to achieve this, the grader must analyze and recompile the code by performing
Abstract Syntax Tree (AST) transformation. Then, the recompiled submission code is executed ac-
cording to the section 3.3 and the data is loaded into memory by the competition DataLoader
class. Finally, the resulting submission data is evaluated using the corresponding competition grader
function.

3.3 SUBMISSION CODE FORMATS

The benchmark supports two submission formats: single-function submission format
MONO PREDICT and modular submission format MODULAR PREDICT. The first format includes
function train and predict, which takes the training dataset and prediction data and returns
the prediction result. MODULAR PREDICT consists of three functions train, prepare val
and predict, which sequentially train the model, prepare the prediction data and predict the
result. Figure 3 represents how the submission code is executed during grading. In case of
MODULAR PREDICT format, the AutoML agent is prompted to train the model in the train func-
tion without the access to the prediction data, process the prediction features in the prepare val
function and calculate the final prediction in the predict function given the previous outputs.
The purpose of such prediction format is to reduce the chance of preprocessing leakage 2.5. Pre-
processing leakage is the type of data leakage when both the training and test data are processed
togetherYang et al. (2022); Apicella et al. (2025). The most common example is the data normaliza-
tion being trained on both the training and test features. MODULAR PREDICT format restricts the
code flow in a way that the prediction data is introduced only in the second stage of the pipeline,
which makes the occurrence of preprocessing leakage less likely. Furthermore, such format allows
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Figure 3: Code flow diagram of benchmark submission formats

the code to be analyzed for data leakage using static code analysis(Yang et al., 2022), and additional
analysis of the intermediate function results can be performed.

3.4 MULTILINGUAL EXPANSION

Translating data To obtain a multi-lingual corpus, we have translated the domain, description,
and card fields into target languages (see Appendix E). Other fields do not require translation since
they convey universally recognized entities. Following the findings of Jiao et al. (2023), we choose
GPT-4o over commercial translators such as Google Translate and DeepL.

After translation, datasets in other languages undergo manual review to identify artifacts such as
language confusion or incomplete translations. In instances where artifacts are detected, we request
GPT-4o to retranslate the text to relieve annotators from tasks outside their primary responsibilities.
In the relatively few cases requiring this intervention, the model consistently generates satisfactory
translations upon a second attempt. These cases are excluded from the translation quality evaluation,
as the main objective is to assess translations that appear nearly correct to non-native speakers but
sound unnatural to native speakers.

Validating translations Though GPT-4o is claimed to perform mostly correct translations, we
address annotators (see Appendix F) who are native speakers of one of the target languages and who
also have some background in Computer Science and/or Information Technology to validate texts.

The choice of languages in the final version of our corpus was primarily determined by the availabil-
ity of annotators who agreed to participate in the validation process. Thus, the corpus includes Arab,
Belarus, Chinese, English, Russian, French, Italian, Japanese, Kazakh, Polish, Romanian, Spanish,
Turkish.

To obtain feedback, we have designed three separate google forms for each language for each trans-
lated field of the dataset. Thus, each translator has been assigned three forms with 31 questions
each, getting no monetary compensation. In each question there is a translated version in a target
language, original version in English and an assessment phrase, questioning whether the text sounds
native and conveys the same meaning. If one of the given answers is NO, the annotator is asked to
give their version of text. You can see example of one question in Appendix H.

We have decided to rely on a single assessment for each text, as our objective is not to generate an
idealized version of the description or the data. Rather, our aim is to obtain representative native
instructions that could reasonably be produced by any individual.

This assessment is conducted to observe the patterns of GPT-4 translation. Jiao et al. (2023) claim
GPT-4 generates more accurate and more diverse sentences with greater variety of words than com-
mercial Google Translator. Furthermore, Raunak et al. (2023) mark that GPT-family translations
from English to target language have tendency towards non-literalness, also translating idioms fig-
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uratively. Thus, we have expected the abundance of translations conveying the same meaning but
lacking features that make the text sound native.

3.5 EVALUATION

To ensure fair comparison of model performance across different competitions, we employ a
percentile-based evaluation rather than reporting raw leaderboard metrics. Each model’s result is
expressed as its percentile rank on the Kaggle public leaderboard, with the 1st percentile indicating
top performance and the 100th percentile the weakest. This normalization addresses two issues:
(i) competitions use heterogeneous and non-comparable metrics (e.g., RMSE, log-loss, F1-score),
and (ii) absolute leaderboard values vary with task design and data scale. Percentiles thus provide a
unified, competition-agnostic performance measure that preserves relative standing while mitigating
metric-specific biases.

4 EXPERIMENTS AND RESULTS

Our comprehensive analysis across multiple competitions reveals consistent failure patterns that can
be categorized as follows:

• Missing Training Execution: Absence of if name == " main " blocks pre-
vented model training.

• Runtime Data Loading: Attempts to load external data within training functions, violating
competition constraints

• Model Stability: GPT-4-mini showed higher susceptibility to these errors compared to
GPT-OSS variants

• Inconsistent Preprocessing: Different feature engineering approaches between training
and validation sets

• Function Signature Modifications: Despite explicit instructions requiring exact function
signatures, agents frequently modified their format

• Global Dependencies: Agents consistently violated self-contained code requirements by
placing initialization outside function definitions

• Library and Environment Misalignment: Systematic use of deprecated API calls and
non-existent library functions, the use of non-existent environment library functions

Table 3 presents cross-lingual performance of generated ML code (see Appendix I).

Some of these issues are systematic to particular LLMs, for instance Qwen2.5-coder removed the
Any keyword import and proceeded to use it later in the code. At the same time, some models like
GPT-OSS were less susceptible to these issues.

Cross-Lingual Performance Analysis Table 4 presents cross-linguistic results of ML code gen-
eration, revealing strong variation across languages, domains, and models. Several clear patterns
emerge.

First, English consistently yields lower percentiles. For example, both gpt-oss-120b and gemini-
2.5-flash rank near the top in English text and regression tasks, while their performance drops in
lower-resource languages such as Kazakh or Belarusian.

Second, model robustness differs sharply across domains. In image categorization, gpt-oss-120b
and gpt-4.1-mini achieve best-in-class results in multiple languages, demonstrating strong general-
ization. By contrast, tabular classification and regression reveal greater cross-lingual instability, with
ML-Master hybrids (gpt-4.1-mini + deepseek-r1, gpt-oss-120b + qwen3-coder-30b) outperforming
single models in several non-English languages.

Third, low-resource languages expose systemic weaknesses. Percentile scores for Kazakh, Belaru-
sian, and Romanian are notably higher (worse), with frequent generation of non-functional code
(denoted by “–”). This highlights the limits of multilingual transfer for specialized ML tasks.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

Figure 4: Overall comparison by metrics

Overall, the table underscores three key findings: (i) English remains the strongest anchor language,
(ii) domain complexity interacts with cross-lingual performance, and (iii) hybrid architectures par-
tially mitigate low-resource limitations. These results suggest that true multilingual ML code gen-
eration remains uneven, requiring tailored model strategies for low-resource settings.

Figure 4 compares models across normalized metrics. gpt-oss-120b (aide) and gemini-2.5-flash
(aide) emerge as consistent top performers on measures such as AUC, categorization accuracy, and
coefficient of determination. In contrast, error-sensitive metrics (MAE, log-loss, MAP) reveal larger
disparities: gpt-4.1-mini + deepseek-r1 (ml-master) excels in calibration, while some models under-
perform sharply on MAP. These results suggest trade-offs between predictive accuracy and proba-
bilistic reliability across systems.

Metric- and Domain-Specific Performance Variability Figure 5 shows clear domain sensitivity.
Models converge on structured tasks like content moderation and data science but diverge signif-
icantly in complex domains such as insurance, finance, and urban planning. Hybrid models (e.g.,
gpt-oss-120b + qwen3-coder-30b) often dominate in these heterogeneous settings, while gemini-
2.5-flash performs strongly in healthcare and environmental science.

Together, the charts highlight that no single LLM is universally optimal: performance varies by
both metric type and application domain, underscoring the need for task-specific model selection in
multilingual ML code generation.

Table 1: Sample results of generated ML code validated on the Kaggle platform. For each model-
language pair, the median percentiles based on leaderboard rankings are presented. Lower percentile
values indicate better solution quality. The best results are highlighted in bold.

Framework Model A
ra
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E
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Ja
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h

Po
lis

h

R
om

an
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n

Sp
an
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h

R
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Fr
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Tu
rk

is
h

AIDE1 gpt-oss-120 58 62 66 56 47 56 45 64 68 59 78 32 44
gemini-2.5-flash 74 69 48 67 40 36 47 50 70 22 65 50 50
gpt-4.1-mini 68 85 73 59 67 87 53 50 71 70 55 69 56

ML-
Master2

gpt-4.1-mini +
deepseek-r1

26 14 33 21 38 40 22 26 14 44 14 22 11

gpt-oss:120b + qwen3-
coder:30b

31 26 28 24 22 36 23 24 24 22 34 28 32
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Figure 5: Overall comparison by domains

Data Leakage Assessment In order to assess the presence of data leakage in submission code,
static leakage analysis was performed using the leakage-analysis tool (Yang et al., 2022).
This tool performs data flow analysis, detects variables containing training/test data, finds potential
relations between the variables and outputs lines of code causing potential data leakage. Similar
to the code grader submission loading stage, the code needs to be transformed to include the en-
trypoint in order for the tool to correctly detect the data inputs. Out of 554 submissions in the
MODULAR PREDICT format, 61 (11%) contained potential data leakage according to the tool. By
performing further analysis, it was observed that in 8 submissions the data leakage was found in
train function, which does not operate on prediction data, and in 20 cases the leakage was de-
tected in trivial single-argument functions, which accepted the input data as the single argument.
The single-argument function case may be explained as a false-positive, since these functions op-
erated on a single data argument being either the training or prediction data. These functions were
used in the submission code for simple data preprocessing, and the data was passed sequentially,
which is shown in Appendix J. This leaves the remaining 33 (5.9%) of submissions to have potential
data leakage. Overall, the actual data leakage may still be present in the modular submission code
if the agent performed model training in the later stages of the code, where both training and pre-
diction data is theoretically accessible. In order to improve the leakage assessment results, further
testing using the NBLyzer (Drobnjaković et al., 2024) tool and manual code assessment should be
performed.

5 CONCLUSION

ML²B provides a multilingual, Kaggle-grounded benchmark that surfaces systematic weaknesses in
ML code generation when problem statements are non-English, even as the same systems perform
strongly in English under identical evaluation protocols. Normalized percentile results show English
as the anchor language across models and modalities, while low-resource languages suffer higher
failure rates and degraded ranks, particularly on tabular classification and regression, with image
categorization and text classification comparatively more stable. No single model is universally
dominant: aide-tuned single models (gpt-oss-120b, gemini-2.5-flash) lead in several English and
modality slices, whereas hybrid stacks (gpt-4.1-mini deepseek-r1, gpt-oss-120b qwen3-coder-30b)
partially reduce gaps on harder domains but do not eliminate cross-lingual disparities. The modu-
lar grading interface curbs preprocessing leakage by construction and, together with static analysis,
reveals remaining leakage risks in a non-trivial fraction of generations, motivating continued invest-
ment in secure agent interfaces and code auditing; six private tasks further reduce benchmark-data
leakage to LLM pretraining corpora. Future work should expand private-task coverage, deepen do-
main balance, and pursue multilingual alignment strategies (e.g., translation-aware planning, con-
strained tool use, language-invariant task abstractions) to improve reliability of end-to-end pipelines
in low-resource languages.
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A AUTOML FRAMEWORKS DISCUSSION

There is a large scope of AutoML frameworks that apply different techniques and achieve vari-
able results. For instance, one of the most popular methods involves ML-pipeline and parameter
optimization via either Grid Search and Random Search (H2O AutoML (LeDell & Poirier, 2020))
or Bayesian (Auto-sklearn Feurer et al. (2015)) or genetic algorithms (TPOT (Olson et al., 2016))
methods.

One of the most advanced methods in AutoML is Neural Architecture Search (NAS) (Elsken et al.,
2019) that automatically designs neural network topologies. Frameworks such as DARTS (Liu
et al., 2019) and ENAS (Pham et al., 2018) have shown significant promise in discovering novel, op-
timized architectures that often outperform manually designed models for specific tasks. It includes
three core components: the search space for potential architectures, the optimization methods for
discovering the best-performing architecture, and the model evaluation techniques. By automating
the neural architecture design process, NAS can generate more efficient and specialized models,
contributing to significant advancements in AutoML.

However, while NAS has achieved remarkable performance, it currently provides limited insights
into why certain architectures perform well or how similar architectures are across independent runs.
Furthemore, it requires enormous computational resources and accurate design of the search space
Liu et al. (2019) that makes it challenging for the ML-research.

B LLM PIPELINE FOR DESCRIPTION CREATION

As stated in 3.1 200 competitions have been processed with the use of LLM pipeline which is
depicted in detail in Figure 6. Subsequently, we use GPT-4o and Claude 3.5 Sonnet with one-shot
Chain-of-Thought prompting for generation and refinement, correspondingly. Empirical evaluation
on 100 sampled tasks from the original Code4ML corpus showed that the scoring-refinement loop
improves high-quality description rates from 80% to 96% (Figure 7, Algorithm 1).

Algorithm 1 Scoring-Refinement Algorithm
Initial description x0, input code c, model M, prompts {pscore, prefine} xt ← x0 Initialize with
the given description iteration t = 0, 1, . . . scoret ← M(pscore ∥xt) Evaluate description with
scoring prompt scoret ∈ {C,D} break Stop if score is satisfactory scoret ∈ {A,B} xt+1 ←
M(prefine ∥ c ∥xt ∥ scoret) Refine using code, description, and score

High-quality task descriptions are essential for evaluating the ability of LLMs to generate ML solu-
tions. To ensure clarity, neutrality, and implementation-agnostic phrasing, we apply a 3-point rating
scheme to assess task descriptions generated by our LLM pipeline. Two independent annotators
evaluate each task using the following rubric described in Table 2.

If annotators disagree by one point, we conservatively adopt the lower score. Disagreements be-
tween two annotators are resolved by involving a third, independent annotator to ensure impartiality
and reinforce the reliability of the annotation process. All descriptions rated 0 are flagged for full
rewriting. Annotators also provide comments to guide revisions. This protocol ensures that the final
benchmark includes high-quality, implementation-agnostic problem formulations.
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LLM Agent

Goal: Reverse Task Inference Input data: ML Code

Description Scoring

SubGoal: 

Code Analysis and 

Information Extraction

SubGoal: 

Task Description 

Structuring 

SubGoal: 

Constrained Task 

Description Formatt

The main task or problem the 
code is trying to solve

Key input data and its 
characteristics

Expected output or result

A clear statement of the task's 
objective

Detailed description of the 
input data

A concise explanation of the 
desired output or result

‘NOTE that you task must not 
include any information about 
solution (data preprocessing, 

model name). ‘

+

LLM Agent

Score

Evaluation Criteria: 
Appropriateness of 

Task Description

Goal Decomposition

LLM Agent

Updated Task 
Description

Refinement

‘Avoid phrases "use ensemble 
models" or "neural networks", 

pretend that you've never seen 
the code and you don't know 

how to solve the task.‘

EXAMPLE

Figure 6: Code-Based problem statement generation framework. The scheme incorporates three
LLM agents. The first agent inputs the ML code to infer the task description from it through sequen-
tial subgoals. The second agent evaluates the quality of the inferred description based on predefined
scoring criteria. The third agent receives the ML code along with the score and updates the descrip-
tion if necessary.

Figure 7: Task description evaluation prompt: (A) Scoring strategy component; (B) Assessment
criteria component. C/D means “high quality”, A/B needs refinement.
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Table 2: Task description quality rubric
Score Criteria

0 – Unus-
able

Vague or incorrect; contains implementa-
tion hints. Must be rewritten.

1 – Needs
Revision

Mostly correct, but includes minor flaws.
Requires edits for clarity or neutrality.

2 – Good Clear, accurate, and free of implementation
hints.

Prompt example

Translate text into {target language}. Infinitive forms that stand apart, if any, should be
translated as the imperative mood: {text}

Figure 8: Example of the prompt used in translation experiments.

C DOMAIN EXTRACTION PROMPT

Figure 9 demonstrates the prompt that has been given to GPT-3.5-turbo model to derive domain tag
for each competition. The number of competitions in each domain is presented in Figure 10.

D COMPETITION SELECTION CRITERIA

Table 3 gives details on selection criteria according to which competitions have been chosen.

Table 3: Task selection criteria for GenML²Bench
Criterion Description

Dataset
size

≤15 GB to ensure feasibility under mem-
ory/runtime limits.

Evaluation
metrics

Clear, interpretable standard or custom met-
ric required.

Data re-
strictions

No external data, anonymous features, or
leakage.

Resource
constraints

Excludes GPU-optimized or kernel-
restricted tasks.

Competition
license

The dataset’s license doesn’t restrict its in-
clusion in our benchmark.

E TRANSLATION PROMPT

Since some fields include imperatives (e.g., Develop a model, Create an agent), it has to be defined
explicitly in a prompt (Figure 8) to use imperative mood, otherwise the model have translated english
imperatives, which have the same form as verbs not in imperative mood, mainly as infinitives:

F ANNOTATOR DETAILS

As mentioned in section 3.4, validation of the translation has been conducted with the help of
native speakers. They possess backgrounds in Computer Science and/or IT. Each translator has been
assigned three forms with 30 questions each, getting no monetary compensation.
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You are given competition name, data card and description of Kaggle competition. You
need to identify the domain that the task belongs to in the given competition.
Competition name: Crime Learn
Description: Develop a predictive model to estimate the rate of violent crimes per
population in a given area based on specific features. The input consists of two datasets, one
for training and one for testing, with the target variable being ’ViolentCrimesPerPop’.
Data card: In this competition you will use the sample US crime data for predicting
’ViolentCrimesPerPop’. train.csv – the training dataset.

Figure 9: Example of question block in Google Form for Romanian language

Figure 10: Distribution of competitions over domains

G VALIDATION RESULTS

Figure 11 indicates that nearly two-thirds of responses within each language are both judged natural
and semantically equivalent, with Romanian and Kazakh exhibiting the lowest proportions among
the evaluated language. This pattern is consistent with evidence that GPT-based translation quality
degrades for low-resource languages, which typically have fewer native speakers and, thus, less
training data available (Hendy et al., 2023).

Figure 12 (A) further shows that GPT systems predominantly produce natural translations without
semantic distortion, with only 1.3 % of all outputs rated neither natural nor semantically similar to
the source and with almost 4 % translations sounding natural but conveying other meaning. The
share of labeled “NO and YES” suggests that, while models preserve meaning, they often employ
more varied and less concise phrasings in the target language.

Figure 12 (B-D) shows that the proportion of responses indicating that translations both preserve
meaning and sound natural is highest in the domain texts (85.6%). This outcome may be attributed
to the brevity of the source material, as the texts contained no more than three words. Shorter inputs
are generally easier to render accurately, which may explain why the models achieved stronger
performance in this setting.
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Figure 11: Distribution of response types within each language

A B C D

Figure 12: Distribution of translation evaluation outcomes. (A) Overall distribution across all lan-
guages; (B–D) distributions for the evaluation of translations of domains (B), data cards (C), and
task descriptions (D), respectively.
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H FORM EXAMPLE

In Fig.13 there is an example of one question block in a form, which requires a native of Romaninan
validate the translation of competition description.

Translated version:
Dezvoltat,i un model predictiv pentru a anticipa probabilitatea mortalităt,ii ı̂n spital pentru
pacient,i. Seturile de date includ diverse caracteristici legate de pacient,i la momentul in-
ternării ı̂n spital. Obiectivul este de a prezice cu acuratet,e probabilitatea mortalităt,ii ı̂n spital
pentru fiecare pacient din setul de testare.
Original version:
Develop a predictive model to forecast the likelihood of hospital mortality for patients. The
datasets include various features related to the patients upon hospital admission. The objec-
tive is to predict the probability of hospital mortality for each patient in the test set accurately.
Does the translated text (1) sound native and (2) convey the same meaning as the orig-
inal text?

• YES and YES
• NO and YES
• YES and NO
• NO and NO

If there is at least one NO in the answer, please suggest your own version:

Figure 13: Example of question block in Google Form for Romanian language

I RESULTS

This appendix provides detailed benchmark results across different data types, domains, and evalu-
ation metrics. The results highlight the comparative performance of leading large language models
(LLMs) in diverse tasks. Tables 5, 6, and 7 summarize the top three models for each category.

J DATA LEAKAGE

Figure 14 shows data leakage assessment process.

Figure 14: Code flow diagram of a false-positive data leakage
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Table 4: Sample results of generated ML code validated on the Kaggle platform detailed by domains.
For each model-domain-language triple, the median percentiles based on leaderboard rankings are
presented. Lower percentile values indicate better solution quality. The best results are highlighted
in bold. The symbol ’-’ indicates that the model failed to successfully complete the task, resulting
in the generation of non-functional code.

Framework Model Domain Category A
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R
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Sp
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R
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Fr
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Tu
rk
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h

AIDE1 41.8cmgpt-
oss-120

image Categorization 1 23 1 1 1 1 1 18 1 1 48 1 48

tabular Classification 69 69 70 68 47 60 32 69 70 70 79 23 100
tabular Regression 54 50 58 36 47 53 58 59 22 30 43 70 32
text Classification 98 99 99 95 98 97 95 84 97 99 96 98 1

41.8cmgemini
2.5 flash

image Categorization 55 100 32 67 1 47 1 49 1 55 48 5 1

tabular Classification 84 48 100 90 95 100 30 100 32 80 89 55 68
tabular Regression 72 69 30 16 8 19 72 23 86 10 33 34 64
text Classification 99 47 2 1 49 52 95 50 71 1 65 95 44

41.8cmgpt-
4.1-mini

image Categorization 1 1 96 56 67 98 1 37 95 49 1 1 56

tabular Classification 68 90 70 79 64 92 89 84 76 84 99 80 69
tabular Regression 47 39 76 40 47 54 21 32 21 76 33 40 56
text Classification 88 97 95 81 72 99 53 50 95 1 59 98 49

ML-
Master2

31.8cmgpt-
4.1-mini +
deepseek-
r1

tabular Classification 26 26 58 26 59 3 22 26 26 3 26 61 19

tabular Regression 3 3 3 3 3 77 3 3 3 44 3 3 3
text Classification 100 - 44 18 52 - 49 46 - 67 - 18 -

31.8cmgpt-
oss:120b
+ qwen3-
coder:30b

tabular Classification 28 28 14 24 22 62 13 63 62 28 64 62 28

tabular Regression 18 28 44 19 3 34 29 16 18 9 46 17 34
text Classification 92 22 31 42 100 39 23 34 100 22 34 32 52
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Table 5: Top models by data type.
Data Type Rank 1 Score Rank 2 / Rank 3
Image gemini-2.5-flash (aide) 0.7313 gpt-oss-120b (0.7151), gpt-4.1-mini (0.5572)
Tabular gpt-oss-120b+qwen3-30b (ml-master) 2673.24 gpt-oss-120b (2219.75), gemini-2.5-flash (1698.80)
Text gpt-oss-120b (aide) 0.9857 gpt-4.1-mini+deepseek-r1 (0.9540), gemini-2.5-flash (0.9371)

Table 6: Top models by domain.
Domain Rank 1 Score Rank 2 / Rank 3
Content moderation gpt-oss-120b 0.9857 gpt-4.1-mini (0.9763), gemini-2.5-flash (0.9682)
Crime prediction gemini-2.5-flash 380.99 gpt-4.1-mini (376.02), gpt-oss-120b (373.32)
Data science gpt-4.1-mini 0.9733 gemini-2.5-flash (0.9659), gpt-oss-120b (0.9482)
eCommerce gpt-4.1-mini+deepseek-r1 0.9304 gpt-4.1-mini (0.9288), gemini-2.5-flash (0.9272)
Education gpt-oss-120b+qwen3-30b 12.91 gpt-4.1-mini (6.44), gpt-oss-120b (6.30)
Environmental sci. gemini-2.5-flash 0.9281 gpt-oss-120b (0.8779), gpt-4.1-mini (0.6603)
Finance gpt-oss-120b 7.32 gpt-4.1-mini (6.48), gemini-2.5-flash (4.56)
Healthcare/Medical gemini-2.5-flash 1.85 gpt-4.1-mini (1.38), gpt-oss-120b (1.22)
Urban planning gpt-oss-120b+qwen3-30b 3994.47 gpt-4.1-mini+deepseek-r1 (3513.81), gpt-oss-120b (3131.19)

Table 7: Top models by evaluation metric (normalized).
Metric Rank 1 Score Rank 2 / Rank 3
AUC gpt-4.1-mini+deepseek-r1 0.9076 gpt-oss-120b (0.9047), gemini-2.5-flash (0.8963)
Accuracy gemini-2.5-flash 0.8766 gpt-oss-120b (0.8317), gpt-4.1-mini (0.7736)
F-score gpt-oss-120b 0.9595 gpt-4.1-mini+deepseek-r1 (0.9540), gpt-oss-120b+qwen3-30b (0.9502)
R2 gpt-oss-120b 0.9285 gemini-2.5-flash (0.9281), gpt-4.1-mini (0.9279)
MAP gpt-4.1-mini 0.2255 gpt-oss-120b (0.2197), gemini-2.5-flash (0.0000)
MAE gpt-4.1-mini+deepseek-r1 1.0000 gpt-oss-120b+qwen3-30b (0.5618), gpt-oss-120b (0.5508)
MSE gemini-2.5-flash 0.5728 gpt-4.1-mini (0.5538), gpt-4.1-mini+deepseek-r1 (0.5252)
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