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Abstract001

We show that existing evaluations for fake news002
detection based on conventional sources, such003
as claims on fact-checking websites, result004
in high accuracies over time for LLM-based005
detectors—even after their knowledge cutoffs.006
This suggests that recent popular fake news007
from such sources can be easily detected due008
to pre-training and retrieval corpus contami-009
nation or increasingly salient shallow patterns.010
Instead, we argue that a proper fake news de-011
tection dataset should test a model’s ability to012
reason factually about the current world by re-013
trieving and reading related evidence. To this014
end, we develop a novel pipeline that leverages015
natural language feedback from a RAG-based016
detector to iteratively modify real-time news017
into deceptive fake news that challenges LLMs.018
Our iterative rewrite decreases the binary classi-019
fication ROC-AUC by an absolute 17.5 percent020
for a strong RAG-based GPT-4o detector. Our021
experiments reveal the important role of RAG022
in both detecting and generating fake news, as023
retrieval-free LLM detectors are vulnerable to024
unseen events and adversarial attacks, while025
feedback from RAG detection helps discover026
more deceitful patterns in fake news.027

1 Introduction028

The spread of fake news can have serious conse-029

quences, such as influencing elections, inciting vi-030

olence, and misleading critical decision-making,031

especially in health. In the NLP community, re-032

searchers have long focused on developing meth-033

ods and evaluation for automatic fake news detec-034

tion (Zellers et al., 2019). The rise of LLM has035

significantly changed the landscape of this prob-036

lem (Goldstein et al., 2023; Chen and Shu, 2023).037

LLMs have demonstrated an impressive knowl-038

edge and reasoning ability, enabling them to de-039

tect fake news with high accuracy (Chen and Shu,040

2024; Pelrine et al., 2023). The pretraining and041

prompting paradigm of LLM reduces the risk of042

creating dataset-specific models that are prone to in- 043

distribution shortcut learning (Pagnoni et al., 2022). 044

However, due to the opaque nature of LLM training, 045

their evaluation is often influenced by potential con- 046

tamination issues, which can result in misleading 047

outcomes and a need for out-of-distribution eval- 048

uation (Zhou et al., 2023; Vu et al., 2024; Huang 049

et al., 2024). Existing fake news detection datasets 050

are commonly sourced from past claims from fact- 051

checking websites (Wang, 2017; Shu et al., 2018). 052

These websites, such as PolitiFact and Snopes, of- 053

ten feature popular claims that are widely circulated 054

on the internet, leading to potential contamination 055

during the large-scale pre-training of LLMs. 056

To evaluate the LLM’s ability to detect misinfor- 057

mation under natural temporal distribution shifts 058

and to avoid potential contamination issues, we 059

study real-time fake news that occurs concurrently 060

or after model training. LLM identifies the plau- 061

sibility of unseen misinformation by finding sup- 062

porting evidence from two sources of knowledge: 063

its internal parametric knowledge and an external 064

knowledge through retrieval augmentation of real- 065

time information. Using new fact-checking results 066

from the aforementioned sources avoids contamina- 067

tion of the parametric knowledge but can, however, 068

suffer from label leakage in the retrieval context. 069

Moreover, fact-checking publishers are often bi- 070

ased in the selection of news they check, which can 071

limit the evaluation to a certain type of misinfor- 072

mation. We find evidence of all these issues in ex- 073

periments with two popular fact-checking sources. 074

On Snopes, we observe near-perfect retrieval-free 075

detection for past fake news and a clear decline 076

after knowledge cutoffs, which is easily restored 077

by retrieval augmentation. On PolitiFact, we find 078

a surprising uptrend in retrieval-free detection per- 079

formance even after the knowledge cutoff dates of 080

models, suggesting a gain from non-factual salient 081

patterns of the recent political claims selected. To 082

avoid these issues and evaluate real-time fake news 083
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Figure 1: Our proposed adversarial iterative fake news generation. 1) A true news is rewritten by a LLM to multiple
candidates containing misinformation. 2) Candidates that do not contradict the original true news are filtered out. 3)
The remaining candidates are ranked on their plausibility score according to a RAG-based detector and the most
plausible one is selected, the detector’s rationales are used to inform the next round generation. The process can be
repeated for multiple iterations.

detection with fresh information (Yang et al., 2022;084

Hu et al., 2023b; Liao et al., 2023), we investigate085

LLM-synthesized fake news.086

LLM-generated fake news has shown to be more087

deceitful than human-written fake news (Chen and088

Shu, 2024); however, we find that current neural089

fake news still cannot fool LLM detectors. There-090

fore, we propose an adversarial iterative approach091

to generate fake news that can deceive strong de-092

tectors, inspired by LLMs’ ability of continual im-093

provement based on feedback (Madaan et al., 2023).094

The generator leverages feedback from an adver-095

sary retrieval-augmented detector in the form of a096

rationale discussing the factuality of the generated097

fake news, mimicking the real-world scenario in098

which fact-checkers provide explanations for their099

verdicts. Given this verdict and the fake news gener-100

ated in the previous round, the generator then adds101

another round of modifications to the fake news102

such that it would fool the prior verdict. This pro-103

cess is repeated a few times, allowing the generator104

to learn from the detector’s perspective. Empiri-105

cally, highly performant LLM-based detectors on106

conventional political fact-checking struggle with107

the fake news generated by our approach.108

Our work makes the following contributions.109

First, we conduct a background study of LLM de-110

tectors on PolitiFact and Snopes data over the years,111

revealing issues that affect the continued applicabil-112

ity of these popular sources. Second, we propose113

an iterative adversarial approach that introduces114

highly deceptive misinformation to real-time news115

from various domains. We show that new datasets116

created by this method pose a severer challenge117

than previous neural fake news datasets. The in-118

creasing deception generalizes well across different119

setups varying LLM backbones and retrieval con-120

texts. Lastly, we analyze LLM behaviors regard-121

ing RAG-targeted misinformation of the current 122

world.1 123

2 Background 124

2.1 Problem Formulation 125

We formulate the fake news detection task as a 126

binary classification problem, where the primary 127

objective is to determine whether a given news 128

is genuine or fabricated. Instances of news cover 129

a wide variety of topics, such as political claims, 130

social media posts, and news releases. Let D = 131

{(xi, yi)}Ni=1 represent the dataset, where each xi 132

is a news and yi ∈ {0, 1} is a binary label in- 133

dicating the factuality of the news. A detector 134

f : X → [0, 1] maps each news xi to a proba- 135

bilistic score ŷi = f(xi), reflecting the likelihood 136

of the news being factually correct. Under our real- 137

time setup, we also refer to this likelihood as “plau- 138

sibility” as the wording allows flexibility in fact- 139

checking current and future events where direct 140

evidence may be unavailable. We adopt AUC-ROC 141

as the main metric to evaluate the effectiveness of 142

a detector as it quantifies the model’s capability to 143

classify across various thresholds. 144

2.2 Analysis of Fact-checking Sources 145

Fact-checking websites are widely used sources 146

for obtaining news content and human labels when 147

curating fake news detection datasets. Despite their 148

popularity, it is unknown whether they pose contin- 149

ued challenges to state-of-the-art LLM fake news 150

detectors. We study two representative sources of 151

this kind: PolitiFact and Snopes,2 both of which 152

are used in creating popular fake news detection 153

datasets (Wang, 2017; Shu et al., 2018; Shahi and 154

1We will release our code and data to facilitate further
research on fake news detection and generation.

2politifact.com, snopes.com

2

politifact.com
snopes.com
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Figure 2: Comparison of different retrieval-free detectors (AUC-ROC) on PolitiFact and Snopes data over the years.
The data is balanced by downsampling the majority class. Both the GPT-4o and Gemini Pro models claim to have
knowledge up to the end of 2023. Recent fake news on PolitiFact is increasingly easy to detect by LLMs without
the need for fresh external knowledge. While Snopes challenges LLMs in detecting up-to-date fake news, simple
retrieval augmentation largely brings back near-perfect performance.

Nandini, 2020). In order to evaluate the perfor-155

mance of LLM-based detectors on both past and156

recent year data, we collect 9,244 PolitiFact news157

from June 2015 to August 2024, and 3,212 Snopes158

news from Jan 2016 to October 2024.159

We run a set of LLM-based detectors using sim-160

ple zero-shot prompting (detailed setup described161

in §4). In Figure 2, we observe two opposite162

trends of detector accuracies through the years.163

On Snopes, GPT-4o exhibits near-perfect perfor-164

mance on past data, showing potential data contam-165

ination due to internet-scale pre-training. Recent166

fake news, both near and beyond the knowledge167

cutoff dates, becomes more challenging to detect168

due to the lack of current world knowledge. How-169

ever, simply augmenting the detectors with Google170

search results is sufficient to restore performance.171

On PolitiFact, a source containing mostly political172

claims, the performance of retrieval-free detectors173

improves over time. In the most recent year, 2024,174

we see that LLMs continue to improve, even af-175

ter the knowledge cutoff and the model release176

dates. Pelrine et al. (2023) report similar findings.177

This suggests that up-to-date knowledge is not the178

deciding factor for PolitiFact fake news detection179

performance.180

We further investigate the emergent patterns on181

PolitiFact that have increased the separability of182

fake and real news (detailed setups in A.1). We183

first confirm the trend on a much smaller LM,184

RoBERTa (Liu et al., 2019), which has far less185

world knowledge. Fine-tuned RoBERTa also per-186

forms significantly better on recent year data. We187

then ablate key features such as removing the origi-188
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Figure 3: GPT-4o (retrieval-free) predicted plausibility
of PolitiFact claims over the years. The distribution of
the true news class remains relatively stable, while the
distribution of the fake news class shifts significantly
towards lower scores.

nator and publish time of the news from detector 189

inputs, and paraphrasing the claim content. None 190

of these features affects the trend of increasing per- 191

formance over the years (Figure 8). The prediction 192

distribution in Figure 3 reveals that the changes are 193

mostly in the detector’s perception of the fake news 194

class, which shifts towards lower scores. Manually 195

going through some fake news examples, we find 196

that in earlier years, political fake news contains 197

statements that, while hyperbolic, can be anchored 198

in a context that requires research through reliable 199

sources (e.g., public records or legislative history) 200

to verify. In contrast, recent fake news includes 201

more sensational and less easily verified claims 202

that seem more speculative or exaggerated without 203

immediate substantive evidence. Consequently, the 204

detection of recent PolitiFact fake news requires 205

less factual knowledge and reasoning, but more 206

pattern recognition and common sense. 207

To summarize, evaluation on fact-checking data 208

is susceptible to the uncontrolled biases in the cu- 209
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ration process. Traditional evaluation of PolitiFact210

focused on surface-level linguistic patterns (Wang,211

2017) is no longer challenging for strong LLMs212

due to increasing separability of fake political213

news. Other fact-checking sources (e.g., Snopes)214

suffer from potential contamination in both the215

pre-training and retrieval-augmentation stages be-216

cause of the popularity of both the claims and217

fact-checking results on the internet. Therefore,218

to evaluate the factual reasoning ability of LLMs219

in detecting contemporary fake news, we need to220

explore new ways to create datasets that cover real-221

time information from diverse domains for a more222

challenging evaluation.223

3 Methodology224

The wide accessibility of LLMs has not only en-225

abled strong detection models but also facilitated226

the mass generation of more credible and persua-227

sive fake news (Kreps et al., 2022; Goldstein et al.,228

2023). Therefore, in combating these emerging229

threats, the evaluation of detection models should230

also evolve to incorporate challenging machine-231

generated misinformation.232

One key challenge in creating fake news datasets233

is obtaining automatic labels for the data. Open-234

ended generation, although effective in creating235

diverse fake news, simultaneously introduces false236

positives that are hard to verify due to the profes-237

sional skills required for fact-checking. Our pro-238

posed approach leverages the strengths of LLMs in239

controlled misinformation generation (Zellers et al.,240

2019; Chen and Shu, 2024) to introduce factual241

errors to real news, while maintaining its overall242

context and style. We implement filtering proto-243

cols as an additional safeguard to reduce invalid244

generation.245

Figure 1 and Algorithm 1 illustrate our pipeline.246

Formally, we start with a trusted news corpus T ,247

which contains real-time news from various do-248

mains. We independently rewrite each news τi ∈ T249

to generate multiple fake news candidates Fi. To250

ensure that Fi contradict the original true news τi,251

we employ a LLM-based contradiction detector.252

We put an additional upper limit on the amount253

of edits allowed in the rewriting process using a254

threshold on the Levenshtein distance ∆(τi, fij),255

where fij ∈ Fi, between the original true news τi256

and the rewritten news fij .257

After filtering out the candidates that do not meet258

these criteria, we rank the remaining candidates259

Algorithm 1 Adversarial Iterative News Rewriting
Require: TrueNews , k {k is the maximum number of itera-

tions}
1: CurrentFake ← TrueNews
2: for i← 1 to k do
3: Candidates ← GenerateCandidates(CurrentFake)
4: repeat
5: Filtered ← ∅
6: for each ci in Candidates do
7: if ContradictsOriginal(ci ,TrueNews) and

IsWithinEditLimit(ci ,TrueNews) then
8: Filtered ← Filtered ∪ {ci}
9: end if

10: end for
11: if Filtered = ∅ then
12: Candidates ←

GenerateCandidates(CurrentFake)
13: end if
14: until Filtered ̸= ∅
15: Ranked ← RankByPlausibility(Filtered)
16: CurrentFake ← SelectMostPlausible(Ranked)
17: end for
18: return CurrentFake

based on the plausibility score provided by a fake 260

news detector g(fij |c), where c is the optional ex- 261

ternal context retrieved by a retrieval model R(fij). 262

If none of the candidates meet the criteria, the gen- 263

erator resamples a new batch of candidates. From 264

this ranked list, we select the top-ranked candidate 265

as the most plausible fake news. 266

f̂i = arg max
fij∈Fi

g(fij |c) (1) 267

f̂i and the detector’s rationale are then serve as 268

additional information to inform the next round of 269

generation on τi, creating an iterative process that 270

gradually deceives the detector. In the end of the 271

process, we obtain the most deceptive fake news f̂i 272

across all iterations. 273

A critical component of our approach is the 274

retrieval-augmented detector. Using a retrieval-free 275

detector as an adversary, the generator can only 276

improve the factual consistency within the news 277

content or exploit the weaknesses of a LLM with 278

outdated internal knowledge, which can generally 279

be seen as a case of self-evaluation (Kadavath et al., 280

2022). However, with the information from the 281

retrieved external context, the generator can learn 282

to deceive cross-verification and improve factual 283

consistency beyond its own knowledge, which is 284

important for our real-time news rewrite setup. 285

One implementation challenge in Eq. 1 is that 286

we need to run retrieval for each candidate to obtain 287

the external context. This can be computationally 288

expensive for sophisticated retrievers and costly if 289

commercial APIs are used. In practice, we retrieve 290
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the external context only for the highest-ranked291

candidates at the end of each iteration, which we292

use to inform the next round of detection. Because293

of the constraints on the amount of change in each294

iteration, the external context is expected to remain295

relevant for the next batch generation. In final eval-296

uation, we rerun the retrieval each time to ensure297

the external context is up-to-date.298

3.1 Dataset Creation299

We first obtain 431 actual news stories from NBC300

News using the news-please crawler (Hamborg301

et al., 2017). These news stories are from March302

1 to March 13, 2024, covering domains such as303

politics, business, sports, U.S., and world news.304

Compared to claims from fact-checking websites,305

these news stories are roughly twice the length306

of the content. They can be seen as long-form307

claims, which can be more difficult to fact-check.308

This two-week range is close to the time when we309

start the experiments and is beyond the knowledge310

cutoffs of the LLMs we use, thus ensuring no con-311

tamination in model training. Our code supports312

replicating this process for other date ranges.313

This set of news stories serves as seed true news314

for our generation pipeline and undergoes one-to-315

one rewriting to obtain 431 fake news instances.316

We manually examine all real-fake pairs of the317

final-round rewrite and filter out 29 invalid pairs.318

These generations manage to bypass our contra-319

diction detector without introducing factual errors320

that contradict claims in the corresponding real321

news. Comparing 100 pairs from the first and last322

rounds of rewrites, the ratio of failed rewrites re-323

mains stable at around 7%. We also fact-check 100324

last-round examples under an unpaired, shuffled,325

label-hidden setup, establishing 99% human per-326

formance with access to Google. Our final dataset327

consists of 402 true news and 402 fake news.328

4 Experimental Setup329

4.1 Generator Setup330

We adopt GPT-4o with different prompts for the331

all three roles (i.e., generator, contradiction detec-332

tor, and reranker) in the generation pipeline. The333

pipeline is iterated for 6 rounds with an extra prepa-334

ration round 0 of a direct rewrite (no rationale and335

ranking) on the seed true news. We instruct GPT-336

4o to “introduce some believable factual errors”337

without mentioning any concrete strategies or con-338

straints, leaving the candidate generation process339

open-ended. The generator produces 8 candidates 340

in a zero-shot chain-of-thought fashion for each 341

news story in each round, which are then filtered 342

and ranked based on the plausibility score from the 343

detector. The contradiction detector produces 10 344

binary scores for each candidate, only if more than 345

eight of them are positive, the candidate is consid- 346

ered to contradict the original true news. String 347

edit distance is used to limit the amount of change 348

in each iteration, with a threshold of more than 349

60% overlapped tokens. A GPT-4o-based detector 350

(detailed in the next section) is used to provide ra- 351

tionales and serves as the reranker to select the best 352

generation after contradiction filtering. 353

4.2 Detector Setup 354

For implementing the LLM detectors, we simply 355

instruct the models to produce plausibility scores 356

(1-10 from implausible to plausible) for the given 357

news in a 0-shot setting. The score is mapped to [0, 358

1] when computing metrics. We use the directive 359

“Today is March 26, 2024. You predict the plausibil- 360

ity of a news you haven’t seen” to inform the model 361

about the current date and the unseen nature of the 362

news story. Using “plausibility” instead of “factu- 363

ality” is empirically more effective for recent and 364

future events, vice versus for past events (Table 9). 365

We sample multiple plausibility scores from the 366

unscaled LLM prediction distribution (temperature 367

t = 1) and then take an average. 368

We employ two retrievers for RAG-based de- 369

tection: an in-house News corpus consisting of 370

811k news articles from various news sources 371

within March 2024, indexed by a pre-trained 372

DPR (Karpukhin et al., 2020) retriever; real-time 373

Google search results provided by SerpApi. We 374

extensively filter both sources to remove the exact 375

news and all results from NBC News. From either 376

source, five relevant instances can be obtained us- 377

ing the news headline as a search query. The results 378

are then inserted into the prompt for fact-checking. 379

News is used for the GPT-4o detector in the gener- 380

ation pipeline. Google is only used in evaluation 381

due to the cost of the API. 382

Our GPT-4o detector is comparable to recent 383

state-of-the-art RAG detectors on the popular LIAR 384

datasets (Table 2). Final evaluation is conducted on 385

multiple LLM detectors, including GPT-4o, GPT- 386

3.5, Gemini Pro and Flash (Gemini Team, 2024), 387

and open-source 405B Llama 3.1 (Meta AI, 2024). 388

Detailed versions and knowledge cutoffs are pro- 389

vided in Table 6. The actual prompts used by all 390
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Retriever None News Google

Detector first last ∆ first last ∆ first last ∆

Gemini-Flash 57.0 50.7 6.3 76.1 62.4 13.8 84.1 76.6 7.5
Gemini-Pro 58.6 51.6 7.0 74.9 62.8 12.1 82.6 73.7 8.9
GPT-3.5 53.7 50.3 3.4 69.3 57.6 11.7 78.2 69.3 8.9
GPT-4o 58.5 48.8 9.7 82.4 64.9 17.5 93.1 86.1 7.0
Llama 3.1 60.5 54.0 6.6 81.3 67.4 13.9 93.3 86.6 6.7

1 2 3 4 5 6
Round Number

0.60

0.65

0.70

0.75

0.80
Gemini-Flash
Gemini-Pro
GPT-3.5
GPT-4o
Llama 3.1

Table 1: AUC-ROC scores of different detectors on the generated fake news of the first and last iteration. The ∆
column shows the effects of the iterative process. News refers to the in-house DPR retriever on news-please data,
and Google refers to the Google search API results. The right figure presents results across rounds under the News
retrieval setting–more iterations lead to stronger deception.

Method LIAR
AUC F1-Ma Acc

RoBERTa-L (2023) - 64.7 64.1
GPT-4 (2023) - 68.1 68.2
MUSER (2023) - 64.5 -
STEEL (2024) - 71.4 -

GPT-4o 77.5 70.7 70.9
GPT-4o + Google 81.1 74.7 75.6

Table 2: Our detectors demonstrate superior perfor-
mance to the state of the art on the LIAR dataset (Wang,
2017). MUSER and STEEL have access to multi-step
retrieval on Wikipedia and Bing, respectively.

components are provided in Appendix A.4.391

4.3 Baseline Datasets392

We compare to two recent LLM fake news datasets.393

Su et al. (2023b) apply open-ended rewriting to394

fake news and rephrase real news from GossipCop395

and PolitiFact. Chen and Shu (2024) explore var-396

ious misinformation generation approaches with397

LLMs, including rewriting fake news and targeted398

information manipulation of true news. Both ap-399

proaches utilize one round of generation. Ap-400

pendix A.3 provides detailed dataset statistics.401

5 Experimental Results402

Evaluation results (Table 1) show that our adversar-403

ial iterative generation pipeline can produce fake404

news that can deceive strong LLM-based detectors.405

We find Llama 3.1 to be the best at detecting fake406

news generated by our pipeline using GPT-4o. As407

the earliest released model in our selection, GPT-408

3.5 is the most vulnerable, consistent with results of409

well-established public benchmarks (Chiang et al.,410

2024). Datasets generated from our pipeline are411

significantly more difficult than previous neural412

fake news datasets (Table 3).413

2023b 2024 Ours

G++ P++ Rewrite Mani. First Last

Gemini-Flash 72.7 82.8 80.4 75.3 57.0 50.7
Gemini-Pro 72.8 86.2 76.6 77.3 58.6 51.6
GPT-3.5 64.5 77.4 81.2 68.9 53.7 50.3
GPT-4o 81.8 88.8 84.3 85.4 58.5 48.8
Llama 3.1 80.4 91.3 84.0 83.3 60.5 54.0

Table 3: AUC-ROC scores of different retrieval-free
detectors on recent LLM-generated fake news datasets
(Su et al., 2023b; Chen and Shu, 2024). Our pipeline
produces significantly more difficult datasets.

Through each iteration, the pipeline progres- 414

sively enhances the deceptive quality of the gen- 415

erated fake news. Relying on the feedback from 416

the GPT-4o RAG-based detector with the in-house 417

retrieval corpus, the generator proves most effec- 418

tive at deceiving this particular detection setting, 419

achieving a reduction of 17.5 AUC-ROC points. 420

Nevertheless, these enhancements are shown to 421

consistently generalize across different LLM back- 422

bones and retrieval contexts. 423

5.1 Analysis 424

Real-time news can be implausible to off-the- 425

shelf LLM detectors. We find that true news 426

from NBC News is generally plausible to the LLM 427

detectors, with an average plausibility score of 7.8. 428

However, some news stories are rated as low as 3.3, 429

indicating that the LLM detectors can be fooled 430

by real-time news that is beyond their knowledge 431

(Figure 4). For example, GPT-4 finds news sto- 432

ries reporting on RFK Jr.’s presidential campaign 433

and the White House’s reply to the Sesame Street 434

character’s Twitter account on inflation issues to be 435

implausible.3 436

3Links to the RFK news and the White House tweet.
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Figure 4: Distribution of the plausibility scores
(retrieval-free and RAG) and the number of words in the
set of real news from NBC News (positives, top) and
the last-round rewritten fake news (negatives, bottom).

Retrieval free detectors are vulnerable to adver-437

sarial attacks. It is very easy to rewrite unseen438

news to generate fake news that can evade detection439

by non-RAG-based LLM detectors. This is evident440

from the detector performance reported in Table 1441

and also from the prediction distribution (purple442

bars in Figure 4). Retrieval-free detectors result in443

near random AUC even for the first round gener-444

ation. On the contrary, RAG-based detectors are445

generally more robust as they leverage up-to-date446

external knowledge. As we can clearly see from447

the true news prediction distribution, more than448

half of examples receive an unbeatable maximum449

plausibility score from the RAG-based GPT-4o de-450

tectors, while the retrieval-free detector is more451

conservative in its predictions. The average plau-452

sibility score of the RAG-based detectors on the453

true news is 9.3, significantly higher than 7.8 of the454

retrieval-free detectors. The confidence of RAG-455

based detectors does not come without a cost, as456

they also assign generally higher scores to fake457

news, suggesting weaknesses in the LLMs’ abil-458

ity to reason about future events in the external459

context (Shi et al., 2023).460

Stronger defenders enable stronger attackers.461

RAG-based detectors mount an effective defense462

against LLM-generated fake news, but the gener-463

ator can adapt to evade their detection, especially464

when the detector’s rationale is accessible. In Ta-465

ble 5, We show that the RAG-based detector ratio-466

nale surpasses the non-RAG rationale and ranking-467

only variants in the first round and reinforces its468

1. Trump says he will debate Biden anytime
After skipping On March 6, 2024, after participating in a few select GOP
primary debates, Trump challenged Biden to step onto a stage with him
before the November election. , suggesting that the debate be held at a
neutral venue yet to be decided.

2. Violence, hunger Rising violence, growing food shortages, and unstable
missing political leadership
A long-simmering severe crisis in Haiti has come to a head reached alarm-
ing levels as its leader remains stranded in Puerto Rico while its people
starve the Dominican Republic for several days. Citizens face extreme food
shortages and live in fear of rampant escalating gang-related violence.

3. (round 1) Iranian parliament Saudi Arabia’s parliamentary vote sees a
low turnout despite government push
Iran Saudi Arabia held its first parliamentary election Friday since mass
2022 protests over mandatory hijab laws following the death of Mahsa
Amini, apparently drawing a low turnout amid calls for a boycott.
RAG Rationale Saudi Arabia does not have a parliamentary system; it
is an absolute monarchy with a Consultative Assembly (Shura Council)
that is appointed by the King, not elected by the public. The reference to
Mahsa Amini and mandatory hijab laws is more relevant to Iran, not Saudi
Arabia, indicating a possible mix-up of countries. There is no mention of a
Saudi parliamentary election in the related news stories, which would be a
significant event likely covered by major news outlets.
RAG Score 2.06
3. (round 3) Iranian parliament parliamentary vote sees a low turnout
despite government push
Iran held its first parliamentary election Friday since mass 2022 protests
over mandatory hijab laws fuel price hikes following the death of Mahsa
Amini, government’s announcement, apparently drawing a low turnout
amid calls for a boycott.
RAG Rationale The related news stories consistently mention that the
2022 protests were over mandatory hijab laws following the death of Mahsa
Amini, not over fuel price hikes . . . The related news stories do not mention
any government announcement about fuel price hikes as a cause for the
protests or the low turnout.
RAG Score 3.52
3. (round 5) Iranian parliament parliamentary vote sees a low turnout
despite uncertainty amid government push
Iran held its first parliamentary election Friday on Saturday since the
mass 2022 protests over mandatory hijab laws disputed local council poli-
cies following the death collapse of Mahsa Amini, a building in Abadan,
apparently drawing a low turnout mixed reactions amid calls for a boycott.
RAG Rationale The date discrepancy: The news story claims the election
was held on Saturday, March 2, 2024, but other sources indicate the election
took place on Friday, March 1, 2024. The reason for protests: . . . , whereas
other sources do not specify this as the cause of the 2022 protests . . .
RAG Score 9.17

Table 4: Examples of fake news generated by our
pipeline. Deletion and addition to the original true news
are marked with colors. The third example shows a
case in which the iterative adversarial rewrite is able to
improve the quality of a fake news through rounds.

advantage through iterations. In the 6th round, the 469

RAG-based rationale (64.9) reduces the AUC by 470

6.5 more than the non-RAG rationale (71.4). We 471

run the other variants for up to 2 rounds due to 472

resource constraints. 473

5.2 Qualitative Examples 474

Since we leave it to the LLM to decide how to 475

introduce factual errors, the generated fake news 476

exhibits various types of misinformation. We pro- 477

vide some examples in Table 4. Some common 478

types of modifications that LLMs make to true 479

news include: changing entities, including names, 480

locations, and times; hallucinating events and mak- 481

ing up details; mimicking typographical errors, e.g., 482

"Nibi" instead of "Libi," "Mark" instead of "Mike." 483

Some of the modifications are benign. For exam- 484
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Retriever None News

Feedback 1st 2nd ∆ 1st 2nd ∆

Full 58.5 54.4 4.1 82.4 76.9 5.5
Rat. 56.3 53.1 3.2 85.1 80.4 4.7
RScore 62.0 58.5 3.5 86.1 82.0 4.1
Score 60.1 56.6 3.5 84.9 81.1 3.8

Table 5: GPT-4o detector AUC-ROC on the first two
rounds fake news generated with different types of de-
tector feedback in the adversarial setup. “Rat.” use
non-RAG detector rationale, “RScore” has no access to
rationale but the RAG detector’s plausibility scores for
ranking. “Score” adopts retrieval-free detector’s scores.

ple, LLMs perform a lot of paraphrasing to adjust485

the wording of news content, which can be seen in486

the second example. However, LLMs are capable487

of incorporating misinformation in a very coher-488

ent way, replacing entities with close counterparts489

or hallucinating plausible events that are not eas-490

ily verifiable. LLMs generally lengthen the news491

content, which we also observe in Figure 4. The492

modified news remains in the same narrative as the493

original real news.494

From the Iran election example, we observe how495

the LLM refines its generation over rounds. Ini-496

tially, it chooses a naive modification by simply497

replacing Iran with another Middle Eastern country,498

Saudi Arabia. The discrepancy between Saudi Ara-499

bia and the parliamentary system is discovered by500

the detector, which prompts the generator to revert501

the change and target another factor of the event.502

The second trial makes similar mistakes (omitted503

in the table). The third trial, which falsifies the504

reason for the protest as “fuel price hikes,” remains505

implausible for Iran. In the end, the model comes506

up with a more plausible but nonfactual cause. The507

RAG detector score jumps to the true news region,508

which shows that the model exploits the detector’s509

weaknesses in recognizing some recent events (e.g.,510

the 2022 protest) in connection to unseen events511

(e.g., 2024 parliamentary election).512

6 Related Work513

Fake News Generation and Detection LLMs514

have been widely studied for fake news detec-515

tion and generation (Goldstein et al., 2023; Su516

et al., 2023a; Hu et al., 2024; Chen and Shu, 2024;517

Liu et al., 2024). External evidence in the form518

of search results or knowledge graphs has been519

demonstrated to improve the detection of fake520

news (Fung et al., 2021; Xu et al., 2022; Liao et al.,521

2023; Pelrine et al., 2023). 522

From the generation perspective, recent research 523

has also shown that external evidence can improve 524

the style, domain and factual consistency of gen- 525

erated fake news (Shu et al., 2021; Mosallanezhad 526

et al., 2022; Lucas et al., 2023; Huang et al., 2023; 527

Wang et al., 2024). However, they investigate one- 528

round generation that is less effective in deceiving 529

today’s state-of-the-art LLM-based detectors. Our 530

approach introduce the iterative process and the de- 531

tector perspective which helps to digest the external 532

evidence in examining the flaws of generation. 533

Adversarial setups have been used to improve the 534

robustness of LLMs in tasks such as AI-generated 535

text detection and math problem-solving (Hu et al., 536

2023a; Zhu et al., 2023; Xie et al., 2024). Most 537

of these works focus on modifications that do not 538

change the semantics of the text, which is different 539

from our approach that aims to introduce factual 540

errors in the text. Tailoring to the task of fake news 541

detection, we design a feedback loop using the 542

detector’s rationale to guide the generation process, 543

which is a rather realistic threat model in the real- 544

world fact-checking scenario. 545

Temporal Reasoning on Future Events Predict- 546

ing the plausibility of future events requires tempo- 547

ral knowledge and reasoning (Dhingra et al., 2022). 548

LLMs have the knowledge of the past, but not the 549

future, which they rely on retrieval to access (Kasai 550

et al., 2023; Vu et al., 2024). A similar ability has 551

also been studied in the context of the forecasting 552

task (Zou et al., 2022; Halawi et al., 2024). 553

7 Conclusion 554

In this paper, we evaluate large language models on 555

fake news detection of events that happen beyond 556

their knowledge cutoff date. We find that the con- 557

ventional use of political claims from fact-checking 558

websites is unsuitable for such tests because of 559

emergent shortcuts in data. We thus propose an 560

adversarial iterative pipeline to generate fake news 561

that can gradually evade strong RAG-based detec- 562

tors. Our experimental results shed light on the 563

behaviors of LLMs in detecting and generating 564

fake news about the current world. We hope the 565

evaluation pipeline and dataset encourage research 566

efforts toward robust factual reasoning models un- 567

der temporal distribution shift. 568
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8 Limitations569

Our work focuses on evaluating prompting-based570

LLM detectors. LLM-generated fake news does ex-571

hibit patterns that are not present in human-written572

fake news, which may limit the generalizability of573

our data for training detectors (Zellers et al., 2019;574

Huang et al., 2023). Future work may employ debi-575

asing techniques (e.g., paraphrasing using the same576

LLM) to mitigate this issue (Su et al., 2023b). Our577

experiments are primarily based on English data578

and U.S. news, which might limit the conclusion579

to generalize to other languages and news of coun-580

tries. The background study discusses the common581

issues and biases in utilizing popular fact-checking582

data; however, the specific findings are not intended583

to apply to all the fact-checking sources.584

Using NBC News as a source of ground truth,585

we assume that this source is reliable and factual.586

We believe that this is not a strong assumption,587

but all sources are not perfect and can be biased.588

Nevertheless, our pipeline can be applied to other589

sources. Our generation is grounded in actual590

events rather than generating completely imaginary591

events, which can also spread damaging misinfor-592

mation. However, during the rewriting process, the593

LLM may introduce hallucinated details of events594

that cannot be found in any existing external source,595

in which case the LLM should rely on its paramet-596

ric knowledge to judge the plausibility.597

9 Ethics Considerations598

Our work aims to improve the robustness of fake599

news detection models by generating challenging600

fake news that can evade detection. We acknowl-601

edge the potential misuse of our method to create602

more deceptive misinformation. Simultaneously,603

we have shown that RAG-based detectors with604

high-quality retrieval can effectively counter such605

misinformation. Our approach focuses on the fac-606

tual reasoning aspect of fake news detection. Fake607

news generated does not usually contain propa-608

ganda, hate speech, or other harmful content. The609

release of generators is critical to prepare detectors610

against adversarial attacks (Zellers et al., 2019).611

We will responsibly release our code and data to612

facilitate further research on fake news detection.613
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A Appendix912

Model Version Knowledge Cutoff

gpt-3.5-turbo-0125 September 2021
gpt-4-turbo-2024-04-09 December 2023
gpt-4o-2024-05-13 October 2023
gemini-1.5-pro-002 November 2023
gemini-1.5-flash-002 November 2023
Llama 3.1 (405B Instruct) December 2023

Table 6: Versions and knowledge cutoff dates of the Ope-
nAI, Gemini (Gemini Team, 2024), and Llama (Meta
AI, 2024) models used in our study.

A.1 PolitiFact Experiment Details913

PolitiFact adopts six fine-grained labels for the914

truthfulness ratings: pants-fire, false, barely-true,915

half-true, mostly-true, and true. For the calcula-916

tion of AUC-ROC, we adopt a common binariza-917

tion to categorize the first three as negative and918

the last three as positive (Liao et al., 2023; Pelrine919

et al., 2023). Digging into the increasing differen-920

tial trend of the fake news classes, we find that it921

results from a combination of reasons: 1) there is922

an increasing proportion of the less truthful class923

in the data (i.e., ‘false’ grows over ‘barely true’924

in Figure 5); 2) both the ‘false’ and ‘barely true’925

classes become less plausible (Figure 6).926

We verify the trend by fine-tuning a relatively927

small LM, RoBERTa (Liu et al., 2019), on two sets928

of data from different years. In one experiment,929

we train the model on PolitiFact data from 2015930

and evaluate it on data from 2016. In the other, we931

train the model on data from 2022 and evaluate it932

on data from 2023 and 2024. The results show that933

the later data results in a higher AUC-ROC score934

(0.765 versus 0.680), which is roughly equal to the935

performance of the GPT-3.5 detector.936

Ablating the attributes we use to classify a news937

story (Figure 8), we find that none of the attributes938

affect the increasing trend. Interestingly, we find939

that GPT-4o makes more accurate prediction when 940

we ignore the date of publication in the prompt. Re- 941

moving the originator of the claim is harmful, but 942

not decisive—the classifier can judge the validity 943

of a claim regardless of the speaker’s credibility. 944

Year #Real #Fake Real Prop.

2015 720 510 0.59
2016 938 758 0.55
2017 526 579 0.48
2018 501 625 0.44
2019 414 422 0.50
2020 343 578 0.37
2021 245 392 0.38
2022 236 402 0.37
2023 167 221 0.43
2024 97 189 0.34

Table 7: The absolute numbers of both real and fake
news selected in PolitiFact decrease, and the portion of
real news in the range of [2020, 2024] decreases to an
average of 38% from an average of 51% in the range of
[2015, 2019]. 2024 data is up to August.

Additionally, there is a meaningful distribution 945

shift in PolitiFact data over the years. We observe 946

that the proportion and the absolute number of true 947

news has decreased significantly in recent years, 948

which may result from the increasing prevalence of 949

misinformation in the political landscape (Table 7). 950

From a machine learning perspective, this distri- 951

bution shift leads to pronounced class imbalance, 952

which can negatively impact the evaluation of fake 953

news detection models if not properly accounted 954

for. 955
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Figure 5: Proportion of three fake news classes of Poli-
tiFact claims over the years, up to August 2024.

A.2 RAG Setup 956

To build an in-house RAG pipeline, we gather 957

811,000 news articles from various news sources 958

within the same date range to create our retrieval 959

corpus. We remove the exact seed true news 960

from the retrieval corpus to avoid direct contam- 961

ination. For popular news stories, multiple news 962
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Figure 6: GPT-4o (retrieval-free) predicted plausibility
of PolitiFact claims over the years, up to August 2024.

AUROC F1-Ma Acc

Sampling 77.5 70.7 70.9
0 temp 76.2 69.4 69.4

Table 8: GPT-4o detector with different sampling tech-
niques on the LIAR dataset. Compared to taking one
prediction with a temperature of 0, which is essentially
the highest probability output, sampling with a tempera-
ture of 1 avoids overconfidence and produces smoother
output.

Event Range 2015-2018 2021-2024

"Factuality" 0.775 0.815
"Plausibility" 0.753 0.822

Table 9: GPT-4o detector using prompts with different
wording referring to the event likelihood. We report the
AUROC on the PolitiFact data over the years. “Factu-
ality” suits the fact-checking narrative of past events,
while “Plausibility” better describes current and future
events.

portals may have similar coverage, which we al- 963

low for cross-verification. They still contain vary- 964

ing details that the detector can reason about (Ta- 965

ble 12). A dense passage retriever (Karpukhin 966

et al., 2020) pretrained on the Natural Questions 967

dataset (Kwiatkowski et al., 2019) is employed to 968

index this corpus and provide 5 relevant articles 969

when queried with a news headline. We addition- 970

ally implement an online RAG pipeline using Ser- 971

pApi to retrieve 5 Google search snippets for the 972

given news headlines. We remove NBC News from 973

the search results for similar reasons stated above. 974

Due to the cost of the API, we only use it for the 975

final evaluation of the generated fake news. 976

A.3 Details of Baseline Datasets 977

We compare to two recent LLM fake news datasets. 978

We adopt the machine-written GossipCop and Poli- 979

tiFact datasets from Su et al. (2023b). The Poli- 980

tiFact subset contains 132 true news and 97 fake 981

news. The GossipCop dataset is down-sampled 982

to 200 true and fake news. We adopt the rewrite 983

and information manipulation variants of Chen and 984

Shu (2024) generated by ChatGPT based on Poli- 985

tiFact. The rewrite subset contains 126 true news 986

and 270 fake news. The information manipulation 987

subset contains 378 true news and 378 fake news 988

from three sub-variants (i.e., Outdated Information, 989

Description Ambiguity, False Context). 990

A.4 Detector and Generator Prompts 991

We adopt simple prompts that implement corre- 992

sponding functionality but do not introduce domain 993

or dataset-specific heuristics to maximize general- 994

izability. 995

Detector

<system> Today is March 26, 2024. You
predict the plausibility of a news you
haven’t seen. </system>

Please predict the plausibility of the
following news story:
<news/>
Please give a number representing the
plausibility (1-10) and nothing else.

996

RAG Detector

<system> Today is March 26, 2024. You
predict the plausibility of a news you

997

13



haven’t seen given a list of related news
stories from search results. </system>

Related news stories from search re-
sults:
<retrieval/>
Please predict the plausibility of the
following news story:
<news/>
Please give a number representing the
plausibility (1-10) and nothing else.

998

Detector Rationale

<system> Today is March 26, 2024. You
fact-check a news you haven’t seen, given
a list of related news stories from search
results. </system>

Related news stories from search re-
sults:
<retrieval/>
Please predict the plausibility of the
following news story:
<news/>
Please explain what you find suspicious
about the news story. Give the top 3 points
in a list format and nothing else.

999

Generator

<system> Today is March 26, 2024.
Please rewrite a real recent news story to
introduce some believable factual errors.
The modification should be able to fool
professional fact-checkers.
Format
Error introduced:
Title:
Description: </system>

Please rewrite the following news story.
<news/>
It was previously rewrote as:
<last_iter_news/>
Fact-checkers found the following suspi-
cious:
<rationale/>
Please rewrite the news story to make it
more believable and fool the fact-checkers.

1000

Contradiction Detector

News 1
<news/>
News 2
<fake_news/>
Does News 2 conflict with News 1? Please
type yes or no and nothing else.

1001
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Figure 7: Comparison of different detectors (AUC-ROC) on PolitiFact claims over the years, up to August 2024.
This figure shows the results on raw data without balancing. The absolute number and proportion of true news
decrease throughout the year.
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results on balanced data.
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Retriever None News Google

Detector first last ∆ first last ∆ first last ∆

Gemini-Flash 54.6 50.6 4.0 73.9 62.4 11.5 80.0 72.2 7.7
Gemini-Pro 56.3 52.1 4.3 69.7 59.2 10.5 74.9 66.0 8.8
GPT-3.5 53.4 50.0 3.4 70.8 59.4 11.4 76.8 66.7 10.0
GPT-4o 57.2 49.9 7.2 83.0 66.3 16.7 91.3 83.0 8.4
Llama 3.1 57.4 52.3 5.1 80.9 69.2 11.7 91.3 83.2 8.2

Table 10: Average Precision (AP) of different detectors on the generated fake news of the first and last iteration.
The ∆ column shows the effects of the iterative process. News refers to the in-house DPR retriever on news-please
data, and Google refers to the Google search API results.
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Figure 9: Non-RAG-based detectors with different LLM
backbones (AUC-ROC) on iteratively generated fake
news.
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Figure 10: Google-RAG-based detectors with different
LLM backbones (AUC-ROC) on iteratively generated
fake news.
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Query: Saudi Arabia’s parliamentary vote sees a low turnout despite government push
News (DPR)
2024-03-11 - Government claims public’s lack of understanding of referenda led to landslide ’no’ vote
Voters overwhelmingly rejected proposed changes to care the highest ever “no” vote percentage in an Irish referendum

2024-03-05 - Opposition leaders react to the announcement of the date for the presidential elections
CARACAS After announcing the date for the next elections in Venezuela, guided by the CNE On July 28, leaders of the
Venezuelan opposition expressed their

2024-03-09 - Polls could have been derailed because of just one LHC order: CJP
Justice Faez underscores pivotal role outgoing Justice Tariq Masood could have played as LHC CJ but SC benefited immensely
from his presence | Justice Tariq urges judges

2024-03-04 - Senegal election crisis shakes support for Macky Sall’s coalition
DAKAR, March 4 (Reuters) – Writer Moustapha Gueye voted for Senegalese President Macky Sall at the last two elections.
But disappointment in Sall’s second term and the president’s thwarted attempt to postpone the next vote have shaken Gueye’s
allegiance to the ruling Benno Bokk Yakaar (BBY) coalition. Reclining on a sofa at his home in Dakar, Gueye [. . . ]

2024-03-03 - The government’s attempt for answers [Feb. 24-Mar. 1]
The federal government has ordered the executives of Bell, Rogers, and Telus to answer questions about telecom pricing after
previous requests were denied.

Google
Title: First Iranian parliament vote since 2022 mass protests sees ...
Source: PBS, Mar 1, 2024
Content: Iran held its first parliamentary election Friday since mass 2022 protests over mandatory hijab laws following the
death of Mahsa Amini, apparently drawing a ...

Title: Low turnout in Saudi Arabia’s local polls | News
Source: Al Jazeera, Oct 22, 2011
Content: With women excluded until 2015, only men voted in kingdom’s second-ever election, and polling booths remain
mostly empty.

Title: Growing ’Despondency’ And Hard-Liners’ Dominance
Source: Radio Free Europe/Radio Liberty,
Content: Iranian President Ebrahim Raisi casts his vote during parliamentary elections in Tehran on March 1. “The Islamic
republic is now a minority-ruled ...

Title: Democracy in Crisis
Source: Freedom House,
Content: Political rights and civil liberties around the world deteriorated to their lowest point in more than a decade in 2017,
extending a period characterized by ...

Title: In Saudi Arabia, Only Men Vote, And Not Often
Source: NPR, Sep 29, 2011
Content: Only men could vote in polls to fill half the seats on some 300 municipal councils. The other half are appointed by
the government."

Table 11: Sample retrieval results corresponding to example 3 (round 1) in Table 4, the search query is about “Saudi
Arabia”, Google robustly returns “Iran” results.
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Query: Iranian parliamentary vote sees a low turnout despite government push
News (DPR)
"Related news stories from search results:

2024-03-01 - Iranian parliament vote, first since 2022 mass protests, sees a low turnout despite government push
Iran has held its first parliamentary election since mass 2022 protests over mandatory hijab laws after the death of Mahsa
Amini, apparently drawing a low turnout amid calls for a boycott. It wasn’t immediately clear if voter apathy or an active
desire to send a message to Iran’s theocracy depressed the number of voters coming to polling stations Friday across the
Islamic Republic. While state-controlled television broadcast images of lines of voters, others across the capital of Tehran
saw largely empty polling stations. Some, including imprisoned Nobel Peace Prize laureate Narges Mohammadi, urged a
boycott of a vote they derided as a “sham.""

2024-03-01 - Iranian Parliament Vote, First Since 2022 Mass Protests, Sees a Low Turnout Despite Government Push
Get latest articles and stories on World at LatestLY. Iran held its first parliamentary election on Friday since mass 2022
protests over mandatory hijab laws following the death of Mahsa Amini, apparently drawing a low turnout amid calls for a
boycott.
World News | Iranian Parliament Vote, First Since 2022 Mass Protests, Sees a Low Turnout Despite Government Push.

2024-03-01 - Iranian parliament vote, first since 2022 mass protests, sees low turnout despite government push
It wasn’t immediately clear if voter apathy or an active desire to send a message to Iran’s theocracy depressed the number of
voters coming to polling stations across the Islamic Republic.

2024-03-11 - Government claims public’s lack of understanding of referenda led to landslide ’no’ vote
Voters overwhelmingly rejected proposed changes to care the highest ever “no” vote percentage in an Irish referendum

2024-03-02 - Low turnout in Iran’s first vote since 2022 protests
Iran’s voters have been reluctant to turn out in the country’s first parliamentary election since protests over the death in
custody of Mahsa Amini in 2022.

Google
Title: First Iranian parliament vote since 2022 mass protests sees ...
Source: PBS, Mar 1, 2024
Content: Iran held its first parliamentary election Friday since mass 2022 protests over mandatory hijab laws following the
death of Mahsa Amini, apparently drawing a ...

Title: Iranian parliament vote, first since 2022 mass protests ...
Source: Euronews.com, Mar 1, 2024
Content: Officials including Supreme Leader Ayatollah Ali Khamenei sought to link turnout directly to taking a stand against
Iran’s enemies.

Title: Hard-liners dominate Iran parliamentary vote that saw a ...
Source: AP News, Mar 4, 2024
Content: Iranian hard-line politicians dominated the country’s vote for parliament. However, the election Friday also saw a
record-low turnout.

Title: Low turnout as conservatives dominate Iran parliamentary ...
Source: Al Jazeera, Mar 4, 2024
Content: Conservative politicians will dominate Iran’s parliament, according to election results, maintaining their hold on the
Islamic Consultative ...

Title: Iranian parliament vote sees low turnout
Source: The Sydney Morning Herald, Mar 2, 2024
Content: Iran on Friday held its first parliamentary election since mass 2022 protests over mandatory hijab laws following
the death of Mahsa Amini.

Table 12: Sample retrieval results corresponding to example 3 (round 3) in Table 4, the search query is about “Iran”,
both search engines return relevant results for cross-verification.

18



ID Originator Claim Date

11593 Marco Rubio Says Ted Cruz "is a supporter of legalizing people that are in this
country illegally" and "proposed giving them work permits."

November 12, 2015

11099 Tom Cotton President Barack Obama "said at the beginning of the negotiations
that the basic approach was to dismantle Iran’s nuclear program in
exchange for dismantling the sanctions."

July 15, 2015

11206 Bernie Sanders "We spend almost twice as much per capita on health care as do the
people of any other country."

August 16, 2015

10672 Sally Kohn "White men account for 69 percent of those arrested for violent
crimes."

March 19, 2015

10845 Alex McMurtrie Jr. State legislators "quietly shifted $2 billion from education to road
building" in 2013.

May 7, 2015

11741 Steven Landes Medicaid expansion "could cost the Commonwealth of Virginia over
$1 billion a year..."

December 24, 2015

11443 Steven Costantino "I did not play any role in bringing the company to RI as did others
in government. I was tasked with handling the legislation affecting
the company by my superiors."

September 27, 2015

10738 Judicial Watch "ISIS camp a few miles from Texas, Mexican authorities confirm." April 14, 2015
10680 Martin Smith By allowing brewpubs to sell beer, Georgia could become like Mex-

ico with only a couple of manufacturers controlling all aspects of
market.

March 23, 2015

11282 Ted Cruz "The Iran Deal will facilitate and accelerate the nation of Iran acquir-
ing nuclear weapons."

September 9, 2015

Table 13: PolitiFact collected fake news from 2015, randomly sampled from examples that are assigned a “false”
Truth-O-Meter label.

ID Originator Claim Date

25742 Brigitte Gabriel "For 18 months under President Trump, not a single American was harmed
in Afghanistan.”

July 2, 2024

25078 Steve Scalise The Senate’s border bill “accepts 5,000 illegal immigrants a day.” February 4, 2024
25020 Ron DeSantis Says Winston Churchill said, “Success is not final, failure is not fatal: it is

the courage to continue that counts.”
January 21, 2024

25800 Jon Stewart Milwaukee’s Marcus Performing Arts Center – where ’The Daily Show’
had been scheduled – “was originally located in the ‘soft perimeter,’ they
called it, security-wise” but “was shifted, understandably so, to the ‘hard
perimeter.’”

July 16, 2024

25553 Ron Johnson "Every Senate Democrat has voted to support unlimited abortions up to the
moment of birth.”

April 15, 2024

25596 Jesse Watters Judge Juan Merchan “overrules every objection from the defense and sus-
tains every objection from the prosecution” during former President Donald
Trump’s New York trial.

May 28, 2024

25240 Donald Trump “Biden has implemented a formal policy that illegal aliens who intrude into
the United States are granted immunity from deportation.”

March 9, 2024

25376 Donald Trump "Crime is down in Venezuela by 67% because they’re taking their gangs
and their criminals and depositing them very nicely into the United States.”

April 2, 2024

25956 Eric Hovde Says U.S. Sen. Tammy Baldwin “has done absolutely nothing” about the
fentanyl crisis.

August 13, 2024

25082 Elon Musk Biden’s strategy is to “get as many illegals in the country as possible” and
“legalize them to create a permanent majority.”

February 2, 2024

Table 14: PolitiFact collected fake news from 2024, randomly sampled from examples that are assigned a “false”
Truth-O-Meter label.
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