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Abstract001

This paper addresses critical gaps in Arabic lan-002
guage model evaluation by establishing com-003
prehensive theoretical guidelines and introduc-004
ing a novel evaluation framework. We first ana-005
lyze existing Arabic evaluation datasets, iden-006
tifying significant issues in linguistic accuracy,007
cultural alignment, and methodological rigor.008
To address these limitations, we present the009
Arabic Depth Mini Dataset (ADMD), a care-010
fully curated collection of 490 questions span-011
ning ten major domains. Using ADMD, we012
evaluate five leading language models: GPT-4,013
Claude 3.5 Sonnet, Gemini Flash 1.5, Com-014
mandR 100B, and Qwen-Max. Our results015
reveal significant variations in model perfor-016
mance across different domains, with partic-017
ular challenges in areas requiring deep cul-018
tural understanding and specialized knowl-019
edge. Claude 3.5 Sonnet demonstrated the high-020
est overall accuracy at 30%, showing notable021
strengths in mathematical, Arabic and islamic022
domains. This work provides both theoretical023
foundations and practical insights for improv-024
ing Arabic language model evaluation, empha-025
sizing the importance of cultural competence026
alongside technical capabilities.027

1 Introduction028

The evaluation of Arabic large-language models029

(LLMs) presents unique challenges that extend be-030

yond conventional metrics of linguistic accuracy.031

As these models become increasingly prevalent in032

various applications, the need for comprehensive033

and culturally aware evaluation frameworks has be-034

come critical. Recent developments in Arabic LLM035

evaluation have produced several datasets, includ-036

ing GPTArEval (Khondaker et al., 2023), Ghafa037

(Almazrouei et al., 2023), and ArabicMMLU from038

openAI (OpenAI, 2024), each attempting to ad-039

dress different aspects of model assessment. How-040

ever, these efforts often fail to provide a compre-041

hensive evaluation that includes both technical pro-042

ficiency and cultural understanding. 043

Current evaluation approaches frequently rely 044

on translated content (Romanou et al., 2024) or 045

simplified metrics that fail to capture the nuances 046

of Arabic language and culture (OpenAI, 2024). 047

This limitation is particularly evident in specialized 048

domains such as Islamic studies, classical literature, 049

and technical fields where cultural context and do- 050

main expertise are crucial. Furthermore, existing 051

datasets often exhibit inconsistencies in linguistic 052

standards and cultural representation, potentially 053

resulting in misleading assessments of model capa- 054

bilities. 055

Our work addresses these challenges through 056

three main contributions. First, we establish the- 057

oretical guidelines for Arabic evaluation datasets 058

that encompass linguistic standards, cultural align- 059

ment, and methodological requirements. Second, 060

we conduct a detailed analysis of existing evalua- 061

tion datasets, identifying common pitfalls and areas 062

for improvement. Third, we introduce the Arabic 063

Depth Mini Dataset (ADMD), a specialized eval- 064

uation tool designed to assess both technical and 065

cultural competencies across diverse domains. 066

The ADMD represents a significant advance- 067

ment in the evaluation of Arabic LLM, featuring 068

carefully curated questions that demand deep under- 069

standing rather than surface-level pattern matching. 070

By evaluating leading language models using this 071

dataset, we provide insights into current model ca- 072

pabilities and limitations, particularly in handling 073

complex Arabic queries that require cultural aware- 074

ness and specialized knowledge. 075

This paper is organized as follows: Section 2 076

reviews related work in Arabic LLM evaluation, 077

Section 3 presents our theoretical guidelines, Sec- 078

tion 4 analyzes existing evaluation datasets, Section 079

5 introduces the ADMD and presents evaluation re- 080

sults, and Section 6 discusses limitations and future 081

work directions. 082
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Dataset Reviewed Handwritten Generated Translated
GPTArEval (Khondaker et al., 2023) × ✓ × ×

Ghafa (Almazrouei et al., 2023) × ✓ × ✓
ArabicMMLU (Koto et al., 2024) ✓ × × ✓

AraDICE (Mousi et al., 2025) × ✓ × ×
ArSTEM (Mustapha et al., 2024) ✓ × ✓ ×
Aya Expanse (Dang et al., 2024) × × ✓ ✓
AraTrust (Alghamdi et al., 2024) ✓ ✓ × ×

ILMAAM (Nacar et al., 2025) ✓ × ✓ ×
ADMD (Ours) ✓ ✓ × ×

Table 1: Comparison of Arabic LLM Evaluation Datasets based on annotation type and content origin.

2 Related Works083

Recent advancements in Arabic large language084

model (LLM) evaluation have produced several no-085

table datasets and benchmarks. GPTArEval (Khon-086

daker et al., 2023) focuses on natural language087

understanding and generation tasks, incorporating088

ORCA (Elmadany et al., 2023) datasets. While089

Ghafa (Almazrouei et al., 2023) utilizes translated090

content with native speaker revisions and Ara-091

bicMMLU (Koto et al., 2024) covers diverse topics,092

both datasets face challenges with linguistic accu-093

racy and comprehensive domain coverage. Cul-094

tural representation in Arabic LLMs has been ex-095

amined through specialized datasets like AraDICE096

(Mousi et al., 2025) for dialectal and cultural eval-097

uation, and ArSTEM (Mustapha et al., 2024) for098

scientific knowledge assessment. Notable Arabic099

LLM development teams have contributed eval-100

uation methodologies, with Jais (Sengupta et al.,101

2023) and Allam (Bari et al., 2024) employing102

varied approaches to dataset curation. The Aya Ex-103

panse model (Dang et al., 2024) notably utilized104

translated and generated content, while maintaining105

transparency about GPT-generated materials. Criti-106

cal analysis by (Nacar et al., 2025) has identified107

significant limitations in existing benchmarks and108

created a dataset generated from trusted books, par-109

ticularly in ArabicMMLU (OpenAI, 2024), rang-110

ing from linguistic inaccuracies to methodologi-111

cal flaws. In response, AraTrust (Alghamdi et al.,112

2024) was developed to address these challenges113

and enhance LLM reliability assessment (look Ta-114

ble 1.)115

In the scope of the ongoing efforts to establish116

robust Arabic evaluation datasets, our work pro-117

vides a theoretical foundation and empirical as-118

sessment of three key evaluation datasets: Ghafa,119

ArabicMMLU, and INCLUDE. Furthermore, we 120

introduce the Arabic Depth Mini Dataset (ADMD) 121

as a foundational resource for developing a more 122

extensive and specialized Arabic QnA dataset, ad- 123

dressing gaps in evaluating deep domain knowl- 124

edge. 125

3 Theoretical Guidelines 126

This section outlines the theoretical standards and 127

instructions necessary for building an Arabic eval- 128

uation dataset, ensuring linguistic, cultural, and 129

methodological soundness. The guidelines are cat- 130

egorized into the following areas (look figure 1) and 131

was inspired by our work in (Nacar et al., 2025): 132

3.1 Linguistic Standards 133

This section outlines the essential guidelines for en- 134

suring high-quality and accurate translations, em- 135

phasizing linguistic precision, consistency, and con- 136

textual appropriateness in Arabic. 137

• Translation Quality: 138

– Ensure that all terms are translated ac- 139

curately; untranslated terms must be 140

transliterated if necessary (and the non- 141

Arabic word could be mentioned be- 142

tween brackets). 143

– Avoid literal translations by focusing on 144

contextual adaptation, ensuring natural 145

and consistent rendering. 146

– Review machine translations thoroughly 147

and ensure alignment across multiple 148

uses of the same term (e.g., consistency 149

in letter choices for the answers like list- 150

ing the Answers either in A,B,C or in 151

Arabic h. ,H. ,


@. 152

• Linguistic Accuracy: 153
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Main Standards Aspects

Linguistic Standards

Translation Quality

Linguistic Accuracy

Special Arabic Cases

Cultural Alignment

Cultural Relevance

Philosophical and Ethical Basis

Terminological Adaptation

Methodological and
Structural Standards

Dataset Structure

Source Validation

Data Depth

Evaluator Requirements

Figure 1: Mindmap Representation

– Adhere strictly to Arabic grammar, mor-154

phology, syntax, and orthographic rules.155

– Avoid weak linguistic structures even if156

grammatically correct.157

– Ensure stylistic adequacy and use expres-158

sions that match the intended purpose159

and context.160

• Special Cases:161

– Write poetry accurately, maintaining its162

structure and prosody.163

– Write mathematical notations either in164

Arabic form or provide clear rules for165

using Latin symbols.166

– Ensure consistent orthographic represen-167

tation of dialects by adhering to a stan-168

dard framework, for example, (Habash169

et al., 2018).170

3.2 Cultural Alignment171

This subsection emphasizes aligning content with172

Arabic cultural contexts, adapting philosophical173

concepts, and using culturally appropriate termi-174

nology.175

• Cultural Relevance:176

– Ensure questions, examples, and refer-177

ences align with the cultural, histori-178

cal, and social contexts of the Arabic-179

speaking world.180

– Avoid introducing examples or entities181

that are disconnected from Arab culture,182

such as irrelevant or Western-specific ref-183

erences.184

• Philosophical and Ethical Basis:185

– Refrain from presenting Western philo- 186

sophical or ethical concepts as universal 187

truths without explanation or adaptation. 188

– Avoid using expressions or examples that 189

conflict with Arab cultural context or not 190

used. 191

• Terminological Adaptation: 192

– Replace Westernized terms with cultur- 193

ally and linguistically appropriate Arabic 194

terms (in standard Arabic or in dialects). 195

– Provide Arabic equivalents or translitera- 196

tions where necessary, maintaining cul- 197

tural integrity. 198

3.3 Methodological and Structural Standards 199

This subsection defines standards for organizing 200

datasets, validating sources, and ensuring data 201

depth and inclusivity. 202

• Dataset Structure: 203

– Organize questions logically, ensuring 204

they are placed in their relevant cate- 205

gories. 206

– Avoid redundancy or confusion by group- 207

ing related queries appropriately. 208

– Ensure the information is current and in- 209

cludes accurate dates. 210

• Source Validation: 211

– Attribute knowledge and data to original 212

Arabic primary sources, including books, 213

studies, and statistical studies that are 214

connected to Arabic societies. 215

– Avoid over-reliance on non-Arabic sec- 216

ondary references when constructing 217

Arabic datasets. 218
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– Writing Quranic texts with complete ac-219

curacy using the Uthmanic script.220

• Data Depth:221

– Ensure the dataset reflects depth and rich-222

ness, avoiding straightforward, shallow,223

or overly simplistic questions and an-224

swers.225

– Incorporate diverse perspectives within226

the Arabic-speaking world for inclusiv-227

ity.228

3.4 Evaluator Requirements229

Evaluators must demonstrate proficiency in Arabic,230

including linguistic nuances and cultural contexts,231

alongside strong subject matter expertise. To en-232

hance evaluation efficiency, a Python library uti-233

lizing the Claude Sonnet model was developed234

post-analysis. This library, available on GitHub1,235

automates dataset evaluation based on theoretical236

guidelines.237

4 Review of famous Arabic Evaluation238

datasets239

We selected three datasets for evaluation, sampled240

them, and analyzed the issues based on our pro-241

posed theory. The evaluation criteria were aligned242

with the key concepts discussed in the previous sec-243

tion, including Language Rules, Scientific Writ-244

ing, Cultural Values, and Information Correct-245

ness. Each criterion was scored on a scale of 1246

to 10. The chosen datasets are as follows: (1)247

the Ghafa dataset (Almazrouei et al., 2023), (2)248

the ArabicMMLU dataset (OpenAI version) (Ope-249

nAI, 2024), selected for being the latest version of250

MMLU and reviewed by native Arabic speakers,251

and (3) the Cohere "Include" dataset (Romanou252

et al., 2024).253

4.1 Al Ghafa Dataset254

From this dataset (Almazrouei et al., 2023), we255

sampled 100 examples, which were reviewed by a256

native Arabic speaker according to the evaluation257

criteria outlined previously. The dataset received258

the following scores:259

and we decided that the sample which is under260

5 evaluation is a ’wrong sample’ and we extracted:261

50 wrong samples from language rules, 42 from262

Scientific Writing, 60 from Cultural Values, and 26263

from Information Correctness Below are examples264

1https://github.com/serrysibaee/EAED

Criterion Score /10
Language Rules 4.5
Scientific Writing 4.6
Cultural Values 3.9
Information Correctness 6.1

Table 2: Evaluation Scores for Al Ghafa Dataset

of evaluated samples, along with their identified 265

issues: 266

1. �
é
	
J� ½

�
�Ë@ ÐñK
 ÐAJ
� Translation: Fasting on 267

the day of doubt is a Sunnah. 268

• Issue: The answer is inconsistent—its 269

ruling is either obligatory or forbidden, 270

depending on the disagreement. 271

2. ((18)
��
é
�
J

	
K� A
�
K.

�
YË @

�
¨
�
Y
�	
J
�
�) Translation: Allah 272

said, "So let him call his associates (17), We 273

will call the guards of Hell (18)." 274

• Issue: Incorrect transcription of the 275

Quranic text, including errors in diacrit- 276

ics. The correct form is �
é
�
J

	
K� AK.

��	QË @. 277

3.
�	Q
�	
�J
Ë�

�Q
��
�
�
J
K.�

�
ÐA
�
« 13 �

�
Ë @ Translation: Thirteen 278

years old Peter Linz. 279

• Issue: Grammatical error—the correct 280

form is A
�
ÓA
�
« 13 �

�
Ë @. 281

4. ? È
�
A
�
g.
��QË @

�
Y
��
J

�
�

�
ñ
�
ë

	
à Õæ�ª� Ë @ é� J


	
�̄

�	
àð

�
Y
�
®�

��
J
�
ª
�
K
 A

�
Ò
�
» 282

Translation: As they believe in his infallibil- 283

ity, is he the master of men? 284

• Issue: Spelling and typographical error. 285

The correct form is
��
é
�
Ò
�
�ª�

�
Ë @. 286

4.2 ArabicMMLU 287

The Arabic MMLU Benchmark (OpenAI, 288

2024), derived from the original English ver- 289

sion (Hendrycks et al., 2020), exists in two 290

translations: one by GPT-3.5 Turbo and another by 291

native Arabic translators. Despite its widespread 292

adoption for Arabic LLM evaluation, the bench- 293

mark exhibits significant limitations in cultural 294

adaptation and translation quality. Empirical 295

analysis revealed three primary deficiencies: 296

(1):Linguistic Fidelity following Arabic Gram- 297

mar and quality Translating, (2):Cultural Align- 298

ment: variant western focus with no Arabic align- 299

ment and (3): Structural Integrity: Suboptimal 300
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organization and insufficient Arabic source attribu-301

tion. with scores Table 3

Criterion Score /10
Language Rules 6.5
Scientific Writing 5.5
Culture Values 3.4
Information Correctness 6.5

Table 3: Evaluation Scores for ArabicMMLU Dataset
302

Below are three representative examples of iden-303

tified issues:304

1. �
éJ
k. ñËñJ
�

	
®Ë @

�
HA

	
®«A

	
�ÖÏ @ Translate: Physiologi-305

cal complications306

• Issue: did not translate the word307
�
éJ
k. ñËñJ
�

	
®Ë @ which has Arabic term308

ZA
	
�«



B@

	
­



KA
	
£ð ,

�
éK
PñÒ�m.

Ì'@.309

2. 

ñ
	
¯A¾

�
K
�
é
	
Jj. ÊË

�
éJ
îD
k. ñ

�
JË @ 
øXAJ. ÖÏ @ Translate:310

Guidelines of the Equality Committee311

• Issue: The reliance on Western laws312

and regulations without providing Arabic313

contextual alternatives.314

3. No mention of any Arabic society studies or315

statistics.316

4.3 INCLUDE dataset317

INCLUDE (Romanou et al., 2024) is a multilin-318

gual benchmark evaluating knowledge and reason-319

ing across 44 languages. The Arabic subset (551320

MCQs) exhibited significant quality issues: (1)321

Poor Quality – 70% contained severe spelling er-322

rors, and 80% required major revisions in structure323

and content. (2) Incorrect Answers – Notably in324

Islamic studies, where precision is critical. (3) Mis-325

information – Some questions conveyed ambigu-326

ous or incorrect meanings, particularly in religious327

contexts. Table 4 presents the dataset evaluation328

(excluding culture-related data2).:329

Below are examples of evaluated samples along330

with their identified issues:331

1. Spelling Errors:332

Original: Y
�
ª
�
K úÎ«

�
è


ñ
�
�
	
�ÖÏ @ Translation: was333

constructed on.334

• Issue: spelling mistake the correct is335

Yª
�
K úÎ«

�
è


A
�
�
	
�ÖÏ @.336

2No culture data was in the dataset

Criterion Score /10
Language Rules 4.5
Scientific Writing 3.5
Cultural Values -
Information Correctness 7.0

Table 4: Evaluation Scores for INCLUDE Dataset.

2. Misleading Questions: 337

Original: �
é
	
J�

	
àA

	
�ÓP Ðñ� Translation: 338

Fasting Ramadan is not mandatory. 339

• Issue: Ramadan Fasting in Islam is 340

mandatory. 341

5 MiniDataset 342

We developed a compact yet highly challenging 343

Arabic dataset3 consisting of 490 carefully curated 344

questions sourced from diverse books and refer- 345

ences. The dataset spans ten major domains, cov- 346

ering general science, Islamic studies, Arabic lan- 347

guage, and cultural topics (detailed in Appendix A). 348

Unlike conventional benchmarks that rely on auto- 349

mated statistical analysis, our evaluation methodol- 350

ogy is based on thorough manual review4. 351

To assess the ability of language models to han- 352

dle complex Arabic inquiries with precision and 353

depth, we conducted extensive testing on lead- 354

ing models, including GPT-4, Sonnet Claude 3.55, 355

Gemini Flash 1.5, CommandR 100B6, and Qwen- 356

Max 2.57. The primary results are presented in 357

Figure 2, with key insights discussed in the follow- 358

ing section. 359

5.1 main insights 360

The human evaluation results reveal significant 361

performance differences among language models 362

in handling complex Arabic questions8. Claude 363

3.5 Sonnet achieved the highest accuracy, cor- 364

rectly answering 147 questions (30%), with notable 365

strength in Mathematics & Computational Sci- 366

ences (50%), Philosophy & Logic (50%), and 367

3uploaded to Hugging Face:
https://huggingface.co/datasets/riotu-lab/ADMD

4After several experiments, we found that the most effec-
tive way to automate the evaluation is by using a judge LLM

5claude-3-5-sonnet-20241022
6https://huggingface.co/CohereForAI/c4ai-command-r-

plus
7https://qwenlm.github.io/blog/qwen2.5-max/
8True means the model answered correctly and False is not-

correct. Partially-True it answered 60-80% correct, Partially-
False the answer is 20-30% correct.
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Model

0

100

200

300

400

TRUE FALSE Partially_True Partially_False

GPT-4 Sonnet Claude GEMINI FLASH 1.5 CommandR100B Qwen-Max 2.5

Figure 2: Models Results: True means the model answered correctly and False is not-correct. Partially-True it
answered 60-80% correctly, Partially-False the answer is 20-30% correct.

General & Miscellaneous Sciences (51.67%), as368

shown in Table 11. In Natural Sciences, it exhib-369

ited a balanced mix of True (45%) and Partially-370

True (45%) responses.371

GPT-4 had the weakest performance, with only372

44 correct answers and the highest incorrect count373

(355) (Table 7), indicating difficulty in nuanced374

Arabic queries. Gemini Flash 1.5 and Com-375

mandR100B showed moderate performance but376

high false rates (Table 10, Table 9). Qwen-Max377

had one of the lowest True counts (52) while being378

competitive in Partially-True responses (Table 8),379

reflecting weaknesses in factual reasoning.380

Islamic & Religious Studies and Linguistics381

& Literature had the highest false rates, with382

Claude 3.5 Sonnet performing relatively better383

(41.82% False vs. over 80% for other mod-384

els). These results highlight the models’ struggles385

with nuanced interpretation. Future improvements386

should focus on reducing False responses while387

refining Partially-True classifications to enhance388

factual accuracy.389

We can see from Table 5 while comparing it to390

Table 69 (El Filali et al., 2025) the big difference391

in the evaluations.392

9from huggingface https://huggingface.co/spaces/OALL/Open-
Arabic-LLM-Leaderboard

Model T (%) F (%) PT (%) PF (%)
Sonnet 33.5 43.5 18.2 4.8

R+ 15.0 54.0 15.6 15.4
Gemini 22.1 56.2 12.0 9.7
GPT-4 11.8 67.3 17.3 3.5
Qwen 13.1 57.4 17.8 11.7

Table 5: Model Performance Metrics (average for each
model on the categories). T:True, F:False, PT:Partially-
True, PF:partially-False

MN AIGhafa arMMLU madQA AraTrust
[1] 78.17 75.84 75.15 89.65
[2] 80.36 69.76 72.91 88.95
[3] 78.10 78.85 68.57 89.96
[4] 78.34 78.60 58.43 89.22
[5] 78.22 71.43 58.11 89.21

Table 6: Model Performance Comparison. The num-
bers [1], [2], [3], [4], and [5] correspond to Ultiima-
72B, Llama-3.3-70B-Instruct, calme-2.1-qwen2.5-72b,
calme-2.2-qwen2.5-72b, and Qwen2.5-72B-Instruct, re-
spectively.

6 Limitations and Future Work 393

This section outlines the limitations of the current 394

study and suggests directions for future research to 395

improve model robustness and evaluation. 396

6



6.1 Limitations397

The study faces several limitations, including the398

scalability challenge of manual evaluation and lim-399

ited query diversity per topic. Key subjects such400

as Physics, Chemistry, and advanced mathemat-401

ics were excluded, alongside minimal expertise402

in specialized fields like Medicine. Subjective403

topics (e.g., Psychology, Cosmology) complicate404

assessment, and dataset evaluation remains time-405

intensive. Additionally, the exclusion of several406

Arabic models restricts the breadth of comparative407

analysis.408

6.2 Future Work409

Future work will focus on expanding the dataset410

to cover more topics and question types, includ-411

ing MCQs and logic-based questions, to enhance412

evaluation comprehensiveness. Additional models,413

such as Jais, Allam, Fanar, Aya, and DeepSeek,414

will be assessed for broader comparison. Moreover,415

optimized prompting strategies will be explored to416

improve response accuracy and quality.417

7 Conclusion418

This paper proposed a comprehensive framework419

for evaluating Arabic language models, address-420

ing linguistic, cultural, and methodological aspects.421

Our analysis identified limitations in existing evalu-422

ation datasets, including linguistic inaccuracies and423

cultural misalignment. To bridge these gaps, we in-424

troduced the Arabic Depth Mini Dataset (ADMD)425

with 490 questions across ten domains. Model eval-426

uations using ADMD revealed varied performance,427

with Claude 3.5 Sonnet excelling in Mathematics &428

Logic but all models struggling with culturally nu-429

anced topics. These findings highlight the need for430

more refined evaluation methodologies to enhance431

Arabic NLP, ensuring both technical precision and432

cultural competence.433
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A Appendix568

A.1 Topics of the ADMD569

This dataset covers 42 topics across various do-570

mains (each topic has 10 questions except general571

language and diversified science each has 50). The572

topics are categorized as follows:573

• Applied Sciences & Engineering:574

– Mechanical Engineering575

– Computer Science576

– Medicine577

– Nutrition (include Health & Fitness)578

– Earth Science579

• Natural Sciences:580

– Biology581

– Cosmology582

• Social Sciences & Humanities:583

– Psychology584

– Sociology585

– Anthropology586

– Media & Communication587

– Economics588

• Islamic & Religious Studies:589

– Quranic Exegesis (Tafsir)590

– Hadith591

– Hadith Terminology (Mustalah)592

– Islamic Jurisprudence (Fiqh)593

– Principles of Islamic Jurisprudence (Usul594

Al-Fiqh)595

– Inheritance Laws (Fara’id)596

– Islamic Creed (Aqeedah)597

– Quranic Recitation Rules (Tajweed)598

– Quranic Readings (Qira’at)599

– Biography of the Prophet (Seerah)600

– Biographies of Islamic Scholars (Tarajim601

Al-Rijal)602

• Linguistics & Literature:603

– Arabic Grammar (Nahw)604

– Arabic Morphology (Sarf)605

– Rhetoric (Balagha)606

– Arabic Prosody & Poetic Meters (Arood607

& Qawafi)608

– Poetry609

– Arabic Language 610

– General Linguistics 611

– Arabic Linguistics 612

– Arabic Logic 613

• Philosophy & Logic: 614

– Philosophy 615

– Arabic Logic 616

• Culture & Arts: 617

– Music 618

– Folklore & Cultural Studies 619

• Mathematics & Computational Sciences: 620

– Mathematics 621

– Machine Learning 622

• General & Miscellaneous Sciences: 623

– General Sciences 624

– Cooking 625

• Historical & Genealogical Studies: 626

– Genealogy (Ansab) 627

This structured categorization ensures a well- 628

organized representation of the dataset’s diverse 629

topics, making it suitable for evaluating Arabic 630

LLMs across multiple domains. 631

A.2 Examples from the ADMD 632

In this section, we present examples from each 633

topic in the ADMD dataset. Due to the length of 634

these examples and technical issues related to han- 635

dling long Arabic texts in the ACL format, we have 636

opted to provide the examples in a more accessible 637

format via a Google Sheet. This allows for easier 638

reading and also includes their English translations. 639

You can access the examples and their transla- 640

tions through the following link: 641

https://docs.google.com/spreadsheets/ 642

d/1Nl9ZDzNK29yJPpFepx453Lhbwf6HAPSnc_ 643

K5sGIfZ7U/edit?usp=sharing 644
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Field of Study True (%) False (%) Partially-True (%) Partially-False (%)
Applied Sciences & Engineering 22.00 42.00 28.00 8.00
Natural Sciences 20.00 35.00 45.00 0.00
Social Sciences & Humanities 12.00 56.00 26.00 6.00
Islamic & Religious Studies 0.91 80.91 10.00 8.18
Linguistics & Literature 1.82 94.55 2.73 0.91
Philosophy & Logic 10.00 80.00 10.00 0.00
Culture & Arts 10.00 75.00 10.00 5.00
Mathematics & Computational Sciences 25.00 45.00 25.00 5.00
General & Miscellaneous Sciences 16.67 65.00 16.67 1.67
Historical & Genealogical Studies 0.00 100.00 0.00 0.00

Table 7: Statistics for gpt-4 answers for the categories

Field of Study True (%) False (%) Partially-True (%) Partially-False (%)
Applied Sciences & Engineering 20.00 42.00 18.00 20.00
Natural Sciences 20.00 15.00 40.00 25.00
Social Sciences & Humanities 18.00 42.00 24.00 16.00
Islamic & Religious Studies 4.55 80.00 5.45 10.00
Linguistics & Literature 1.82 90.00 3.64 4.55
Philosophy & Logic 15.00 70.00 5.00 10.00
Culture & Arts 5.00 85.00 10.00 0.00
Mathematics & Computational Sciences 20.00 30.00 35.00 15.00
General & Miscellaneous Sciences 26.67 50.00 16.67 6.67
Historical & Genealogical Studies 0.00 70.00 20.00 10.00

Table 8: Statistics for (Qwen-Max)

Field of Study True (%) False (%) Partially-True (%) Partially-False (%)
Applied Sciences & Engineering 30.00 52.00 6.00 12.00
Natural Sciences 30.00 15.00 50.00 5.00
Social Sciences & Humanities 18.00 46.00 20.00 16.00
Islamic & Religious Studies 3.64 69.09 10.00 17.27
Linguistics & Literature 4.55 82.73 3.64 9.09
Philosophy & Logic 10.00 45.00 15.00 30.00
Culture & Arts 15.00 70.00 5.00 10.00
Mathematics & Computational Sciences 25.00 30.00 25.00 20.00
General & Miscellaneous Sciences 13.33 60.00 11.67 15.00
Historical & Genealogical Studies 0.00 70.00 10.00 20.00

Table 9: Statistics for (commandR_100B)

10



Field of Study True (%) False (%) Partially-True (%) Partially-False (%)
Applied Sciences & Engineering 24.00 46.00 24.00 6.00
Natural Sciences 40.00 15.00 20.00 25.00
Social Sciences & Humanities 38.00 32.00 14.00 16.00
Islamic & Religious Studies 0.00 88.18 5.45 6.36
Linguistics & Literature 2.75 84.40 4.59 8.26
Philosophy & Logic 15.00 60.00 5.00 20.00
Culture & Arts 10.00 70.00 10.00 10.00
Mathematics & Computational Sciences 45.00 30.00 25.00 0.00
General & Miscellaneous Sciences 36.67 56.67 1.67 5.00
Historical & Genealogical Studies 10.00 80.00 10.00 0.00

Table 10: Statistics for (gemini-1.5-flash)

Field of Study True (%) False (%) Partially-True (%) Partially-False (%)
Applied Sciences & Engineering 42.00 28.00 24.00 6.00
Natural Sciences 45.00 5.00 45.00 5.00
Social Sciences & Humanities 38.00 38.00 20.00 4.00
Islamic & Religious Studies 30.00 41.82 16.36 11.82
Linguistics & Literature 12.84 66.97 13.76 6.42
Philosophy & Logic 50.00 50.00 0.00 0.00
Culture & Arts 15.00 65.00 15.00 5.00
Mathematics & Computational Sciences 50.00 20.00 20.00 10.00
General & Miscellaneous Sciences 51.67 40.00 8.33 0.00
Historical & Genealogical Studies 0.00 80.00 20.00 0.00

Table 11: Statistics for (claude-3-5-sonnet)
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