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Abstract. Architects often navigate ambiguity in early-stage design 
by using metaphors and conceptual models to transform abstract ideas 
into architectural forms . However, current computational tools struggle 
with such exploratory processes due to narrowly defined design spaces. 
This paper investigates whether Large Language Models (LLMs) can 
offer an alternative generative paradigm by interpreting human intent 
and translating it into actionable design logic. We propose an Agentic 
AI framework in which LLM agents interpret metaphors, formulate 
design tasks, and generate procedural 3D models. Using this 
framework, we produced 1,000 procedural designs and 4,000 images 
based on 20 metaphors to demonstrate the emergent capabilities of 
LLMs for creating architecturally relevant conceptual models. Our 
findings suggest that LLMs effectively engage with ambiguity, 
delivering diverse, meaningful outputs with notable potential for early-
phase design. We discuss the strengths and shortcomings of the AI 
agents within the framework and suggest ways to extend their capacity 
for tackling open-ended design challenges, thereby enhancing their 
relevance in architectural practice. 

Keywords.  agentic AI, large language models, generative architectural 
design, multi-agent framework, design synthesis 

1. Introduction 
Architects are skilled generalists who excel at using abstract concepts to synthesise a 
project's value system into architectural form. In early-phase design, they often draw 
on metaphors and conceptual models to navigate the ambiguity and complexity 
inherent in open-ended challenges. While existing computational design tools tackle 
tasks ranging from simulation-based form-finding to data-driven form synthesis, 
current methods often operate within narrowly encoded goals. Could there be an 
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alternative generative design paradigm that can engage with ambiguity and the 
intuitive, exploratory nature of architectural ideation?  

Large Language Models (LLMs) are making an impact across various fields by 
enabling systems capable of interpreting human intent and transforming it into domain-
specific actionable logic. This suggests significant potential for LLMs to augment 
early-phase design exploration. In this paper, we investigate this hypothesis by: 

● Demonstrating the emergent capabilities of LLMs in interpreting design intent and 
generating architecturally relevant conceptual models (Fig. 1) 

● Proposing an Agentic AI framework for conceptual architectural design with 
components resembling steps in the design process. LLM agents are tasked with 
interpreting metaphors, formulating design tasks, and generating procedural 3D 
models for further refinement (Fig. 2 and Sec. 4). 

● Offer a discussion of the strengths and shortcomings across the framework's AI 
agents (Sec. 5) and offer directions on how LLMs can be extended to enhance their 
relevance to architectural practice (Sec. 6). 

By bridging conceptual ideas with procedural geometry, a 'generalist generative agent' 
transforms computational tools into versatile collaborators for open-ended design 
challenges while making them more accessible through natural language interaction. 

2. Motivation 
Architects often begin designing amid ambiguity, using metaphors and conceptual 
models to frame ideas and guide decisions. Metaphors can act as key design drivers or 
‘primary generators,’ offering a conceptual framework that directs spatial exploration 
(Caballero-Rodriguez, 2013). Design drivers help reduce complexity by focusing on 
core value judgments rather than exhaustive requirements (Darke, 1979). 

Figure 1. Concept 3D models generated by the LLM-enabled agentic framework showcasing diverse 
formal interpretations of design tasks derived from metaphors. Top 24 selected by a human architect. 
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Conceptual models complement this by translating abstract ideas into tangible forms. 
Unlike scale models, which prioritise accuracy, conceptual models are quick, gestural, 
and abstract, highlighting themes such as structure, space, light, or movement while 
sparking associations and imagination (Holtrop et al., 2011; Morris, 2006). We aim to 
explore how LLMs can emulate the interpretive power of metaphors and conceptual 
models in early-phase design, bridging the gap between open-ended thinking and 
computational design synthesis. 

3. State of the Art 

3.1. DESIGN SYNTHESIS 

Existing computational techniques improve efficiency in layout generation (Weber et 
al., 2022), structural and environmental optimisation (Stieler et al., 2022), and 
probabilistic 3D model generation (Dai, 2023). However, these methods lack 
generalisability: they optimise a single predefined concept rather than generating 
diverse alternatives (Bolan, 2018). This shortfall limits their use in early conceptual 
stages when architects explore multiple diverse ideas (Dorst & Dijkhuis, 1995). 

3.2. LARGE LANGUAGE MODELS AS GENERALIST AGENTS 

LLMs have demonstrated remarkable capabilities as generalist tools, excelling in tasks 
like text and code generation, spatial reasoning, and object arrangement (Bubeck et al., 
2023; B. Chen et al., 2024; Sharma, 2023). Agentic AI harnesses these strengths by 
using LLMs to interpret high-level intent and act in complex, unstructured scenarios 
(Park et al., 2023; Schick et al., 2023; Wang et al., 2023) — mirroring how designers 
work with partial intent. However, in architecture, LLMs are primarily deployed to 
translate task-specific instructions (e.g., “add a box” or “shift the building 10 meters”) 
into layouts, visualisations, 3D models, and BIM data (Q. Chen et al., 2020; Galanos 
et al., 2023; Leng et al., 2023). Most approaches treat LLMs as interfaces rather than 
true generators (Makatura et al., 2023). We propose exploring their capacity to 
transform high-level design concepts into architecturally relevant procedural models, 
unleashing their generative power for design synthesis. 

4. Methodology 
To investigate the generative capabilities of LLMs in the early stages of architectural 
ideation, we propose a structured multi-agent framework (Fig. 2) and use it to generate 
about 1000 concept models, which we then review and discuss. A hand-picked 
selection by an architect is used to control and validate the framework stages. Our 
framework comprises four agents—Metaphor, Interpretation, Modelling, and 
Evaluation—each addressing a distinct aspect of design ideation. 

First, the Metaphor Agent generates a metaphor and key descriptive traits that serve 
as a design driver. It is instructed to use participle adjectives (“rippled”) and nouns 
(“grid”) to evoke spatial or formal qualities. 
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Figure 2. Overview of the proposed Agentic AI framework for conceptual architectural design, 
showing how the four main agents—Metaphor, Interpretation, Modelling, and Evaluation—enable 
open-ended design exploration. The Metaphor Agent generates a design driver, the Interpretation 

Agent formulates a task from it, and the Modelling Agent creates procedural 3D models. Finally, the 
Evaluation Agent assesses each model’s alignment with the original intent. 

Second, the Interpretation Agent takes a metaphor, outlines the requirements for an 
architectural concept model, and generates a concise design task. It iterates five times, 
producing diverse outputs while keeping history to maintain context across iterations. 

Third, the Modelling Agent receives the metaphor, its key traits, and, optionally, 
the design task. It then generates procedural models as Python functions for 
RhinoCommon/Grasshopper, each accompanied by five sample calls that illustrate 
parameter variations. An automated loop runs these scripts in Rhino/Grasshopper, 
instantiating and saving the resulting models. For each metaphor, the agent operates in 
three contexts: (1) zero-shot (metaphor + traits), (2) zero-shot (metaphor + traits + 
design task), and (3) few-shot (metaphor + traits + design task + previously generated 
code). All model instances are exported as OBJ files and rendered in Blender in 
axonometric projection with neutral colours. 

Finally, the Evaluation Agent uses a Vision Transformer (ViT) to assess each 
rendered model on four criteria — (1) Metaphor Alignment, (2) Conceptual Strength, 
(3) Geometric Complexity, and (4) Adherence to the Design Task—all rated on a 1–5 
scale. It processes PNG renders and corresponding JSON metadata describing the 
design driver and task. It then outputs these ratings as float values in a CSV file. 

To facilitate exchange, each agent’s outputs are stored as JSON files, while 
procedural functions are saved as Grasshopper-compatible .py files, accompanied by 
an LLM-generated Markdown summary of what it does. All agents are implemented 
in Python using the LangChain (Chase, 2024) and OpenAI (OpenAI, 2024) libraries, 
with GPT-4o (via OpenAI’s API) as the primary LLM and ViT. 
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5. Results and Discussion 
The experiment produced 20 metaphors and 100 design tasks, i.e. five per metaphor. 
A total of 1,100 procedural designs for concept models were attempted, with 992 
successfully generated models, resulting in a 90% success rate. This number comes 
from 55 attempts per metaphor across the three contexts: 5 for zero-shot with metaphor 
only, and 25 each for zero-shot with design task and few-shot. The procedural models 
produced 3,992 valid OBJ files, which were rendered (out of an expected 4,960—five 
per design), achieving an 80% success rate at this stage. Data generation took 
approximately one minute per design, totalling 18.5 hours. Evaluation required about 
10 seconds per image, amounting to approximately 11 hours. Additionally, we asked 
an architect to manually select images for their conceptual strength and architectural 
relevance, giving us a total of 137 selections. 

5.1. METAPHOR AGENT 

All 20 metaphors used in this experiment are listed in Fig. 7. The Metaphor Agent 
outputs revealed that LLMs struggle to generate architecturally potent metaphors, 
emphasising the need for human input from architects and domain experts. Generated 
models highlight the importance of strong design drivers in achieving architectural 
relevance. Formally evocative metaphors like "rippled grid" produce diverse, 
compelling outputs even without additional context, while weak metaphors such as 
"split void" lead to repetitive or irrelevant results across all three contexts. These 
findings reaffirm that the selection of effective design drivers, rich in formal 
interpretation, is critical and ultimately dependent on the architect's agency. 

5.2. INTERPRETATION AGENT 

The Interpretation Agent translates a metaphor into a succinct design task, guiding the 
creation of an architectural concept model. By turning intent into actionable logic, 
LLMs excel at generating diverse tasks (Fig. 3). Including the design task significantly 
improves success rates, procedural diversity, and architectural suitability (Fig. 4). 
Consequently, design-task generation proves an essential step in the framework, and 
LLMs handle it effectively. 

5.3. MODELLING AGENT 

The Modelling Agent plays a pivotal role in producing quick, imaginative architectural 
models, effectively opening avenues for creative exploration. Its ability to generate 
diversity across different runs with the same context is notable, even without 
incorporating prior examples (Fig. 4). A typical generated parametric function is 45-80 
lines of code and the agent benefits from the RhinoCommon knowledge learned by the 
LLM in training. Some models stand out for their architectural relevance, while others 
intrigue due to their unique procedural approach. 
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Figure 3. 3D model outputs across five design tasks for two metaphors, generated from key traits and 
the corresponding design tasks. The LLM translates concepts like “rippled grid,” described as a 

“structured yet fluid pattern,” into instructions such as “a series of layered planes” exhibiting 
“expansion and contraction,” demonstrating its ability to align geometric entities with design drivers. 

Figure 4. The middle and right columns (design task provided) demonstrate higher success rates, 
greater procedural diversity, and improved architectural suitability compared to the left column (no 

design task). These improvements, particularly evident for weak (above) and medium-strength 
(below) metaphors, underscore the importance of incorporating a design task in guiding generation. 
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Figure 5. Left: Success rates for models generated under three contexts. Right: The average scores 

assigned by the Vision Transformer (ViT) to all 3,992 images follow a roughly normal distribution, 
indicating that the Evaluation Agent effectively distinguishes different levels of quality. 

Context proved to be quite influential, with the overall success rate improving from 
86% in zero-shot scenarios to 95% with few-shot examples (Fig. 5 Left). Notably, 
medium-strength metaphors like "box in a cloud" and "stacked forests" improve on 
success rates, architectural relevance and diversity when combined with design tasks 
and few-shot examples. 

Improving the geometric awareness of the LLM can be explored with neuro-
symbolic approaches, which combine the quick associative capabilities of LLMs with 
domain-specific symbolic engines. These hybrid systems enhance the functionality of 
LLMs across various applications, from solving geometric math problems and robot 
path planning to physics calculations and explorations of simulated worlds (Liu et al., 
2022; Ma et al., 2023; Trinh et al., 2024; Wang et al., 2023). 

5.4. EVALUATION AGENT 

In our agentic framework, the Evaluation Agent provides feedback to the Modelling 
Agent on how well the generated models meet the objectives set by the Metaphor and 
Interpretation Agents—or by the human user. A core question is whether a Vision 
Transformer (ViT) can reliably evaluate these concept models in alignment with 
human judgment. As shown in Fig. 5, the roughly normal distribution of ViT scores 
indicates good discrimination across varying levels of concept quality. Fig. 6 illustrates 
representative low- and high-scoring examples. When scores are grouped by metaphor 
(Fig. 7 top), the ViT results mirror our observations of weak, medium, and strong meta- 

Figure 6. Representative random samples of the lowest- and highest-scoring concept images. Lower-
scoring images (top row) typically show weaker designs, while those with the highest scores (bottom 
row) correlate to higher-quality concepts. A visual comparison between the higher-scoring images 
and the manually selected images in Fig. 1 reveals similar diversity, complexity, and formal traits. 
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Figure 7. Top: Context-specific average scores by metaphor, reflecting the differences in formal 

potential among these conceptual drivers—stronger metaphors on the left, weaker on the right. Each 
metaphor score comprises around 200 evaluated images. Bottom: Boxplot comparison of the ViT 

scores for each criterion across all 3,992 images versus a curated set of 137 images selected by 
architects. The human-chosen images uniformly exhibit higher conceptual strength and overall 

scores, underscoring the alignment between expert judgment and the Evaluation Agent's ratings. 

phors, while higher ViT scores correlate with the images manually selected by 
architects (Fig. 7 bottom). 

These findings suggest the ViT-based approach effectively distinguishes between 
weaker and stronger architectural concepts, aligning closely with human judgment. 
However, it cannot offer quantitative assessments or fully replace the nuanced intuition 
of experienced designers. Future enhancements may include fine-tuning the ViT on 
human-rated images and integrating metrics based on structured geometric 
representations and computational analyses to move beyond purely visual assessment. 

6. Outlook & Conclusion 
In this work, we:  

● Proposed and prototyped an LLM-enabled agentic framework for generating 3D 
architectural concept models; 

● Demonstrated and discussed the emergent capabilities of LLMs to generate 
architectural models using 1,000 generated procedural designs and 4,000 images. 
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A key finding in our exploration is the diversity produced by the "Generalist Generative 
Agent" framework, particularly through the Modelling Agent. While this diversity 
enhances creativity and design possibilities, it poses a challenge: how can designers 
navigate the multitude of variations? Future work may include: 

● Extending the framework with Retrieval-Augmented Generation (RAG), enabling 
designers to visually select previously generated models that align with their 
sensibilities without specifying explicit analytical criteria. 

● Integrating iterative loops with history and evaluation to enhance the framework's 
effectiveness and extending support for decentralised structures with shared 
memory to enable agents to refine outputs iteratively. 

● Incorporating human-in-the-loop methodologies to refine the models further and 
address qualitative aspects that LLMs cannot fully capture. 

The proposed “Generalist Generative Agent” framework bridges open-ended design 
exploration with procedural modelling, paving the way for intuitive and adaptable AI-
enabled design workflows. By integrating human intuition into the selection process, 
the vast diversity generated by AI agents can be directed in ways that are most relevant 
and inspiring to the designer. 
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