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Abstract

Knowledge selection is one of the major chal-001
lenges in building a knowledge-grounded dia-002
logue system. A common method is to use a003
neural retriever with distributed approximate004
nearest-neighbor database to quickly find the005
relevant knowledge sentences. In this work, we006
propose an approach that utilizes topic model-007
ing on the knowledge base to further improve008
retrieval accuracy. Experimental results on two009
datasets show that our model can increase re-010
trieval and generation performance with the011
correct number of topics chosen. The results012
also indicate that selecting the right number of013
topics to segment the knowledge base should014
be data-dependent and a higher topic coherence015
of topic modeling does not necessarily lead to016
better knowledge retrieval performance.017

1 Introduction018

In knowledge-grounded dialogues, one of the ma-019

jor challenges is to quickly find relevant knowl-020

edge passages from a large knowledge base.021

Retrieval-Augmented Generation (RAG) (Lewis022

et al., 2020b) has been widely used as a baseline023

for these knowledge-grounded generation tasks. It024

uses Dense Passage Retrieval (DPR, Karpukhin025

et al. (2020)), which utilizes two encoders to en-026

code both dialogue history and the knowledge base027

into the same vector space, to quickly find the most028

relevant knowledge passages for the given dialogue029

history before response generation. Improvement030

in any of these two encoders can potentially lead031

to increased performance of knowledge retrieval.032

While prior work focused on improving the di-033

alogue history encoder (Tran and Litman, 2022),034

this paper focuses on the knowledge base encoder.035

Specifically, we use topic modeling to cluster the036

knowledge base and train a separate encoder for037

each cluster. Since the topic distribution of the in-038

put query can provide a good signal to find relevant039

knowledge, we then incorporate it into the similar-040

Figure 1: The modified DPR framework with our con-
tribution highlighted. The two topic modeling modules
are indeed the same one trained on the knowledge base.

ity score to find the top-K relevant passages. Figure 041

1 shows our focus within the DPR framework. 042

Our contribution is threefold. First, we propose 043

a modification utilizing topic modeling to the RAG 044

model which has been widely used in knowledge- 045

grounded generation that shows improved perfor- 046

mance. Second, we investigate the vital parameter, 047

the number of topics T, on two different knowledge- 048

grounded datasets to show that (i) the right choice 049

of T can improve the retrieval and generation per- 050

formance, (ii) the optimal T is data-dependent and 051

(iii) topic coherence is not a good indicator to find 052

the best T. Finally, we show that combining our 053

approach which manipulates the knowledge base 054

with approaches that focus on building a better in- 055

put query can further improve performance. 056

2 Related Work 057

For knowledge-grounded NLP, knowledge retrieval 058

is a crucial step. Several works have shown that 059
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the retrieval does not strictly have to be performed060

with a model which contains an explicit memory by061

embedding the concept of knowledge retrieval into062

LMs (Petroni et al., 2019; Heinzerling and Inui,063

2021; Shin et al., 2020; Roberts et al., 2020). How-064

ever, these retrieval-free models lack interpretabil-065

ity, and retrieve-then-generate models still yield066

higher performances in knowledge-intensive tasks067

(Petroni et al., 2021; Dinan et al., 2019). Our work068

follows this line of research, in which the response069

generation is based on the knowledge from a dedi-070

cated knowledge retrieval component.071

Retrieval methods such as TF-IDF and BM25072

(Robertson and Zaragoza, 2009) rely on keyword073

matching and can be considered as sparse retrieval.074

In contrast, dense retrieval methods encode text as075

a latent vector of much smaller dimensionality, in076

which the relevance of a knowledge passage to an077

input query is determined by the distance of their078

vectors. Recent dense retrieval approaches have079

outperformed the sparse methods (Karpukhin et al.,080

2020; Lewis et al., 2020b; Xiong et al., 2021). Our081

work is closely related to recent work on large-scale082

dense retrieval for dialogue. Specifically, we mod-083

ify the retriever module and the way to calculate084

the similarity scores of the popular RAG model085

(Lewis et al., 2020b) by utilizing topic modeling.086

The concept of topics has not been explored087

much in knowledge-grounded dialogue. Xu et al.088

(2022) proposed an end-to-end framework that uses089

topic modeling to skip the explicit retrieval pro-090

cess and inject knowledge into the pre-trained lan-091

guage models for knowledge-grounded conversa-092

tions. Tran and Litman (2022) tries to maintain093

similar ‘topics’ (e.g., turns grounded in the same094

document) in the dialogue history used as input095

queries in dense retrieval. Those works are dif-096

ferent from ours as we focus on improving the097

knowledge retrieval component with the help of098

topic modeling on the knowledge base.099

3 Method100

We first perform topic modeling on the knowl-101

edge base. The topic model is used to cluster the102

training knowledge base into a pre-defined number103

(T) of topic clusters. We use the contextual topic104

model (CTM) from Bianchi et al. (2021) which has105

shown better topic coherence compared to tradi-106

tional methods. The major components of CTM107

are a neural topic model Neural-ProdLDA (Srivas-108

tava and Sutton, 2017) and pre-trained Sentence109

Transformers embedding (Reimers and Gurevych, 110

2019). Once trained, the model can output a T- 111

dimension vector w = (w1, w2, ..., wT ) given an 112

input sequence, which is the probability distribu- 113

tion of the pre-clustered topics. 114

To find the top-K relevant knowledge passages 115

from a large knowledge base for a given dialogue 116

history H, we modify Dense Passage Retrieval 117

(DPR) (Karpukhin et al., 2020). Traditionally, it 118

utilizes two BERT encoders (Devlin et al., 2019), a 119

document encoder (BERTd) and a query encoder 120

(BERTq), to encode the knowledge passages and 121

the dialogue history to the same d-dimensional 122

space. The document encoding is done offline and 123

indexed in a database such as FAISS (Johnson et al., 124

2021) which can retrieve the top-K at inference 125

time quickly if the relevance between a knowledge 126

passage and the query is calculated as dot product 127

between their two vector representations. 128

However, since we have a T-cluster knowledge 129

base, for each cluster ti, we train a separate docu- 130

ment encoder BERT i
d. Given the topic distribution 131

of the dialogue history H calculated using CTM as 132

w = (w1, w2, ..., wT ), to find the top-K passages, 133

we first retrieve the top-K passages from each clus- 134

ter ti, with the relevant score of a passage p inside 135

the cluster calculated as: 136

BERTq(H)T ·BERT i
d(p)× wi (1) 137

where · is dot product and × is multiplication1. 138

Then, we choose the top-K from these K × T re- 139

trieved passages. We call this version DPR-topic. 140

To generate the final response, we use Retrieval- 141

Augmented Generation (RAG) (Lewis et al., 142

2020b). It has a retriever (DPR) and a generator 143

module (BART, Lewis et al. (2020a)). The retriever 144

gets the most relevant passages given the dialogue 145

history as an input query, and the generator takes 146

the query and top-K passages as input to generate 147

the response. The retriever is non-parametric so any 148

pre-trained model can be used. We use DPR-topic 149

as the retriever and do not touch the query encoder 150

or the generator module in the original RAG model. 151

Our model is called RAG-topic. An example com- 152

paring RAG-topic with RAG on a given dialogue 153

history from WoW can be found in Appendix C. 154

1We tried different ways to utilize the topic distribution
vector w in the formula of relevant scores between two vectors
such as all zeros (wi = 0) or one-hot vector for the most
probable topic (wi = 1 if wi > wj ∀j ̸= i), but Equation 1
gives the best retrieval results.
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Number of Topics (T)
1 2 3 4 5 6 7 8 9 10

Topic coherence 0.31 0.25 0.29 0.38 0.35 0.33 0.35 0.29 0.27 0.22
RAG-topic / Test 72.5 72.2 72.5 73.3 73.7 71.5 70.9 72.3 68.3 68.4
RAG-context-topic / Test 72.8 72.9 72.9 73.2 74.4 71.5 71.7 72.8 70.5 70.1
RAG-topic / Val. 71.7 72.0 72.1 72.5 72.9 71.1 71.3 71.9 68.0 67.5
RAG-context-topic / Val. 72.0 72.1 72.2 72.6 72.7 71.1 70.1 71.8 71.3 69.8

Table 1: Retrieval Results (R@5) on test and validation data of MultiDoc2Dial. Bolded results are significantly
better than those in the same row with T=1 in a pairwise t-test (p < 0.05). The best result of each row is underlined.

Number of Topics (T)
1 2 3 4 5 6 7 8 9 10

Topic coherence 0.11 0.15 0.21 0.32 0.34 0.35 0.29 0.33 0.38 0.35
RAG-topic / Validation 36.3 36.2 38.3 39.5 38.0 38.7 30.5 30.3 25.5 23.4
RAG-topic / Seen Test 37.7 35.9 38.5 40.6 40.3 40.1 31.0 30.4 26.7 24.9
RAG-topic / Unseen Test 37.5 34.8 35.3 39.9 39.5 39.7 31.6 30.8 26.5 24.9

Table 2: Retrieval Results (R@5) of RAG-topic on Validation data, Seen and Unseen test data of WoW (average of
3 runs) with the same annotation as Table 1.

4 Experiment Setup155

4.1 Datasets156

We use two datasets of knowledge-grounded dia-157

logues for this study. In both of them, one speaker158

in the conversation has to ground their response159

utterances in a specific knowledge unit from the160

knowledge base. MultiDoc2Dial (Feng et al.,161

2021) consists of around 4800 domain-specific dia-162

logues in the style of information-seeking conversa-163

tions, grounded in 488 documents from 4 domains.164

Wizard of Wikipedia (WoW) (Dinan et al., 2019)165

is a large chitchat dataset grounded in knowledge166

from Wikipedia with two test sets, seen and unseen167

where the latter has topics never seen before in train168

or validation. For consistency, we use the term pas-169

sage to refer to the knowledge text spans we want170

to retrieve for response generation. Examples of171

the datasets can be found in Appendix B.172

4.2 Evaluation and Models173

For any RAG-based model, setting T = 1 is equal to174

using the original model without our modifications.175

For MultiDoc2Dial, to evaluate whether RAG-176

topic can add value to prior work on this corpus177

focusing on the dialogue history rather than the178

knowledge base (Tran and Litman, 2022), we de-179

velop RAG-context-topic. This approach uses180

RAG-topic as the model but also has an algorithm181

and predictive modules to form the dialogue history182

(input to RAG), based on an assumption that includ-183

ing only turns grounded in the same document as 184

the current turn provides a better input query. 185

For WoW, we compare the generation perfor- 186

mance of RAG-topic with two published baselines. 187

KnowledGPT (Zhao et al., 2020) jointly optimizes 188

the knowledge selection and response generation 189

modules with pretrained LMs; KnowExpert (Xu 190

et al., 2022) is an end-to-end model that directly in- 191

jects the knowledge into pretrained language model 192

(e.g., no knowledge extraction step) by using topic 193

modeling to inform the GPT-2 adapters with more 194

relevant "topics" during generation. 195

The evaluation metric for retrieval is Recall at 5 196

(R@5) as the generator from RAG uses the top-5 197

passages to create the response. For generation 198

results, we use unigram-F1 score between the gen- 199

erated and gold responses. To evaluate the quality 200

of topics from topic model (topic coherence), we 201

follow the authors of our CTM model (Bianchi 202

et al., 2021) and use external word embeddings 203

topic coherence (Ding et al., 2018). 204

Due to the randomness of the models (e.g. 205

dropout from CTM training), we run each experi- 206

ment 3 times and report the average results. Imple- 207

mentation details can be found in Appendix A. 208

5 Results 209

Tables 1 and 2 show the passage retrieval results 210

with various numbers of topics chosen (T) for Mul- 211

tidoc2Dial and WoW respectively. The topic co- 212
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Model T = 1 T = 5
RAG-topic 41.1 41.3
RAG-context-topic 41.2 42.1

Table 3: Generation results (F1) for MultiDoc2Dial,
with and without topic modeling (T=5 vs T=1)

Model WoW Seen WoW Unseen
KnowledGPT 22.0* / 21.9 20.5* / 20.6
KnowExpert 18.7* / 18.5 16.7* / 16.7
RAG 21.9 20.2
RAG-topic 22.3 20.2

Table 4: Generation results (F1) for WoW, T = 4. Re-
sults with * are numbers reported in the original papers.

herence scores are also reported in the first row of213

each table. For both tables, T = 1 equals using the214

original RAG models (no topic modeling).215

For both datasets, with the right choices of the216

number of topics (T), our models can outperform217

the baseline counterparts with no topic modeling (T218

= 1). For instance, with T = 4 or T = 5, all models219

achieve higher R@5 than their non-topic-modeling220

versions in both tables. On the other hand, certain221

Ts yield lower results compared to the baselines.222

For example, with T = 10, all models significantly223

underperform the baseline T = 1. Also, the best T224

is consistent among the same dataset but different225

across datasets. Specifically, the best results are226

with T = 5 in both tested models for Multidoc2Dial,227

while T = 4 provides the best RAG-topic results on228

both WoW Seen and Unseen test data. Additionally,229

for each dataset, the best T values on validation data230

and test data are identical. This suggests that the231

optimal number of topics T is data-dependent and232

should be tuned on validation data.233

In contrast, for both datasets, higher scores in234

topic coherence do not necessarily lead to higher235

retrieval results. For MultiDoc2Dial, the best R@5236

is at T = 5 while the highest topic coherence is237

at T = 4. For WoW, T = 9 has the highest topic238

coherence score, but its models perform worse than239

the baselines on both seen and unseen data, let240

alone the best models at T = 4.241

Results with RAG-context-topic in Table 1 show242

that with the right T, our approach which manipu-243

lates the knowledge base side compliments the ap-244

proach that manipulates the input query side from245

Tran and Litman (2022). RAG-context-topic out-246

performs the original model in the same row (T247

= 1) in multiple values of T (e.g., 2, 3, 4, 5) as248

well as our proposed model when used in isola- 249

tion (RAG-topic vs RAG-context-topic in the same 250

column). 251

Table 3 shows the response generation results 252

on Multidoc2Dial. For each model, we report the 253

result from T=1 (no topic modeling) and the best T 254

from Table 1 (T = 5). With our proposed approach, 255

all models consistently outperform their baseline 256

versions, even though the gain is very small (less 257

than 1). Similar to Feng et al. (2021); Tran and 258

Litman (2022), the increases in retrieval results do 259

not really transfer to generation performances. 260

In Table 4, we report the generation results of 261

our best model (T = 4) on the WoW Seen and 262

Unseen test data. Compared to the original RAG 263

with no topic modeling, our RAG-topic approach 264

achieved a higher score on Seen and an equiva- 265

lent score on Unseen. This implies that utilizing 266

our approach does not decrease generation perfor- 267

mances. Our model outperforms KnowledGPT in 268

the Seen data but has a lower F1 score on the Un- 269

seen set. Although KnowExpert uses topic mod- 270

eling in their approach, the performance is lower 271

than the retrieval-based models, including ours. 272

6 Conclusion 273

In this work, we proposed a simple method that 274

utilizes topic modeling on the knowledge base to 275

improve the performance of RAG-based dense re- 276

trieval models. Our approach re-uses the same 277

RAG framework but uses topic modeling to cluster 278

the knowledge base. We then build a separate doc- 279

ument encoder for each cluster in the knowledge 280

base and incorporate the topic distribution weights 281

into the calculation of similarity scores. The results 282

show that the number of topics T is an important 283

parameter that can affect the retrieval results, either 284

positively or negatively. Additionally, the results 285

suggest that topic coherence is not a good indicator 286

of the optimal T as higher scores do not always lead 287

to better retrieval performances. We also believe 288

that the optimal number of topics is data-dependent 289

since the best Ts are different for the two exper- 290

imented datasets. Overall, with the right T, we 291

achieve improvement in both retrieval and genera- 292

tion, although the gain in generation performance 293

is small. Future plans include utilizing multi-task 294

training with similar knowledge-intensive tasks and 295

using better generative modules to take advantage 296

of the improved retrieval results. 297
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Limitations298

One major limitation of our proposed approach is299

that the computational requirement is proportional300

to the number of topics T as we need to retrieve301

K knowledge passages from each knowledge base302

cluster in order to get the final top-K. Therefore,303

this method does not scale well if the optimal T is304

large. Also, the relation between topic coherence305

and the best T found in this work is constrained306

to the metric used to calculate the topic coherence,307

which is external word embeddings (Ding et al.,308

2018). Additionally, for generation results, this309

work lacks human evaluation and analysis of the310

poor increment of response generation (Tables 3311

and 4) despite improvement in knowledge retrieval312

(Tables 1 and 2).313

Ethical Considerations314

Although this work focuses on knowledge retrieval315

performance (e.g. finding the correct knowledge316

passages as frequently as possible), other aspects317

of accuracy should be considered, especially in318

systems that provide information to the user. For319

example, for a healthcare application, giving the320

user wrong information is more dangerous than321

generating an irrelevant response, but both cases322

are considered equally failed instances when train-323

ing/testing for most models. Since no NLP/AI324

model is perfect, depending on the application, fur-325

ther regulation is needed to prevent misinformation.326

References327

Federico Bianchi, Silvia Terragni, and Dirk Hovy. 2021.328
Pre-training is a hot topic: Contextualized document329
embeddings improve topic coherence. In Proceed-330
ings of the 59th Annual Meeting of the Association for331
Computational Linguistics and the 11th International332
Joint Conference on Natural Language Processing333
(Volume 2: Short Papers), pages 759–766, Online.334
Association for Computational Linguistics.335

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and336
Kristina Toutanova. 2019. BERT: Pre-training of337
deep bidirectional transformers for language under-338
standing. In Proceedings of the 2019 Conference of339
the North American Chapter of the Association for340
Computational Linguistics: Human Language Tech-341
nologies, Volume 1 (Long and Short Papers), pages342
4171–4186, Minneapolis, Minnesota. Association for343
Computational Linguistics.344

Emily Dinan, Stephen Roller, Kurt Shuster, Angela345
Fan, Michael Auli, and Jason Weston. 2019. Wizard346
of Wikipedia: Knowledge-powered conversational347

agents. In Proceedings of the International Confer- 348
ence on Learning Representations (ICLR). 349

Ran Ding, Ramesh Nallapati, and Bing Xiang. 2018. 350
Coherence-aware neural topic modeling. In Proceed- 351
ings of the 2018 Conference on Empirical Methods 352
in Natural Language Processing, pages 830–836, 353
Brussels, Belgium. Association for Computational 354
Linguistics. 355

Song Feng, Siva Sankalp Patel, Hui Wan, and Sachindra 356
Joshi. 2021. MultiDoc2Dial: Modeling dialogues 357
grounded in multiple documents. In Proceedings of 358
the 2021 Conference on Empirical Methods in Natu- 359
ral Language Processing, pages 6162–6176, Online 360
and Punta Cana, Dominican Republic. Association 361
for Computational Linguistics. 362

Benjamin Heinzerling and Kentaro Inui. 2021. Lan- 363
guage models as knowledge bases: On entity repre- 364
sentations, storage capacity, and paraphrased queries. 365
In Proceedings of the 16th Conference of the Euro- 366
pean Chapter of the Association for Computational 367
Linguistics: Main Volume, pages 1772–1791, Online. 368
Association for Computational Linguistics. 369

Jeff Johnson, Matthijs Douze, and Hervé Jégou. 2021. 370
Billion-scale similarity search with gpus. IEEE 371
Transactions on Big Data, 7(3):535–547. 372

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick 373
Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and 374
Wen-tau Yih. 2020. Dense passage retrieval for open- 375
domain question answering. In Proceedings of the 376
2020 Conference on Empirical Methods in Natural 377
Language Processing (EMNLP), pages 6769–6781, 378
Online. Association for Computational Linguistics. 379

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan 380
Ghazvininejad, Abdelrahman Mohamed, Omer Levy, 381
Veselin Stoyanov, and Luke Zettlemoyer. 2020a. 382
BART: Denoising sequence-to-sequence pre-training 383
for natural language generation, translation, and com- 384
prehension. In Proceedings of the 58th Annual Meet- 385
ing of the Association for Computational Linguistics, 386
pages 7871–7880, Online. Association for Computa- 387
tional Linguistics. 388

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio 389
Petroni, Vladimir Karpukhin, Naman Goyal, Hein- 390
rich Küttler, Mike Lewis, Wen-tau Yih, Tim Rock- 391
täschel, Sebastian Riedel, and Douwe Kiela. 2020b. 392
Retrieval-augmented generation for knowledge- 393
intensive nlp tasks. In Advances in Neural Infor- 394
mation Processing Systems, volume 33, pages 9459– 395
9474. Curran Associates, Inc. 396

Fabio Petroni, Aleksandra Piktus, Angela Fan, Patrick 397
Lewis, Majid Yazdani, Nicola De Cao, James Thorne, 398
Yacine Jernite, Vladimir Karpukhin, Jean Maillard, 399
Vassilis Plachouras, Tim Rocktäschel, and Sebastian 400
Riedel. 2021. KILT: a benchmark for knowledge 401
intensive language tasks. In Proceedings of the 2021 402
Conference of the North American Chapter of the 403
Association for Computational Linguistics: Human 404

5

https://doi.org/10.18653/v1/2021.acl-short.96
https://doi.org/10.18653/v1/2021.acl-short.96
https://doi.org/10.18653/v1/2021.acl-short.96
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/D18-1096
https://doi.org/10.18653/v1/2021.emnlp-main.498
https://doi.org/10.18653/v1/2021.emnlp-main.498
https://doi.org/10.18653/v1/2021.emnlp-main.498
https://doi.org/10.18653/v1/2021.eacl-main.153
https://doi.org/10.18653/v1/2021.eacl-main.153
https://doi.org/10.18653/v1/2021.eacl-main.153
https://doi.org/10.18653/v1/2021.eacl-main.153
https://doi.org/10.18653/v1/2021.eacl-main.153
https://doi.org/10.1109/TBDATA.2019.2921572
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://proceedings.neurips.cc/paper/2020/file/6b493230205f780e1bc26945df7481e5-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/6b493230205f780e1bc26945df7481e5-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/6b493230205f780e1bc26945df7481e5-Paper.pdf
https://doi.org/10.18653/v1/2021.naacl-main.200
https://doi.org/10.18653/v1/2021.naacl-main.200
https://doi.org/10.18653/v1/2021.naacl-main.200


Language Technologies, pages 2523–2544, Online.405
Association for Computational Linguistics.406

Fabio Petroni, Tim Rocktäschel, Sebastian Riedel,407
Patrick Lewis, Anton Bakhtin, Yuxiang Wu, and408
Alexander Miller. 2019. Language models as knowl-409
edge bases? In Proceedings of the 2019 Confer-410
ence on Empirical Methods in Natural Language Pro-411
cessing and the 9th International Joint Conference412
on Natural Language Processing (EMNLP-IJCNLP),413
pages 2463–2473, Hong Kong, China. Association414
for Computational Linguistics.415

Nils Reimers and Iryna Gurevych. 2019. Sentence-bert:416
Sentence embeddings using siamese bert-networks.417
In Proceedings of the 2019 Conference on Empirical418
Methods in Natural Language Processing. Associa-419
tion for Computational Linguistics.420

Adam Roberts, Colin Raffel, and Noam Shazeer. 2020.421
How much knowledge can you pack into the param-422
eters of a language model? In Proceedings of the423
2020 Conference on Empirical Methods in Natural424
Language Processing (EMNLP), pages 5418–5426,425
Online. Association for Computational Linguistics.426

Stephen Robertson and Hugo Zaragoza. 2009. The427
probabilistic relevance framework: Bm25 and be-428
yond. Found. Trends Inf. Retr., 3(4):333–389.429

Taylor Shin, Yasaman Razeghi, Robert L. Logan IV, Eric430
Wallace, and Sameer Singh. 2020. AutoPrompt: Elic-431
iting Knowledge from Language Models with Auto-432
matically Generated Prompts. In Proceedings of the433
2020 Conference on Empirical Methods in Natural434
Language Processing (EMNLP), pages 4222–4235,435
Online. Association for Computational Linguistics.436

Akash Srivastava and Charles Sutton. 2017. Autoen-437
coding variational inference for topic models. In438
International Conference on Learning Representa-439
tions.440

Nhat Tran and Diane Litman. 2022. Getting better dia-441
logue context for knowledge identification by leverag-442
ing document-level topic shift. In Proceedings of the443
23rd Annual Meeting of the Special Interest Group on444
Discourse and Dialogue, pages 368–375, Edinburgh,445
UK. Association for Computational Linguistics.446

Lee Xiong, Chenyan Xiong, Ye Li, Kwok-Fung Tang,447
Jialin Liu, Paul N. Bennett, Junaid Ahmed, and448
Arnold Overwijk. 2021. Approximate nearest neigh-449
bor negative contrastive learning for dense text re-450
trieval. In International Conference on Learning451
Representations.452

Yan Xu, Etsuko Ishii, Samuel Cahyawijaya, Zihan453
Liu, Genta Indra Winata, Andrea Madotto, Dan Su,454
and Pascale Fung. 2022. Retrieval-free knowledge-455
grounded dialogue response generation with adapters.456
In Proceedings of the Second DialDoc Workshop on457
Document-grounded Dialogue and Conversational458
Question Answering, pages 93–107, Dublin, Ireland.459
Association for Computational Linguistics.460

Xueliang Zhao, Wei Wu, Can Xu, Chongyang Tao, 461
Dongyan Zhao, and Rui Yan. 2020. Knowledge- 462
grounded dialogue generation with pre-trained lan- 463
guage models. In Proceedings of the 2020 Confer- 464
ence on Empirical Methods in Natural Language 465
Processing (EMNLP), pages 3377–3390, Online. As- 466
sociation for Computational Linguistics. 467

A Implementation Details 468

To train the topic model, we use CTM (Bianchi 469

et al., 2021) and follow the training details from 470

Xu et al. (2022). 471

For RAG, we use DPR 2 to build the encoder 472

and create the index for each cluster in the knowl- 473

edge base. This process also initializes the query 474

encoder for RAG. Then, we modify the retriever 475

of RAG 3 to get the top-K passages as described 476

in Section 3. We use the default hyperparameters 477

for these models. For RAG-topic-context, since it 478

only changes the input query to the RAG model, 479

we modify the code provided by Tran and Litman 480

(2022) in the same way we modify the RAG model. 481

KnowledGPT (Zhao et al., 2020) and KnowExpert 482

(Xu et al., 2022) are re-run by using the checkpoint 483

from the source code provided in the original pa- 484

pers without any modification. All models were 485

trained on an RTX 3090 card. 486

B Examples from Datasets 487

Figures 2 and 3 show one example each from our 488

two datasets, Multidoc2Dial and WoW, respec- 489

tively. Notice that for the WoW dataset, we do 490

not take advantage of the topic given in the dataset. 491

We instead assume that no topics are given during 492

the conversation and the relevant knowledge pas- 493

sages need to be found from the entire knowledge 494

base. 495

C Examples of Retrieved Passages and 496

Response Generation 497

Table 5 shows the list of keywords of each clus- 498

ter from WoW when the number of topic T for 499

CTM is set as 4. In Table 6, we show the top- 500

1 retrieved passage and generated response from 501

RAG and RAG-topic for a given dialogue history 502

in WoW. The topic distribution weights from CTM 503

helped guide the search to Cluster 3, which con- 504

tains knowledge about novels and films, to find a 505

relevant knowledge passage. On the other hand, the 506

2https://github.com/facebookresearch/DPR
3https://github.com/huggingface/transformers/

tree/main/src/transformers/models/rag
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Figure 2: An example dialogue from Multidoc2Dial borrowed from Feng et al. (2021). The conversation (on the
left) is grounded in 3 documents Doc-1, Doc-2, and Doc-3. Each dialogue segment indicates that all turns within it
are grounded in the same document (e.g., A3 to A7 in Seg-2 are all grounded in Doc-2). A dialogue turn and its
corresponding relevant span in a document are connected by a blue dashed line. The red dotted lines with arrows
show the dialogue flow shifts among the grounding documents through the conversation (e.g., Doc-1 → Doc-2 →
Doc-1 → Doc-3).

Figure 3: An example dialogue from WoW copied from Dinan et al. (2019). Two speakers talk about a given topic
(e.g., Armadillo). In the data collection process, only the wizard has access to an information retrieval system
over Wikipedia (around 61 knowledge candidates per turn) to make statements relevant to the conversation. The
knowledge passage chosen by the wizard is highlighted in blue. However, in this study, we assume the information
about the topic is not given to the speakers and perform the retrieval on the entire knowledge base.

original RAG model found an irrelevant knowledge507

passage and generated an inappropriate response.508
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Number of Topics (T) = 4
Cluster 1 east, west, south, river, north, state, area, city, district, center
Cluster 2 rock, band, records, music, song, album, team, record, club, studio
Cluster 3 story, fiction, characters, book, disney, novel, film, episode, films, comic
Cluster 4 pain, bon, Canberra, rutgers, blocked, khalil, edmonton, capitals, auckland, auburn

Table 5: Top 10 words for each cluster of the knowledge base on WoW

Dialogue history
Speaker 1: the Draco lizard is so cool they can glide from trees
Speaker 2: Lizards are just cool in general but i havent heard of that one before
Speaker 1: have you heard of Draco Malfoy?
Model RAG (RAG-topic with T = 1) RAG-topic (T = 4)
Topic distribution w = (1.00) w = (0.21, 0.09, 0.55, 0.15)
Retrieved passage
(Top-1)

Members of Draco are primarily ar-
boreal, inhabiting tropical rainforests,
and are almost never found on the for-
est floor

Draco Lucius Malfoy is a character in
J. K. Rowling’s "Harry Potter" series.

Generated response Yes, you can find them in tropical
rainforests.

Yes, he is a character in harry potter
series.

Table 6: An example from WoW in which our proposed RAG-topic successfully retrieved a relevant knowledge
passage while the original RAG failed to do so for the same given dialogue history. For RAG-topic, vector w
represents the topic distribution of the four clusters in Table 5 from the dialogue history.
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