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Abstract

Knowledge selection is one of the major chal-
lenges in building a knowledge-grounded dia-
logue system. A common method is to use a
neural retriever with distributed approximate
nearest-neighbor database to quickly find the
relevant knowledge sentences. In this work, we
propose an approach that utilizes topic model-
ing on the knowledge base to further improve
retrieval accuracy. Experimental results on two
datasets show that our model can increase re-
trieval and generation performance with the
correct number of topics chosen. The results
also indicate that selecting the right number of
topics to segment the knowledge base should
be data-dependent and a higher topic coherence
of topic modeling does not necessarily lead to
better knowledge retrieval performance.

1 Introduction

In knowledge-grounded dialogues, one of the ma-
jor challenges is to quickly find relevant knowl-
edge passages from a large knowledge base.
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020b) has been widely used as a baseline
for these knowledge-grounded generation tasks. It
uses Dense Passage Retrieval (DPR, Karpukhin
et al. (2020)), which utilizes two encoders to en-
code both dialogue history and the knowledge base
into the same vector space, to quickly find the most
relevant knowledge passages for the given dialogue
history before response generation. Improvement
in any of these two encoders can potentially lead
to increased performance of knowledge retrieval.
While prior work focused on improving the di-
alogue history encoder (Tran and Litman, 2022),
this paper focuses on the knowledge base encoder.
Specifically, we use topic modeling to cluster the
knowledge base and train a separate encoder for
each cluster. Since the topic distribution of the in-
put query can provide a good signal to find relevant
knowledge, we then incorporate it into the similar-

3 Dialogue

Knowledge Base History

| Tapic = Topic ! |encoder
imodeling modeling|

'

Topic distribution | 1
w=(wy, .., wy)

,,,,,,,

:

:

i

'|encoder encoder
d-dim vectors

________

Figure 1: The modified DPR framework with our con-
tribution highlighted. The two topic modeling modules
are indeed the same one trained on the knowledge base.

ity score to find the top-K relevant passages. Figure
1 shows our focus within the DPR framework.

Our contribution is threefold. First, we propose
a modification utilizing topic modeling to the RAG
model which has been widely used in knowledge-
grounded generation that shows improved perfor-
mance. Second, we investigate the vital parameter,
the number of topics T, on two different knowledge-
grounded datasets to show that (i) the right choice
of T can improve the retrieval and generation per-
formance, (ii) the optimal T is data-dependent and
(iii) topic coherence is not a good indicator to find
the best T. Finally, we show that combining our
approach which manipulates the knowledge base
with approaches that focus on building a better in-
put query can further improve performance.

2 Related Work

For knowledge-grounded NLP, knowledge retrieval
is a crucial step. Several works have shown that



the retrieval does not strictly have to be performed
with a model which contains an explicit memory by
embedding the concept of knowledge retrieval into
LMs (Petroni et al., 2019; Heinzerling and Inui,
2021; Shin et al., 2020; Roberts et al., 2020). How-
ever, these retrieval-free models lack interpretabil-
ity, and retrieve-then-generate models still yield
higher performances in knowledge-intensive tasks
(Petroni et al., 2021; Dinan et al., 2019). Our work
follows this line of research, in which the response
generation is based on the knowledge from a dedi-
cated knowledge retrieval component.

Retrieval methods such as TF-IDF and BM25
(Robertson and Zaragoza, 2009) rely on keyword
matching and can be considered as sparse retrieval.
In contrast, dense retrieval methods encode text as
a latent vector of much smaller dimensionality, in
which the relevance of a knowledge passage to an
input query is determined by the distance of their
vectors. Recent dense retrieval approaches have
outperformed the sparse methods (Karpukhin et al.,
2020; Lewis et al., 2020b; Xiong et al., 2021). Our
work is closely related to recent work on large-scale
dense retrieval for dialogue. Specifically, we mod-
ify the retriever module and the way to calculate
the similarity scores of the popular RAG model
(Lewis et al., 2020b) by utilizing topic modeling.

The concept of topics has not been explored
much in knowledge-grounded dialogue. Xu et al.
(2022) proposed an end-to-end framework that uses
topic modeling to skip the explicit retrieval pro-
cess and inject knowledge into the pre-trained lan-
guage models for knowledge-grounded conversa-
tions. Tran and Litman (2022) tries to maintain
similar ‘topics’ (e.g., turns grounded in the same
document) in the dialogue history used as input
queries in dense retrieval. Those works are dif-
ferent from ours as we focus on improving the
knowledge retrieval component with the help of
topic modeling on the knowledge base.

3 Method

We first perform topic modeling on the knowl-
edge base. The topic model is used to cluster the
training knowledge base into a pre-defined number
(T) of topic clusters. We use the contextual topic
model (CTM) from Bianchi et al. (2021) which has
shown better topic coherence compared to tradi-
tional methods. The major components of CTM
are a neural topic model Neural-ProdLDA (Srivas-
tava and Sutton, 2017) and pre-trained Sentence

Transformers embedding (Reimers and Gurevych,
2019). Once trained, the model can output a T-
dimension vector w = (wy, ws, ..., wr) given an
input sequence, which is the probability distribu-
tion of the pre-clustered topics.

To find the top-K relevant knowledge passages
from a large knowledge base for a given dialogue
history H, we modify Dense Passage Retrieval
(DPR) (Karpukhin et al., 2020). Traditionally, it
utilizes two BERT encoders (Devlin et al., 2019), a
document encoder (BE RT,;) and a query encoder
(BERT,), to encode the knowledge passages and
the dialogue history to the same d-dimensional
space. The document encoding is done offline and
indexed in a database such as FAISS (Johnson et al.,
2021) which can retrieve the top-K at inference
time quickly if the relevance between a knowledge
passage and the query is calculated as dot product
between their two vector representations.

However, since we have a T-cluster knowledge
base, for each cluster ¢;, we train a separate docu-
ment encoder BERT;. Given the topic distribution
of the dialogue history H calculated using CTM as
w = (wq,wa, ..., wr), to find the top-K passages,
we first retrieve the top-K passages from each clus-
ter ¢;, with the relevant score of a passage p inside
the cluster calculated as:

BERT,(H)" - BERT(p) x w; (1)

where - is dot product and x is multiplication'.
Then, we choose the top-K from these K x T re-
trieved passages. We call this version DPR-topic.
To generate the final response, we use Retrieval-
Augmented Generation (RAG) (Lewis et al,,
2020b). It has a retriever (DPR) and a generator
module (BART, Lewis et al. (2020a)). The retriever
gets the most relevant passages given the dialogue
history as an input query, and the generator takes
the query and top-K passages as input to generate
the response. The retriever is non-parametric so any
pre-trained model can be used. We use DPR-topic
as the retriever and do not touch the query encoder
or the generator module in the original RAG model.
Our model is called RAG-topic. An example com-
paring RAG-topic with RAG on a given dialogue
history from WoW can be found in Appendix C.

'We tried different ways to utilize the topic distribution
vector w in the formula of relevant scores between two vectors
such as all zeros (w; = 0) or one-hot vector for the most
probable topic (w; = 1if w; > w; Vj # 4), but Equation 1
gives the best retrieval results.



Number of Topics (T)
1 2 3 4 5 6 7 8 9 10
Topic coherence 031 1025 029 038 035 033 035 029 027 0.22
RAG-topic / Test 725|722 725 733 737 715 709 723 683 684
RAG-context-topic / Test | 72.8 | 72.9 729 73.2 744 715 717 72.8 70.5 70.1
RAG-topic / Val. 71.7 1 720 721 725 729 711 713 719 68.0 675
RAG-context-topic / Val. | 72.0 | 72.1 722 72.6 727 71.1 70.1 71.8 71.3 69.8

Table 1: Retrieval Results (R@5) on test and validation data of MultiDoc2Dial. Bolded results are significantly
better than those in the same row with T=1 in a pairwise t-test (p < 0.05). The best result of each row is underlined.

Number of Topics (T)
1 2 3 4 5 6 7 8 9 10
Topic coherence 0.11 | 015 021 032 034 035 0.29 033 038 0.35
RAG-topic / Validation 36.3 | 362 383 395 38.0 38.7 305 303 255 234
RAG-topic / Seen Test 3771359 385 40.6 40.3 40.1 31.0 304 267 249
RAG-topic / Unseen Test | 37.5 | 34.8 353 399 395 397 316 30.8 265 249

Table 2: Retrieval Results (R@5) of RAG-topic on Validation data, Seen and Unseen test data of WoW (average of

3 runs) with the same annotation as Table 1.

4 Experiment Setup
4.1 Datasets

We use two datasets of knowledge-grounded dia-
logues for this study. In both of them, one speaker
in the conversation has to ground their response
utterances in a specific knowledge unit from the
knowledge base. MultiDoc2Dial (Feng et al.,
2021) consists of around 4800 domain-specific dia-
logues in the style of information-seeking conversa-
tions, grounded in 488 documents from 4 domains.
Wizard of Wikipedia (WoW) (Dinan et al., 2019)
is a large chitchat dataset grounded in knowledge
from Wikipedia with two test sets, seen and unseen
where the latter has topics never seen before in train
or validation. For consistency, we use the term pas-
sage to refer to the knowledge text spans we want
to retrieve for response generation. Examples of
the datasets can be found in Appendix B.

4.2 Evaluation and Models

For any RAG-based model, setting T =1 is equal to
using the original model without our modifications.

For MultiDoc2Dial, to evaluate whether RAG-
topic can add value to prior work on this corpus
focusing on the dialogue history rather than the
knowledge base (Tran and Litman, 2022), we de-
velop RAG-context-topic. This approach uses
RAG-topic as the model but also has an algorithm
and predictive modules to form the dialogue history
(input to RAG), based on an assumption that includ-

ing only turns grounded in the same document as
the current turn provides a better input query.

For WoW, we compare the generation perfor-
mance of RAG-topic with two published baselines.
KnowledGPT (Zhao et al., 2020) jointly optimizes
the knowledge selection and response generation
modules with pretrained LMs; KnowExpert (Xu
et al., 2022) is an end-to-end model that directly in-
jects the knowledge into pretrained language model
(e.g., no knowledge extraction step) by using topic
modeling to inform the GPT-2 adapters with more
relevant "topics" during generation.

The evaluation metric for retrieval is Recall at 5
(R@5) as the generator from RAG uses the top-5
passages to create the response. For generation
results, we use unigram-F'; score between the gen-
erated and gold responses. To evaluate the quality
of topics from topic model (topic coherence), we
follow the authors of our CTM model (Bianchi
et al., 2021) and use external word embeddings
topic coherence (Ding et al., 2018).

Due to the randomness of the models (e.g.
dropout from CTM training), we run each experi-
ment 3 times and report the average results. Imple-
mentation details can be found in Appendix A.

5 Results

Tables 1 and 2 show the passage retrieval results
with various numbers of topics chosen (T) for Mul-
tidoc2Dial and WoW respectively. The topic co-



Model | T=1|T=5
RAG-topic 41.1 | 41.3
RAG-context-topic | 41.2 | 42.1

Table 3: Generation results (F') for MultiDoc2Dial,
with and without topic modeling (T=5 vs T=1)

Model WoW Seen ‘ WoW Unseen
KnowledGPT | 22.0*/21.9 | 20.5%/20.6
KnowExpert | 18.7%/18.5 | 16.7*/16.7
RAG 21.9 20.2
RAG-topic 22.3 20.2

Table 4: Generation results (F'1) for WoW, T = 4. Re-
sults with * are numbers reported in the original papers.

herence scores are also reported in the first row of
each table. For both tables, T = 1 equals using the
original RAG models (no topic modeling).

For both datasets, with the right choices of the
number of topics (T), our models can outperform
the baseline counterparts with no topic modeling (T
= 1). For instance, with T =4 or T = 5, all models
achieve higher R@5 than their non-topic-modeling
versions in both tables. On the other hand, certain
Ts yield lower results compared to the baselines.
For example, with T = 10, all models significantly
underperform the baseline T = 1. Also, the best T
is consistent among the same dataset but different
across datasets. Specifically, the best results are
with T = 5 in both tested models for Multidoc2Dial,
while T = 4 provides the best RAG-topic results on
both WoW Seen and Unseen test data. Additionally,
for each dataset, the best T values on validation data
and test data are identical. This suggests that the
optimal number of topics T is data-dependent and
should be tuned on validation data.

In contrast, for both datasets, higher scores in
topic coherence do not necessarily lead to higher
retrieval results. For MultiDoc2Dial, the best R@5
is at T = 5 while the highest topic coherence is
at T = 4. For WoW, T = 9 has the highest topic
coherence score, but its models perform worse than
the baselines on both seen and unseen data, let
alone the best models at T = 4.

Results with RAG-context-topic in Table 1 show
that with the right T, our approach which manipu-
lates the knowledge base side compliments the ap-
proach that manipulates the input query side from
Tran and Litman (2022). RAG-context-topic out-
performs the original model in the same row (T
= 1) in multiple values of T (e.g., 2, 3, 4, 5) as

well as our proposed model when used in isola-
tion (RAG-topic vs RAG-context-topic in the same
column).

Table 3 shows the response generation results
on Multidoc2Dial. For each model, we report the
result from T=1 (no topic modeling) and the best T
from Table 1 (T =5). With our proposed approach,
all models consistently outperform their baseline
versions, even though the gain is very small (less
than 1). Similar to Feng et al. (2021); Tran and
Litman (2022), the increases in retrieval results do
not really transfer to generation performances.

In Table 4, we report the generation results of
our best model (T = 4) on the WoW Seen and
Unseen test data. Compared to the original RAG
with no topic modeling, our RAG-topic approach
achieved a higher score on Seen and an equiva-
lent score on Unseen. This implies that utilizing
our approach does not decrease generation perfor-
mances. Our model outperforms KnowledGPT in
the Seen data but has a lower F score on the Un-
seen set. Although KnowExpert uses topic mod-
eling in their approach, the performance is lower
than the retrieval-based models, including ours.

6 Conclusion

In this work, we proposed a simple method that
utilizes topic modeling on the knowledge base to
improve the performance of RAG-based dense re-
trieval models. Our approach re-uses the same
RAG framework but uses topic modeling to cluster
the knowledge base. We then build a separate doc-
ument encoder for each cluster in the knowledge
base and incorporate the topic distribution weights
into the calculation of similarity scores. The results
show that the number of topics T is an important
parameter that can affect the retrieval results, either
positively or negatively. Additionally, the results
suggest that topic coherence is not a good indicator
of the optimal T as higher scores do not always lead
to better retrieval performances. We also believe
that the optimal number of topics is data-dependent
since the best Ts are different for the two exper-
imented datasets. Overall, with the right T, we
achieve improvement in both retrieval and genera-
tion, although the gain in generation performance
is small. Future plans include utilizing multi-task
training with similar knowledge-intensive tasks and
using better generative modules to take advantage
of the improved retrieval results.



Limitations

One major limitation of our proposed approach is
that the computational requirement is proportional
to the number of topics T as we need to retrieve
K knowledge passages from each knowledge base
cluster in order to get the final top-K. Therefore,
this method does not scale well if the optimal T is
large. Also, the relation between topic coherence
and the best T found in this work is constrained
to the metric used to calculate the topic coherence,
which is external word embeddings (Ding et al.,
2018). Additionally, for generation results, this
work lacks human evaluation and analysis of the
poor increment of response generation (Tables 3
and 4) despite improvement in knowledge retrieval
(Tables 1 and 2).

Ethical Considerations

Although this work focuses on knowledge retrieval
performance (e.g. finding the correct knowledge
passages as frequently as possible), other aspects
of accuracy should be considered, especially in
systems that provide information to the user. For
example, for a healthcare application, giving the
user wrong information is more dangerous than
generating an irrelevant response, but both cases
are considered equally failed instances when train-
ing/testing for most models. Since no NLP/AI
model is perfect, depending on the application, fur-
ther regulation is needed to prevent misinformation.
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A Implementation Details

To train the topic model, we use CTM (Bianchi
et al., 2021) and follow the training details from
Xu et al. (2022).

For RAG, we use DPR 2 to build the encoder
and create the index for each cluster in the knowl-
edge base. This process also initializes the query
encoder for RAG. Then, we modify the retriever
of RAG 3 to get the top-K passages as described
in Section 3. We use the default hyperparameters
for these models. For RAG-topic-context, since it
only changes the input query to the RAG model,
we modify the code provided by Tran and Litman
(2022) in the same way we modify the RAG model.
KnowledGPT (Zhao et al., 2020) and KnowExpert
(Xu et al., 2022) are re-run by using the checkpoint
from the source code provided in the original pa-
pers without any modification. All models were
trained on an RTX 3090 card.

B Examples from Datasets

Figures 2 and 3 show one example each from our
two datasets, Multidoc2Dial and WoW, respec-
tively. Notice that for the WoW dataset, we do
not take advantage of the topic given in the dataset.
We instead assume that no topics are given during
the conversation and the relevant knowledge pas-
sages need to be found from the entire knowledge
base.

C Examples of Retrieved Passages and
Response Generation

Table 5 shows the list of keywords of each clus-
ter from WoW when the number of topic T for
CTM is set as 4. In Table 6, we show the top-
1 retrieved passage and generated response from
RAG and RAG-topic for a given dialogue history
in WoW. The topic distribution weights from CTM
helped guide the search to Cluster 3, which con-
tains knowledge about novels and films, to find a
relevant knowledge passage. On the other hand, the

2https: //github.com/facebookresearch/DPR
3https://github.com/huggingface/transformers/
tree/main/src/transformers/models/rag
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[Doc-1] [Doc-2]

[Seg-1] Ul: [ need help with SSDL I heard that it could benefit Home - BenefitPlanner > Credits
my relatives too. L am in my S0s. The Basics about Disability Benefits Social Security Credits
A2: Yes SSDI pays benefits to you o
and family members if you are insured. |~ _ Social Security Disability Insurance (SSDI)
R R program pays benefits to you and certain

~ == -\ family members if you are 4
[Seg-2] A3: Do you know if you are “insured”? " insured " *., | Number of Credit Needed for Disability Benefits

U4 : Could you tell me more about it?

I T L _ 30 y’éars or older - In general, you must traVe
AS: We measure it in “work credits™. To be eligible for Benefits For Your Spoyse - . T atleast 20 credits in the 10-year period
disability benefits, you must meet a recent work test. able soYualf immediately before you become disabled

U6 : How many credits do I need to get the benefit? rd. Themnte oA N ——
pouse | =remei Number of Credit Needed for Retirement Benefits
7~ The qualifying member could ™
‘receive up to 50% of your benefit.
— =

4

A7: Since you are over 31 years old, you must have . -~
at least 20 credits in the 10-year period ...

[seg-3] U8: OK. My wife is currently unemployed. [ want to b [Doc-3]
know what benefit she gets from me. It e L L (I . Home -  Benefit Planner > Online
A9: The qualifying member could receive » ~J Access Your Benefit Information Online
up to 50% of your benefit. Quakficetol ~
} To receive corresponding benefits, the child must: * | Sign up a new account
[Seg-4] U10: hmm, | haven't checked my SSA online account for - Be unmarried

long time Could you remind me where to start? “| Recover your username and password

A11: Do you plan to apply online? If so, « - - - = k-

you can follow the link to fill out an application form

- Be under age 18;

Af y;u can't log in your account, you can fill out this
18 or older and disabled from a disability that \\[01" to recover your account information.
before age 22. ——

Figure 2: An example dialogue from Multidoc2Dial borrowed from Feng et al. (2021). The conversation (on the
left) is grounded in 3 documents Doc-1, Doc-2, and Doc-3. Each dialogue segment indicates that all turns within it
are grounded in the same document (e.g., A3 to A7 in Seg-2 are all grounded in Doc-2). A dialogue turn and its
corresponding relevant span in a document are connected by a blue dashed line. The red dotted lines with arrows
show the dialogue flow shifts among the grounding documents through the conversation (e.g., Doc-1 — Doc-2 —
Doc-1 — Doc-3).

Topic:  Armadillo

Wizard: I love animals and think armadillos are awesome with their leathery shell.
Apprentice: I don’t think I've ever seen an armadillo in real life!

Wizard: I’ve seen them at the zoo. Armadillo means little armored one in Spanish.
Apprentice:  Are they native to a Spanish-speaking part of the world?

Knowledge:  Armadillos are New World placental mammals in the order Cingulata ...
The word “armadillo” means “little armoured one™ in Spanish.

The nine-banded armadillo (“Dasypus novemcinctus™), or the nine-banded, long-nosed
armadillo, is a medium-sized mammal found in North, Central, and South America.

Wizard:  Yes, they are most commonly found in North, Central, and South America

Figure 3: An example dialogue from WoW copied from Dinan et al. (2019). Two speakers talk about a given topic
(e.g., Armadillo). In the data collection process, only the wizard has access to an information retrieval system
over Wikipedia (around 61 knowledge candidates per turn) to make statements relevant to the conversation. The
knowledge passage chosen by the wizard is highlighted in blue. However, in this study, we assume the information
about the topic is not given to the speakers and perform the retrieval on the entire knowledge base.

original RAG model found an irrelevant knowledge
passage and generated an inappropriate response.



Number of Topics (T) = 4

Cluster 1  east, west, south, river, north, state, area, city, district, center

Cluster 2 rock, band, records, music, song, album, team, record, club, studio

Cluster 3  story, fiction, characters, book, disney, novel, film, episode, films, comic

Cluster 4  pain, bon, Canberra, rutgers, blocked, khalil, edmonton, capitals, auckland, auburn

Table 5: Top 10 words for each cluster of the knowledge base on WoW

Dialogue history

Speaker 1: the Draco lizard is so cool they can glide from trees
Speaker 2: Lizards are just cool in general but i havent heard of that one before
Speaker 1: have you heard of Draco Malfoy?

Model

RAG (RAG-topic with T=1)

RAG-topic (T =4)

Topic distribution

w = (1.00)

w =(0.21, 0.09, 0.55, 0.15)

Retrieved passage
(Top-1)

Members of Draco are primarily ar-
boreal, inhabiting tropical rainforests,
and are almost never found on the for-
est floor

Draco Lucius Malfoy is a character in
J. K. Rowling’s "Harry Potter" series.

Generated response

Yes, you can find them in tropical
rainforests.

Yes, he is a character in harry potter
series.

Table 6: An example from WoW in which our proposed RAG-topic successfully retrieved a relevant knowledge
passage while the original RAG failed to do so for the same given dialogue history. For RAG-topic, vector w
represents the topic distribution of the four clusters in Table 5 from the dialogue history.



