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ABSTRACT
Vehicle counting aims to calculate the number of vehicles in con-
gested traffic scenes. Although object detection and crowd count-
ing have made tremendous progress with the development of deep
learning, vehicle counting remains a challenging task, due to scale
variations, viewpoint changes, inconsistent location distributions,
diverse visual appearances and severe occlusions. In this paper, a
well-designed Vehicle Counting Network (VCNet) is novelly pro-
posed to overcome the problem of scale variation and inconsistent
spatial distribution in congested traffic scenes. Specifically, VCNet
is composed of two major components: (i) To capture multi-scale
vehicles across different types and camera viewpoints, an effective
multi-scale density map estimation structure is designed by build-
ing an attention-based mask refinement module. The multi-branch
structure with hybrid dilated convolution blocks is proposed to
assign receptive fields to generate multi-scale density maps. To
efficiently aggregate multi-scale density maps, the attention-based
mask refinement is well-designed to highlight the vehicle regions,
which enables each branch to suppress the scale interference from
other branches. (ii) In order to capture the inconsistent spatial
distributions, a spatial-awareness block loss (SBL) based on the
region-weighted reward strategy is proposed to calculate the loss
of different spatial regions including sparse, congested and occluded
regions independently by dividing the density map into different
regions. Extensive experiments conducted on three benchmark
datasets, TRANCOS, VisDrone2019 Vehicle and CVCSet demon-
strate that the proposed VCNet outperforms the state-of-the-art
approaches in vehicle counting. Moreover, the proposed idea can be
applicable for crowd counting, which produces competitive results
on ShanghaiTech crowd counting dataset.

CCS CONCEPTS
• Computing methodologies→ Computer vision problems.

∗Xiao Wu is the corresponding author.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
MM ’21, October 20–24, 2021, Virtual Event, China
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8651-7/21/10. . . $15.00
https://doi.org/10.1145/3474085.3475246

KEYWORDS
Deep learning; Vehicle counting;Multi-scale densitymap; Attention-
based mask refinement; Spatial-awareness block loss
ACM Reference Format:
Ji Zhang, Jian-Jun Qiao, Xiao Wu∗, Wei Li. 2021. Vehicle Counting Network
with Attention-based Mask Refinement and Spatial-awareness Block Loss.
In Proceedings of the 29th ACM International Conference on Multimedia (MM
’21), October 20–24, 2021, Virtual Event, China. ACM, New York, NY, USA,
10 pages. https://doi.org/10.1145/3474085.3475246

(c) Diverse Visual Appearance  (d) Dramatic  Scale Variations

(a) Inconsistent Location Distribution (b) Severe  Occlusions

Figure 1: Vehicle counting in congested traffic scenes re-
mains a challenging task.

1 INTRODUCTION
The goal of vehicle counting is to calculate the number of vehicles
in congested traffic scenes, which has a wide variety of real-world
applications, including traffic surveillance, congestion monitoring,
urban planning, intelligent transportation system, smart city and so
on. Although object detection has achieved tremendous progress,
vehicle counting remains a challenging task due to inconsistent
location distributions, diverse visual appearances, severe occlusions,
dramatic scale variations and various sizes, which is illustrated in
Fig. 1.

In recent years, crowd counting has been extensively studied
(e.g., [1, 4, 5, 8, 19, 37, 39, 50, 52]), which is to count the number
of people in an image, ranging from tens to thousands. With the
rapid development of deep convolutional neural networks, promis-
ing performance has been achieved by leveraging the supervision
information of center positions provided by pedestrians’ heads.
Although crowd counting and vehicle counting have some proper-
ties in common, vehicle counting demonstrates three significantly
different but challenging aspects compared with crowd counting.
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• Severe scale variations: One critical factor among all issues is
the drastic scale variations in congested vehicle scenes. In crowd
counting, the heads of pedestrians tend to have similar physical
sizes, circle-like shapes and appearances. The scale variation is
mainly caused by the distance between the cameras and people.
Differently, the scale variation in vehicle counting is more severe
than crowd counting. It is caused due to the perspectives, different
types of vehicles as well as the distance between the cameras
and vehicles.

• Diverse visual appearance: The visual appearances of human
heads are more or less similar for crowd counting. On the con-
trary, large appearance variations exists in vehicle counting. Due
to the viewpoint changes and the wide variety of vehicle types,
the visual appearances of vehicles vary dramatically in terms of
colors, shapes and sizes.

• Inconsistent spatial distributions: In general, dense location
distribution is a common issue for both crowd counting and ve-
hicle counting. However, in congested traffic scenes, the sparsity
of vehicles varies more dramatically as the roads change. For ex-
ample, there is a significant difference in the spatial distributions
between the vehicles at the toll stations and those on the roads.
Differences in vehicle types also lead to more inconsistent spatial
distributions.

Therefore, existing methods for crowd counting cannot be directly
applied to vehicle counting because of the significant scale and
spatial differences between the crowd and dense vehicles. First,
some CNN-based methods with fixed receptive fields usually only
perceive the objects with a certain scale range, which makes them
relatively less robust to severe scale variations of different vehi-
cles. Second, the strategy of multi-branch density map generation
has widely used to handle the scale variations. However, the scale
ranges of vehicles among multiple branches tend to overlap each
other. Simple accumulate or average multi-branch density maps
will lead to count redundancy and produce a suboptimal solution.
Moreover, the visual appearance differences of vehicles also enlarge
the imbalance of spatial distributions, which makes existing meth-
ods biased in the learning process. In dense distribution area, the
estimation of density map tends to be inaccurate, while in sparse
distribution area, the isolated points are easily be ignored.

To explore the aforementioned problems, in this paper, a vehicle
counting network (VCNet) is proposed to alleviate the problem
of drastic scale variations and inconsistent spatial distributions in
congested traffic scenes, in which a high-quality density map con-
taining different scale information is generated and a loss function
perceiving a variety of spatial distributions is adopted to boost the
performance. The framework of the proposed method is illustrated
in Fig. 2, in which the RGB images are imported into the network to
generate the density maps so that the density estimation can be con-
ducted. In order to cope with the problem of severe scale variations,
an effective strategy of attention-refined multi-scale density map
estimation is introduced to capture vehicles with multi-level scales,
which integrates a multi-branch structure with hybrid dilated con-
volution blocks and an attention-based mask refinement module.
By suppressing the information redundancy of different branches,
the attention-based mask refinement is employed to highlight the
vehicle regions corresponding to each scale. Furthermore, to deal

with the inconsistent spatial distributions, a spatial-awareness block
loss is employed to enhance the model’s perception of different
spatial distributions, by dividing the density map into blocks and
establishing block-level constraints. Instead of using the L2 loss to
measure each block, an effective region-weighted reward strategy
of the loss is proposed to balance the losses of different blocks.
Finally, an ideal density map is precisely predicted by integrating
multiple branches. The main contributions of this paper are listed
as follows:
• An end-to-end Vehicle Counting Network (VCNet) is novelly
proposed, which explores the characteristics of severe scale vari-
ations and inconsistent spatial distributions in congested traffic
scenes, with the elaborated strategies of attention-refined multi-
scale density map estimation and the spatial-awareness block
loss.

• An effective Attention-refined Multi-scale Density map Estima-
tion module (AMDE) is well-designed to handle severe scale
variations among different vehicles, where a new multi-branch
hybrid dilated convolution structure is employed to generate
multi-level density maps and an attention-based mask refine-
ment is used to suppress the information redundancy of different
branches.

• Motivated by the region-weighted reward strategy, a novel Spatial-
awareness Block Loss, named SBL, is introduced to capture the
spatial distributions and establish block-level constraints to mea-
sure each block of the density map.

• A new Congested Vehicle Counting dataset covering diverse
traffic scenes, namely CVCSet is collected, which consists of
3,885 images and 132,524 annotated vehicles.

• Extensive experiments conducted on three benchmark datasets,
TRANCOS [9], VisDrone2019 Vehicle [1, 53] and CVCSet, demon-
strate that the proposed VCNet achieves promising performance,
which outperforms the state-of-the-art methods in vehicle count-
ing.

This paper is organized as follows. Section 2 gives a brief overview
of related works. Sections 3 elaborates the proposed vehicle count-
ing network. The experimental setting and performance compari-
son are presented in Section 4. Finally, this paper is concluded with
a summary.

2 RELATEDWORK
2.1 Crowd Counting
The methods of crowd counting can be classified as detection-based
[7, 8, 19, 42], regression-based [3, 31, 50] andCNN-based approaches
[4, 5, 16, 36, 39, 52]. The detection-based methods adopt object
detectors to identify and locate each people in an image, with
which the crowd can be counted. The features for pedestrians can
be traditional local features like SIFT, or the latest deep features
[30]. Unfortunately, the detection-based methods are not competent
for dense crowd scenes with hundreds to thousands of people [5].
The regression-based methods first map an image to a density map
and then integrate it to obtain the final count, in which the integral
of the density map over the entire image is the number of the
objects in the image. Nevertheless, the regression-based methods
lose the ability of location [14] and have difficulties in preserving
the high-frequency variation of the density map [5]. Inspired by
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Figure 2: The framework of the proposedVCNet. Attention-refinedmulti-scale densitymaps estimationmodule is first utilized
to generate high-quality density maps based on the multi-branch structure and attention-based mask refinement. The spatial-
awareness block loss (SBL) accepts the high-quality density maps for loss computation.

the great success of CNN in vision tasks of image classification
and recognition, CNN-based density estimate methods [52] for
dense crowd counting are proposed and achieve great success. CNN-
based methods tend to generate high-quality density map via the
multi-column structure [52], multi-scale structure [37], or attention
module [48, 49], etc. Therefore, high-precision crowd counting is
achieved.

Overall, great progress is obtained in crowd counting with the
latest methods. However, these methods are proposed for crowd-
ing counting, and vehicle counting of congested traffic scenes is a
challenging task for them. Therefore, in this paper, the problem of
density inconsistent vehicle counting is studied and a more suitable
approach is proposed to address this problem.

2.2 Detection-based Vehicle Counting
With the progress of research on general object detection methods,
more and more researchers turn their attention to special object
detection. Most existing methods [12, 13, 20, 45] regard vehicle
detection as a specific form of general object detection. In SINet
[13], a context-aware ROI pooling associated with a multi-branch
detection network is proposed to maintain contextual information
by reducing the inter-class distance between features. In order to
solve the problem of vehicle detection in aerial images, ClusDet [45]
is proposed to unify object clustering and detection in an end-to-
end framework. Although recent vehicle detection methods show
good performance in terms of accuracy and speed, vehicle detec-
tion and counting in dense scenes is still a challenging problem. A
Layout Proposal Network (LPN) [12] is proposed to count cars in
UAV-based images. In order to deal with dense vehicles, a counting-
driven attention network [21] is proposed to integrate counting
information and vehicle detection into a whole framework. How-
ever, during training, detection-based vehicle counting methods
often require bounding box information, which is difficult to label
in dense scenes. Therefore, an estimated-based vehicle counting
method is to be explored in this paper, which only requires point

labeling information and has short training time as well as fast
inference speed.

2.3 Estimation-based Vehicle Counting
CSRNet [22] is proposed for crowd counting and achieves high-
performance with the dilated convolution, which expands the recep-
tive field and preserves the resolution. This method is evaluated on
both the crowd counting datasets like ShanghaiTech and a vehicle
counting dataset called TRANCOS. In ADCrowdNet, an attention-
injective network is designed to detect crowd regions and compute
congestion priors. Amulti-scale deformable network is then utilized
to generate high-quality density maps based on the detected crowd
regions and congestion priors. In [1], the VisDrone2019 Vehicle
dataset is reorganized for density estimation with the central point
of the bounding box adopted as point supervision. The work in [1]
addresses the problems of scale variations and isolated clusters in
vehicle counting, by extracting long-range contextual information
and attaining high scale sensitivity of isolated clusters.

Moreover, in TRANCOS dataset, most of the vehicles are similar
in sizes, shapes and colors. Besides, the dense area and complex
background are segmented from the image during the training and
testing process [22]. The reorganized VisDrone2019 Vehicle [1] used
for counting contains small vehicles and multi-scale vehicles, which
is more challenging than TRANCOS. However, it has few vehicle
occlusions and highly dense areas. In this paper, a new vehicle
counting dataset is collected, which has highly dense distributions,
severe occlusions, inconsistent scales and various appearances of
vehicles.

3 VEHICLE COUNTING NETWORK
3.1 Framework
To overcome the challenges induced by drastic scale variations and
inconsistent spatial distributions, a novelly designed vehicle count-
ing network (VCNet) is proposed for vehicle counting. It mainly



consists of two components, the attention-refined multi-scale den-
sity map estimation and the spatial-awareness block loss, which is
illustrated in Fig. 2. A multi-branch structure with hybrid dilated
convolution blocks is introduced, so that the receptive fields of
VCNet can cover diverse vehicles with inconsistent scales, in which
each branch corresponds to a specific range of scales. Through the
structure of multi-branch hybrid dilated convolution blocks, an RGB
image can be used as input to generate multi-scale density maps.
The overlap of the receptive field of different branches often leads
to the redundancy of information among the multi-scale density
maps. An effective strategy of generating attention-refined mask
is then introduced to perform the inner product with the density
map of the corresponding branch. With the attention-based mask
refinement, the density map of vehicles can be selectively assigned
to each branch according to the corresponding scale ranges. A novel
spatial-awareness block loss (SBL) is finally proposed to capture the
inconsistent spatial distributions with the region-weighted reward
strategy. The predicted density map is first divided intoM blocks
and the Kth Root of L2 loss of each block is calculated separately. In
this way, the contribution of each block to final loss is transformed,
which captures special and complicated spatial information of the
congested traffic scenes and enhances the spatial awareness of the
network.

3.2 Density Map Generation

Given N training images (Xi , P
дt
i )

N
i=1, with Xi being the ith input

image and Pдti being the annotated center points of vehicles in Xi .
Following crowd counting, the ground-truth density map for each
pixel p ∈ Xi is generated as follows,

Dдt (p) =
∑

P ∈Pдti

Nдt (p; µ = P, δ2) (1)

whereNдt (p; µ = P, δ2) is a normalized Gaussian distribution with
mean µ and covariance δ2, and P denotes a single point annotation
of Pдti . In the training stage, the goal is to learn a elaborated vehicle-
counting network by using the density maps of vehicles. Similar
to previous works [1, 10, 22], a simplified VGG16 network with
the first 10 layers utilized for feature encoding, which acts as the
backbone.

3.3 Attention-refined Multi-scale Density Map
Estimation

Comparedwith the scale variations of the human heads, the changes
of the vehicles are more serious due to different vehicle types and
viewpoints. Severe scale variations pose a great challenge for vehi-
cle counting. Most existing neural networks with specific receptive
field tend to more accurately perceive objects within the corre-
sponding size range, so it is difficult to deal with the problem of
dramatic variations in the object sizes. Although the pooling oper-
ation is directly used to expand the receptive fields for high-level
visual tasks, simple pooling for severe scale variations will lose
critical information of smaller vehicles. Therefore, it is necessary to
design a network with multiple receptive fields in vehicle counting
task.

Motivated by the aforementioned idea, a multi-branch structure
with hybrid dilated convolution blocks is designed to enable the
network to more accurately identify vehicles of different scales
and learn multi-scale features. Inspired by CSRNet [22], the dilated
convolution blocks are used to construct multiple branches corre-
sponding to different receptive fields, as shown in Fig. 2. Different
from CSRNet, three dilated rates are first used to perform hybrid
convolution operation to suppress the gridding issues caused by the
same dilated rate [43]. A decoder structure composed of multi-layer
convolution is then followed the block to predict density map of
the corresponding scale. In order to reduce parameters, the weights
of the decoder are shared by multiple branches. Finally, the hybrid
dilated convolution blocks are connected in parallel to establish a
complete multi-branch structure.

Specifically, the feature F from the Conv4 of VGG16 is first fed to
the structure of multi-branch hybrid dilated convolution blocks to
generate multi-scale features. After a 1x1 convolution, the feature
F is added to multi-scale features to obtain the features F ′i of the
ith branche. Finally, the features F ′i are directly used to generate
the multi-scale density map Di through the decoder.

The density map of the corresponding scale can be predicted
by using the structure of multi-branch hybrid dilated convolution
blocks, where the branch with larger dilation rates tends to per-
ceive the large vehicles, and vice versa. Unfortunately, if the density
maps from all branches are simply fused, the result may include
repeated counts, which is mainly due to the overlap of the percep-
tion ranges between different branches in an unsupervised manner.
The next question is how to eliminate the perceptual overlaps from
different branches and enhance the vehicle information. Inspired by
the attention mechanisms [44], an effective strategy of generating
attention-refined mask is introduced to suppress redundant infor-
mation among multi-scale density maps and guide each branch
to be assigned in a specific perceptual range. Attention maps are
generated to focus on the salient areas of the corresponding den-
sity maps, except for the branch with the smallest receptive field.
Mask maps induced from attention maps are then applied to refine
the density maps with smaller receptive fields. This is because the
density maps from the branches with larger receptive fields contain
more contextual information and have higher priority than those
from the branches with smaller receptive fields. Finally, the refined
multi-scale density maps of different branches are aggregated into
a high-quality density map.

In VCNet, an attention head, including multi-layer convolution
and an activation function, is utilized to accept the multi-scale
features {F ′i , i ∈ {2, ...,n}} to generate the corresponding attention
maps Ai . Similar to the decoder, the weights of the attention head
are shared among multiple branches. Futhermore, the mask maps
can be calculated as follows:

Mi = 1 −Ai , i ∈ 2, ...,n (2)

The final predicted density map P is calculated bymultiplying multi-
scale density mapsDi , attention mapsAi and mask mapsMi , which
can be formulated as follows,

D =
N∑
i=2

N∏
j>i

Mj ⊗ Ai ⊗ Di +

N∏
j>1

Mj ⊗ D1 (3)
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where ⊗ denotes dot multiplication and
∑

refers to element-wise
addition.

3.4 Spatial-awareness Block Loss
Although the attention-refined multi-scale density map estimation
module can cope with the scale variation of dense vehicles, the
spatial distributions in vehicle counting are more complex than
the crowd due to the viewpoint changes and the wide variety of
vehicle types. On one hand, there exist dense and sparse areas of
vehicles in congested traffic scenes, and severe occlusions are pretty
common. On the other hand, the commonly used L2 loss has diffi-
culty in learning spatial awareness of different regions [5]. There
is still a gap between the inconsistent spatial distributions and the
L2 loss constrains. To address this problem, the most intuitive idea
is to integrate block-level constraints by dividing the density map
into different regions. However, for vehicle counting, the losses
of congested and occluded regions usually tend to be large, while
the losses of sparse areas are small. The contributions of different
regions to total losses are unbalanced. In the dense distribution
area, the estimation tends to be inaccurate, while in sparse distri-
bution area, the isolated points are easily be ignored. Therefore, it
is suboptimal to constrain the whole density map or simply divide
it into some blocks.

This fact motivates us to explore the strategy to balance the
losses of different blocks. Different from existing strategies, a spatial-
awareness block loss (SBL) with the region-weighted reward strat-
egy is proposed for congested vehicle counting scenes, as shown in
Fig. 3. The main idea of SBL is not only to divide blocks but also to
weight each block, which aims to control the loss contributions of
different blocks. The predicted density map is divided intoM blocks
and the L2 loss of each block is calculated independently. In order

to balance the proportion ofM blocks in the final loss, we plan to
enlarge the proportion of the blocks with smaller loss and mean-
while reduce the impact of the blocks with larger loss, so that both
dense and sparse areas can be perceived by the VCNet. Kth Root
Strategy (KRS) is a good solution to achieve this operation, which
satisfies our expectation. In addition, we also explore a couple of
strategies, which will not be discussed in this paper due to space
limitation. The weighted losses ofM blocks are finally summed to
obtain the final loss of the predicted density map. Specifically, the
proposed SBL loss is formulated as follows,

SBL(Dpr ,Dдt ) =
1
2N

N∑
i=1

M∑
j=1

∑
p∈Bi j

S(
Dpr

i j (p) − D
дt
i j (p)

2
2
) (4)

where N is the number of training images.M denotes the number
of blocks, and Bi j denotes the jth block in ith density map. Dpr

i j (p)

and D
дt
i j (p) denotes the counting results of the jth blocks in ith

predicted density map and ground truth density map, respectively.
For convenience, θ is denoted as,

θ =
Dpr

i j (p) − D
дt
i j (p)

2
2

(5)

TheKth Root Strategy (KRS): TheKth Root Strategy (KRS) aims
to change the loss distribution of the blocks, which is formulated
as follows,

SKRS (θ ) =
K

√Dpr
i j (p) − D

дt
i j (p)

2
2
,K > 1 (6)

With the Kth Root Strategy (KRS), the loss larger than 1 would
be reduced. On the contrary, the loss smaller than 1 would be
enlarged but still smaller than 1. As the value of K increases, the
loss distribution will be changed to a larger extent.

Inspired by the step decay learning rate, the step decay block
loss with a dynamic K value is proposed, which adopts the Kth
Root Strategy (KRS) for weighting and can be defined as follows:

SKRSstep (θ ) =
Kstep

√Dpr
i j (p) − D

дt
i j (p)

2
2

(7)

where Kstep defines the set of K values which is dynamically
changed according to the number of training steps.

4 EXPERIMENTS
4.1 Implementation Details
In this paper, the truncated VGG-16 is adopted as the backbone of
VCNet for end-to-end training. The first 10 convolution layers are
pre-trained on ImageNet [18] and the other layers are initialized
with a Gaussian distribution with 0.01 standard deviation. The dila-
tion rates of the hybrid dilated convolution block in each branch
are set to {1, 1, 1}, {1, 3, 5}and{3, 4, 5}, respectively. The Adam op-
timizer is utilized to train the model with a fixed learning rate of
1e-5 for vehicle counting and a fixed learning rate of le-6 for crowd
counting. The number of training epochs is 200. The number of BL
blocks is set to 16, which performs well in the benchmark datasets.
The Kth Root Strategy of BL is adopted to get training loss for
different models, in which the Kstep are set to {10, 5, 10/3, 2.5, 2}
and decays every 40 epochs.



Figure 4: Examples of the newly collected CVCSet, which is
a challenging dataset.

4.2 Datasets
TRANCOS [9]: TRANCOS is a public image dataset for vehicle

counting with different traffic scenes. The number of images in
TRANCOS is 1244, among which the training, validation and testing
sets are 403, 420 and 421 images, respectively. The total number
of annotated vehicles is 46796 [22]. Besides, the region of interest
(ROI) of training and evaluation is provided, where the background
and small vehicles far away are removed.

VisDrone2019 Vehicle [53]: VisDrone2019 is a public object
detection dataset with 8599 images and 10 object categories of in-
terest. Similar to [1], a subset containing the categories of car, van,
truck, and bus is used for vehicle counting. To meet the practical
scenarios as close as possible and increase the challenge of the task,
severely occluded or truncated objects are also counted. Moreover,
the cases having less than 10 annotated objects are filtered out.
Finally, this dataset consists of 5025, 455 and 1242 training, valida-
tion and test samples, respectively. To generate the ground truth
for vehicle counting, the original bounding box is changed to the
center point.

CVCSet: CVCSet is our newly collected vehicle counting dataset,
which contains 3885 images from diverse scenarios, including high-
way roads, toll stations and service stations. The total number
of annotated vehicles is 132524, and on average each image has
around 34 vehicles. Compared to TRANCOS, CVCSet is a challeng-
ing dataset with inconsistent vehicle densities, imbalanced spatial
distributions, severe occlusions, complex backgrounds, diverse vi-
sual and scale variations, which is illustrated in Fig. 4. Moreover,
the dense and small vehicle targets are also reserved and annotated,
which posts the challenge of small object counting in complex
and dense background. The training, validation and testing sets of
CVCSet contain 2313, 497 and 1075 images, respectively.

ShanghaiTech [50]: ShanghaiTech crowd counting dataset con-
tains 1198 annotated images with a total amount of 330165 persons
[22]. This dataset consists of two parts. Part A contains 482 images
with highly congested scenes, which are randomly downloaded
from the Internet. Part B includes 716 images with relatively sparse
crowd scenes, which are taken from streets in Shanghai.

4.3 Evalution Metrics
Mean Absolute Error (MAE) and Mean Square Error (MSE) are com-
monly used performance metrics for crowd counting [22], which
are defined as follows,

MAE =
1
N

N∑
i=1

|Ci
pr −Ci

дt | (8)

Table 1: Performance comparison on TRANCOS.

Method GAME 0 GAME 1 GAME 2 GAME 3
Hydra 3s [29] 10.99 13.75 16.69 19.32
AMDCN [6] 9.77 13.16 15.00 15.87
FCNN-skip [17] 4.61 8.39 11.08 16.10
LSC-CNN [32] 4.60 5.40 6.90 8.30
FCN-HA [51] 4.21 - - -
CSRNet [22] 3.56 5.49 8.57 15.04
DensityCNN-H [15] 3.17 4.78 6.30 8.26
KDMG [40] 3.13 4.79 6.20 8.68
HSRNet [54] 3.03 4.57 6.46 9.68
E2D [55] 2.88 4.81 7.77 12.47
PSDDN [27] 4.79 5.43 6.68 8.40
ADSCNet [2] 2.60 - - -
Shi et al. [35] 2.00 - - -
DADNet [10] 2.79 4.41 6.43 9.27
VCNet 1.90 3.03 4.01 5.65

Table 2: Performance comparison on VisDrone2019 Vehicle.
Method GAME 0 GAME 1 GAME 2 GAME 3
VGG-16 [1] 21.4 - - -
MCNN [1] 14.9 - - -
CSRNet [22] 9.91 11.88 14.43 17.11
CAN [26] 9.5 11.21 13.27 16.18
SACANet [1] 8.6 - - -
VCNet 3.20 4.24 5.27 6.39

Table 3: Performance comparison on CVCSet.
Method GAME 0 GAME 1 GAME 2 GAME 3
MCNN [52] 18.62 35.44 45.62 52.27
CSRNet [22] 9.31 11.60 14.60 17.90
CAN [26] 9.03 11.21 13.85 16.43
VCNet 4.12 4.67 5.35 6.43

MSE =

√√√
1
N

N∑
i=1

(Ci pr −Ciдt )2 (9)

where Ci pr and Ciдt refer to the predicted and ground-truth num-
bers of the crowd, respectively. N is the total number of tested
images. However, MAE metric often leads to mask mistaken esti-
mations [9] as it ignores the locations where the estimation is done
in the images.

Furthermore, Grid Average Mean Absolute Error (GAME) [9]
combines the quantity and location to measure the performance,
which is more convincing for vehicle counting evaluation. With
GAME metric, the image is subdivided into 4L non-overlapping
regions, and MAE of each region is calculated, respectively. GAME
is formulated as follows,

GAME(L) =
1
N

N∑
i=1

(

4L∑
j=1

|C
j
i
pr

−C
j
i
дt
|) (10)

where C j
i
pr

and and C j
i
дt

indicates the predicted and ground-truth
numbers of the crowd in the region j of the ith image of testing set,
respectively.
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Figure 5: The estimated density maps from the attention-refined multi-scale density map estimation module. {Pi , i ∈ [1, 2, 3]}
is the attention-refined multi-scale density maps. P refers to the final prediction of VCNet.

4.4 Comparisons with SOTA methods
First, we compare the proposed method with the state-of-the-art ap-
proaches on three benchmark datasets, TRANCOS, VisDrone2019
Vehicle and CVCSet. Grid Average Mean Absolute Error (GAME) is
employed to measure the performance, which combines the quan-
tity and location to measure and is convincing in the evaluation of
the vehicle counting task.

The performance comparison on TRANCOS dataset is listed in
Table 1. The method in [29] uses a CNN-based multi-scale non-
linear regression model to generate the density map. CSRNet [22]
adopts dilated convolution instead of a multi-column structure to
enlarge the receptive field of the network. DADNet [10] deploys
deformable convolution to promote the accuracy of object local-
ization in the density map. Compared to DADNet, VCNet achieves
huge improvements of 31.8%, 45.5%, 37.6% and 39.1% in GAME(0),
GAME(1), GAME(2) and GAME(3), respectively. As discussed in
[9], GAME metric becomes more sensitive to location information
as the number of blocks L increases. The improvement of VCNet
in GAME(3) metric fully shows that the density map predicted by
VCNet not only has high counting accuracy but also has good lo-
cating accuracy. This is mainly due to the strong ability of spatial
awareness that the block loss brings to VCNet.

The results on VisDrone2019 Vehicle dataset are listed in Table
2. We compare the proposed VCNet with five state-of-the-art meth-
ods [1, 22, 26, 52]. Among these methods, the official codes with
the original settings are adopted to reproduce CSRNet and CAN
on VisDrone2019 Vehicle dataset. The results of VGG-16, MCNN
and SACANet in [1] are directly copied. Different from TRANCOS,
the background noise information and small-scale objects in Vis-
Drone2019 Vehicle dataset are retained, so that this dataset has
more complex scene changes and serious scale variation for objects.
Our VCNet outperforms other methods on all GAME metrics. Com-
pared to the result from [1], VCNet decreases the errors by 62.8%
for GAME(0). Although SACANet [1] has advantages in solving
scale changes and isolated clusters in crowd counting tasks, it is
not enough to deal with more serious scale variation in vehicle
counting tasks. The proposed method integrates the multi-branch
structure and an attention-based refinement method to deal with
scale issues, which outperforms other methods on VisDrone2019
Vehicle dataset.

The results of different methods [22, 26, 52] on the CVCSet
datasets are presented in Table 3. CVCSet includes complex scenes,
severe occlusions, and extreme scale changes, which bring huge
challenges for vehicle counting. It can be seen from Table 3 that VC-
Net achieves the best results on CVCSet among the listed methods.
Compared to CAN, VCNet achieves improvements of 55.4%, 58.3%,
61.4% and 60.9% in GAME(0), GAME(1), GAME(2) and GAME(3),
respectively. This demonstrates that VCNet is robust and effective
for vehicle counting, which can deal with the problem of severe
occlusions and scale variations.

4.5 Ablation Studies
In this section, CSRNet [22] is adopted as the baseline to perform
ablation studies on TRANCOS and VisDrone2019 Vehicle datasets.

Effectiveness of attention-refinedmulti-scale densitymap
estimation. To verify the effectiveness of the attention-refined
multi-scale density map estimation module (AMDE), the networks
of two settings are compared. (i) Baseline + MBS: the multi-branch
structure with hybrid dilated convolution blocks is integrated into
CSRNet and the multi-scale density maps are directly summed to
generate the final density map. (ii) Baseline + AMDE: attention-
refinedmulti-scale densitymap estimationmodule is used to replace
the backend of the CSRNet. All two networks are trained using the
MSE loss. As shown in Table 4, two networks have been improved
to some extent. Specially, AMDE achieves 35.4%, 37.2%, 47.1% and
58.6% improvement compared to the baseline on TRANCOS, respec-
tively, and similar results are obtained on VisDrone2019 Vehicle
dataset. Moreover, it can be seen from Fig. 5: i) multi-scale density
maps from the multi-branch structure tend to more accurately es-
timate the number of vehicles with different sizes, ii) the salient
regions of multi-scale density maps are well segmented through the
attention-refined mask maps. All of these explain the effectiveness
of AMDE.

Effectiveness of Spatial-awareness block loss. To test the
performance of our method, different strategies of the SBL loss
are integrated into the baseline. Other settings of the baseline are
reserved for a fair comparison. In this way, the effectiveness of SBL
loss is verified. Table 4 shows the results of the baseline with or
without SBL loss on TRANCOS dataset and VisDrone2019 Vehicle
dataset, respectively. It can be seen that the precision of the baseline
is greatly improved with SBL. Based on the original setting of the
baseline, the performance of the baseline is improved with different



Table 4: The results of ablation studies on TRANCOS dataset and VisDrone2019 Vehicle dataset.

Method TRANCOS VisDrone2019 vehicle
GAME 0 GAME 1 GAME 2 GAME 3 GAME 0 GAME 1 GAME 2 GAME 3

Baseline [22] 3.56 5.49 8.57 15.04 9.91 11.88 14.43 17.11
Baseline + SBL (KRSk=2) 2.21 3.19 4.18 5.93 5.26 6.42 7.71 9.01
Baseline + SBL (KRSk=4) 2.12 3.15 4.14 5.79 5.14 6.33 7.63 8.93
Baseline + SBL (KRSstep ) 2.12 3.10 4.08 5.71 5.03 6.15 7.22 8.47

Baseline + MBS 2.29 3.35 4.52 6.35 4.51 6.26 8.35 10.34
Baseline + AMDE 2.18 3.27 4.43 6.01 3.63 5.92 7.74 9.54

VCNet (KRSstep + AMDE) 1.90 3.03 4.01 5.65 3.20 4.24 5.27 6.39

Table 5: Performance comparison with the detection-based
methods on VisDrone2019 Vehicle dataset.

Method MAE MSE
FRCN [30] 24.77 32.72
SSD [25] 18.07 24.79
SDC [20] 15.58 20.09
FCOS [38] 15.33 22.39
MRCN [11] 6.69 11.99
RetinaNet [23] 6.56 10.92
GA-FPN [41] 7.25 12.31
SCRDet [46] 5.51 9.81
CODAN [21] 4.88 8.78
VCNet 2.76 5.63

Table 6: Performance comparison on crowd counting dataset
ShanghaiTech.

Method Part_A Part_B
MAE MSE MAE MSE

MCNN [52] 110.2 173.2 26.4 41.3
Switching-CNN [33] 90.4 135.0 21.6 33.4
CP-CNN [36] 73.6 106.4 20.1 30.1
CSRNet (Baseline) [22] 68.2 115.0 10.6 16.0
PACNN [34] 66.3 106.4 8.9 13.5
ADCrowdNet [24] 63.2 98.9 7.6 13.9
BL [28] 62.8 101.8 7.7 12.7
RPNet [47] 61.2 96.9 8.1 11.6
VCNet (AMDE) 64.5 101.4 8.8 14.7
VCNet (KRSstep ) 62.3 93.9 8.0 13.2
VCNet (KRSstep + AMDE) 60.8 91.6 7.7 13.1

settings of SBL. Specifically, the SBL(KRSstep ) strategy achieves
huge improvements to the baseline with percentages of 40.4%, 43.5%,
52.4% and 62.0% in GAME(0), GAME(1), GAME(2) and GAME(3)
on TRANCOS. Similar results are reported on VisDrone2019 Ve-
hicle. Moreover, SBL(KRSk=2) and SBL(KRSk=4) have also made
good improvements on two datasets respectively. The experimental
results illustrate the effectiveness of SBL. The experiment results
provide strong evidence for the effectiveness of the proposed SBL.

4.6 Comparisons with Detection-based
Methods

To illustrate the value of the regression-based method in the vehicle
counting task, we compare the performance of VCNet with the
detection-based vehicle counting methods. The same dataset as

[21] is used to evaluate the performance, which is modified from
the VisDrone2019 object detection dataset. Since VCNet only uses
point annotations, MAE and RMSE are reported. The performance
comparison on VisDrone2019 Vehicle dataset is listed in Table 5. The
experimental results clearly show that VCNet outperforms all of the
detection-based methods without using bounding box information.
Comparing the second-ranked method, VCNet achieved 2.12 and
3.15 improvements in MAE and RMSE, respectively.

4.7 Experiments on Crowd Counting Dataset
The proposed method is also tested on ShanghaiTech [52] crowd
counting dataset. The comparison of VCNet and the state-of-the-
art methods on ShanghaiTech is listed in Table 6. It can be seen
that VCNet performs well in crowding counting and outperforms
most of the state-of-the-art methods. Compared to the baseline
model, VCNet improves MAE and MSE values from 68.2, 115.0 to
60.8, 91.6 on ShanghaiTech Part A, which is a huge improvement.
The good performance of VCNet on two tasks of vehicle counting
and crowd counting fully demonstrates the effectiveness of the
proposed method.

5 CONCLUSION
In this paper, a novel network called Vehicle Counting Network
(VCNet) is proposed for vehicle counting of congested traffic scenes.
In order to generate a high-quality density map, the attention-
refined multi-scale density map estimation module is designed to
be aware of varying scales of vehicles and suppress overlap between
multi-scale density maps. By adopting a more rational loss function
called spatial-awareness block loss (SBL), VCNet can capture more
spatial information of occlusions, dense and sparse distribution,
etc. Extensive experiments conducted on four benchmark datasets
demonstrate the effectiveness of VCNet. Compared to state-of-the-
art methods, VCNet achieves the best performance with GAME
metrics, especially for congested traffic scenes that exhibit large
scale variation, diverse visual appearance, severe occlusions, or
inconsistent spatial distributions.
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