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Abstract

Recent advancements in Large Language Models (LLMs) have created new opportunities
to enhance performance on complex reasoning tasks by leveraging test-time computation.
However, existing scaling methods have key limitations: parallel methods like repeated
sampling are often inefficient and quickly saturate, while sequential methods like SELF-
REFINE struggle to improve after a few rounds. Although combining these approaches
shows promise, current methods require fine-tuned reward and revision models. This paper
proposes Self-Enhanced Test-Time Scaling (SETS), a simple yet effective approach that
overcomes these limitations by strategically combining parallel and sequential techniques and
fully leveraging LLMs’ self-improvement abilities. SETS exploits the inherent self-verification
and self-correction capabilities of LLMs, unifying sampling, verification, and correction
within a single framework. This facilitates efficient and scalable test-time computation for
enhanced performance on complex tasks without any model training. Our comprehensive
experimental results on challenging benchmarks spanning planning, reasoning, math, and
coding demonstrate that SETS achieves significant performance improvements and more
advantageous test-time scaling behavior than the alternatives.

1 Introduction

Large Language Models (LLMs) have revolutionized artificial intelligence by demonstrating remarkable
capabilities in planning, reasoning, coding, and problem-solving across diverse tasks (Team et al., |2024;
Touvron et al. [2023} [Achiam et al., [2023; |anthropic), [2024]). Their success stems not only from “training
scaling”, i.e., their ability to leverage vast datasets and computational resources during training (Kaplan
et al., [2020), but also from their ability to benefit from increased compute at test-time to better address
more challenging queries — commonly referred to as “test-time (inference) scaling” (Snell et al., 2024; [Wu
et al. [2024)).

Conventional test-time scaling approaches fall into two categories: parallel and sequential scaling. The parallel
scaling approaches such as repeated sampling (Brown et al., [2024]), involve generating multiple candidate
solutions and selecting the optimal one using techniques like majority voting or task-specific reward models.
While these parallel scaling approaches can be effective in certain scenarios, they have notable limitations.
The performance improvements from repeated sampling often quickly plateau as the amount of compute
increases (Brown et al.| [2024]). Also, the reliance on task-specific reward models (Christiano et al., 2017 [Snell
et al., 2024) adds significant training overhead, limiting both efficiency and scalability. The sequential scaling
approaches such as SELF-REFINE (Madaan et al.| [2024) iteratively revise the current response based on
the feedback until the response is verified as correct. As we improve the self-verification and self-correction
capabilities of LLMs, sequential scaling approaches become more effective. However, sequential scaling cannot
effectively scale up test-time compute to further improve the performance since the performance typically
saturates quickly as we increase the self-refinement iterations. Sequential scaling methods like SELF-REFINE
stop refining an answer once it is verified as correct, which limits them from scaling to an arbitrarily high
compute budget.
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To effectively enable more optimal scaling for test-time compute with a canonical framework, we propose
an alternative approach that strategically combines the parallel and sequential scaling techniques without
training any additional models. Such strategies had been under-explored, likely due to the limited effectiveness
of self-correction in earlier generations of LLMs (Huang et al.). However, recent advancements in LLMs
have led to significantly improved self-verification and self-correction abilities (Team et al., |2024; |gem).
These improvements present an opportunity to rethink test-time scaling by moving beyond applying parallel
and sequential scaling independently, potentially achieving greater efficiency and generalizability in solving
complex tasks.

In this paper, we propose Self-Enhanced Test-Time Scaling (SETS) that combines both the parallel and
sequential scaling with Sampling, Self-Verify and Self-Correct operations to scale test-time compute. We show
that this approach yields more effective test-time compute scaling (i.e., achieving higher accuracy with less
compute) compared to notable alternatives such as repeated sampling and SELF-REFINE, as demonstrated
with recently-developed advanced LLMs. We evaluate SETS on five challenging benchmarks: NATURAL
PLAN (Zheng et al., 2024), LiveBench Reasoning (White et al., |2024), MATH 500 (Hendrycks et al., |2021)),
AIME 2024-2025 (aiml), and LiveCodeBench TestOutputPred (Jain et all 2024). In our experiments, SETS
offers a clear advantage in test-time scaling: it maintains higher effectiveness and experiences less fall-off in
performance gains, ultimately outperforming alternatives.

In summary, our contributions are as follows:

e We propose SETS, a simple yet effective method that improves the efficiency of test-time compute scaling
for LLMs by leveraging the inherent self-verification and self-correction capabilities of LLMs and combining
parallel and sequential scaling techniques.

o We perform extensive experiments to demonstrate that SETS outperforms parallel scaling methods like
repeated sampling and sequential scaling approaches like SELF-REFINE, achieving up to 10.9% accuracy
improvement on the planning, reasoning, math and coding benchmarks with both non-thinking and
thinking models. These results highlight SETS’s effectiveness for complex reasoning tasks.

e We conduct ablation studies to analyze the impact of key hyperparameters, such as the maximum number
of self-correction rounds and the temperature used during LLM inference, on the performance of SETS.
The results indicate that SETS is robust to these settings and achieves strong performance with minimal
hyperparameter tuning.

2 Related Work

Test-Time Scaling. Recent studies have explored leveraging additional test-time compute to enhance the
performance of LLMs (Welleck et al., |2024)). There are mainly two kinds of test-time scaling approaches:
parallel and sequential scaling (Balachandran et al., [2025)). Parallel scaling samples multiple responses
from the same model and then aggregates them to obtain a final result through different operators such as
majority voting or reward model scoring (Brown et al.l 2024)). Sequential scaling iteratively improves the
response utilizing the feedback of the same model until the response is verified as correct (Madaan et al.,
2024). When process-based verifier reward models are available, we can also scale test-time compute by
searching against the reward models (e.g., Beam Search and Look-ahead Search (Snell et al., [2024))). We
study test-time scaling without utilizing external reward models. We propose a simple yet effective method
that combines both parallel and sequential scaling to achieve better test-time scaling performance than those
conventional approaches that apply parallel or sequential scaling alone. While |Snell et al.| (2024) also explored
combining parallel sampling and sequential revisions to improve test-time scaling, their approach was limited
by the need to train task-specific verifiers and revision models. This dependency may not be practical in
real-world scenarios due to the high cost of collecting additional training data. Furthermore, our evaluation
is more comprehensive. Unlike [Snell et al.| (2024), which only tested their method on the MATH benchmark
with a single model (PaLM 2-S), our proposed method, SETS, is evaluated on six diverse and challenging
benchmarks spanning planning, reasoning, math, and coding. We also test with both “non-thinking” and
“thinking” models, which more thoroughly demonstrates the generalization and robustness of our approach.
For a more detailed comparison, please see Appendix [F]
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Self-Verification. Verification or reward models play a crucial role in scaling inference compute. Traditional
approaches often involve training additional verifiers (Cobbe et al. [2021} [Li et al., |2022} [Lightman et al.,
2023; |[Liang et al., [2024). More recently, studies showed that LLMs possess the ability to self-verify their
outputs (Weng et al., 2023} [Song et al.| [2024; Zhao et al., [2025]). Our work builds on this insight, demonstrating
that scaling test-time compute can be significantly enhanced by leveraging LLMs’ self-verification performance,
particularly for complex reasoning tasks.

Self-Correction. Recent research showed that LLMs can refine their solutions to improve performance
using either external feedback (Gou et al.), self-feedback (Madaan et al., 2024; |Cook et al., |2024; |Ferraz
et al., 2024), or oracle evaluation (Lee et all |2025). However, Huang et al| observed that LLMs often
struggle to self-correct their responses without external feedback. |Qu et al.| (2024) proposed an iterative
fine-tuning procedure to teach the model to refine its response by recursively detecting and correcting its
previous mistakes where the model was trained on a collection of multi-turn data on the domain of math.
Our work shows that self-correction, guided by self-verification, can effectively scale test-time compute and
significantly improve performance on complex reasoning tasks for advanced LLMs.

Test-Time Scaling Laws and Model Sizes. The trade-off between model sizes and test-time compute
allocation is of paramount interest. [Wu et al.| (2024)) examined the trade-off between model sizes and generating
additional tokens using strategies such as greedy search, majority voting, and Best-of-N. It demonstrated that
a small model with advanced inference algorithms can outperform larger models given the same computation
budget. |Zhang et al.| (2024)) extended the study from scaling a single LLM to a mixture of multiple LLMs,
and proposed an algorithm to find the optimal compute allocation among the mixture, customized for a given
task. |Chen et al. (2024]) observed that in multiple-choice QA tasks, the scaling law based on majority vote
only holds for easy queries but not for hard queries. We also study how the scaling law behaves differently for
different models, as well as at different difficulty levels of the queries, when self-verification and self-correction
are utilized at test-time.

3 Method

We introduce Self-Enhanced Test-Time Scaling (SETS) framework, which aims to improve accuracy of
LLM-generated responses by strategically applying more compute at test time. We leverage the inherent
self-verification and self-correction capabilities of LLMs and combine parallel and sequential scaling techniques
to achieve better test-time scaling performance. We consider three core operations in the design: Sampling,
Self-Verify, and Self-Correct, as shown in Figure

Each operation is associated with its own prompt. We denote the prompt for Sampling as I,(x), the prompt
for Self-Verify as I,,(x,y), and the prompt for Self-Correct as I.(x, {y, Tk }}._o), where x is a query, y;, is a
proposed solution for x, and ry represent the feedback obtained from the self-verification process for x and
Y- Suppose F is an LLM that takes a prompt as input and outputs a response. Then, we have y ~ F(I,(x)),
r~ F(I,(x,y)) and y; 1 ~ F(le(X,{ys Tk }i—o)). The feedback r indicates whether the solution y is correct
or not. We define a judgement function J(r):

1 If y is self-verified as correct

J(r) = . (1)

0 Otherwise.

We adopt the rule-based approach to determine the value of J(r), e.g., if r contains the string “solution is
incorrect”, then J(r) = 0; otherwise, J(r) = 1.

SETS judiciously combines Sampling, Self-Verify, and Self-Correct operations to yield superior scaling of
test-time computation, as overviewed in Figure[[]and in Algorithm[I] SETS first samples m responses through
repeated sampling as the initial set of responses, denoted as y§,y3,...y%. For the i-th initial response y?,
SETS iteratively applies the Self-Verify and Self-Correct processes up to n times to improve the response
until it is self-verified as correct, resulting in the improved response y*. If it reaches the maximum number of
self-correction rounds and the response is still self-verified as incorrect, we use the response after n rounds
self-correction as y'. After applying the Self-Verify and Self-Correct process for each of the initial responses,
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Figure 1: Tlustration of the Self-Enhanced Test-Time Scaling (SETS) framework. SETS integrates the
Sampling, Self-Verify, and Self-Correct operations to efficiently scale test-time computation.

a new set of responses are obtained as y', ..., y™. Majority voting is then used to select the final solution y*.
Suppose we have an indicator function I(y = y’) to determine whether two responses y and y’ are equivalent
or not, then:

y*= argmax — ) I(y'=y), (2)
ye{yl,...ym} M ;

where we break the tie randomly. The indicator function can be simple exact matching or using LLM-as-a-
Judge to determine the equivalence of two responses. In this work, we use the simple exact matching since
the benchmarks have a well-structured answer format.

SETS utilizes the LLM directly, integrating parallel and sequential scaling techniques to enhance the efficiency
of test-time compute scaling, especially when ample compute budget is available. The sequential scaling
method SELF-REFINE Madaan et al.| (2024) can be regarded as a special case of SETS (when m = 1).
However, SELF-REFINE cannot effectively scale up test-time compute since it terminates when the stopping
condition is met. Therefore, while SELF-REFINE is primarily effective in low-compute budget regimes, SETS
demonstrates strong performance in high-compute budget regimes as well. Our experiments across a wide
range of scenarios confirm this (see Section [1.3)).

4 Experiment

4.1 Scaling Laws for Test-Time Compute

We define test-time compute-optimal scaling as the strategy that selects hyperparameters 6 for a given
approach to maximize performance within a compute budget C' on a specific dataset D and LLM F:

0*(C|D,F) = arg max M(@O|D,F),st.H) < C, (3)

where © are candidate values of hyperparameters for the test-time strategy, H is the cost function that
maps hyperparameters 6 to the average amount of compute used for each input (e.g., average number of
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Algorithm 1 SETS: Self-Enhanced Test-Time Scaling

Input: The query x, the LLM F, the Sampling prompt I, the Self-Verify prompt I,, the Self-Correct
prompt I, the number of samples m, the maximum number of rounds n, the judgement function J and
the indicator function I.

1: fort=1,...,m do

2 yh ~ F(Is(x)) {Sampling Operation}
3: forj=0,...,n—1do

4: ri o~ F(Lo(x, y%) {Self-Verify Operation}
5: if J_(r;-) =1 then

6: ' =Y;

7: Break {Self-Verified as Correct — Early Stop}
8: else ‘

9: Vi ~ FLe(x,{yh:Th o)) {Self-Correct Operation}
10: end if

11: if j =n —1 then

12 Y=Y,

13 end if

14:  end for

15: end for

16: y* = argmaxycry1 ymy o 2oy Iy =) {Majority Voting}

Output: The final solution y*.

output tokens), and M is a performance metric such as accuracy. For example, 6 in the proposed method
SETS contains two variables m and n. We obtain the scaling law curve with the x-axis corresponding to
budget C' and the y-axis corresponding to performance M (0*(C|D, F)). To compute each point (z,y) on
the scaling curve, we first consider a specific cost « = H (). For this cost, we find the optimal performance
y = M(0*(z|D,F)) evaluating all hyperparameter configurations within ©. Finally, adjacent points are
connected to generate the scaling law curve.

4.2 Setup

Datasets. We experiment on six datasets that contain complex instructions and require advanced reasoning
for accurate responses: Trip Planning and Meeting Planning in NATURAL PLAN (Zheng et al. [2024),
LiveBench Reasoning (White et all 2024), MATH 500 (Hendrycks et all [2021), AIME 2024-2025 (aim),
and LiveCodeBench TestOutputPred (Jain et al.,|2024). The details of these benchmarks can be found in
Appendix [A] Since the ground truth answers across all tasks are well-structured and can be verified either by
exact match or rule-based checker, we do not need any model based evaluator to evaluate the accuracy of the
model-generated responses.

Prompts. We design tailored prompts for three key operations — Sampling, Self-Verify, and Self-Correct
(provided in Appendix to enable these operations using LLMs. We use existing templates if available or
create simple and direct prompts, to generalize across tasks and models as much as possible. For NATURAL
PLAN tasks, we use controlled generation with Langfun (Peng, 2023)) to obtain structured solutions to
improve accuracy for all methods (refer to Appendix [C| for details). We do zero-shot prompting for Self-Verify
and Self-Correct — using only instructions without including any few-shot examples.

Baselines. For fair comparison, we adopt the following baselines that don’t need additional model training
or external reward models. We use the same prompts for Sampling, Self-Verify, and Self-Correct described in
Appendix [B| for the baselines. BoN stands for Best-of-N (i.e. sample multiple responses and choose one using
some mechanisms as the final response).

e SELF-REFINE: One single initial solution is sampled and then is iteratively refined via Self-Verify and
Self-Correct processes up to n times to improve the response until it is self-verified as correct (Madaan
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et al.| 2024)). Note that SELF-REFINE cannot arbitrarily scale up the test-time compute because it could
early stop as long as the solution is self-verified correctly. SETS addresses this limitation by integrating
parallel sampling, allowing for greater scalability.

¢« BoN+Majority Vote: We sample m solutions and then perform majority voting via exact matching on
the sampled solutions to select the most frequent solution (also referred as Self-Consistency (Wang et al.,
2022)). No self-verify or self-correction is involved.

e BoN+Self-Eval: Similar to BoN+Majority Vote, we sample m solutions and then query the LLM to
select the final solution with a multi-choice QA task prompt (described in Appendix [B.4]) as used in [Ren
et al.| (2023)).

e BoN+Self-Verify: We sample m solutions and self-verify each one, then perform a majority vote via
exact matching on the solutions verified as correct to select the final solution. If all sampled solutions are
verified as incorrect, we perform a majority vote on all sampled solutions. No self-correction is involved.

To summarize, our proposed method SETS integrates all three components of parallel Sampling, Self-Verify,
and Self-Correct, while the baselines are either missing 1 or 2 components, as shown in Table

Method Sampling Self-Verify Self-Correct
SELF-REFINE X

BoN+Majority vote X X
BoN+Self-Eval X X
BoN+Self-Verify X

SETS (ours)

Table 1: Comparison of different baselines with SETS

LLMs and Configs. Our primary experiments utilize proprietary models, which include both “non-thinking”

and “thinking” types. The non-thinking models include GEMINI-1.5-Pro-002, Claude-3.5-Sonnet-20241022
while the thinking models include GEMINI-2.5-Flash-Lite-Thinking and GEMINI-2.5-Flash-Preview-04-17.
For GEMINI-2.5-Flash-Lite, we set the thinking budget to 24,576 to turn on thinking. We use a temperature
of 0.7 to perform three operations Sampling, Self-Verify and Self-Correct for all models. For BoN+-Self-Eval,
we use a temperature of 0.7 for sampling multiple responses and then use a temperature of 0 for the final
self-evaluation step (i.e., selecting the best answer among the responses).

Hyperparameter Set (0). To find the maximum performance at a given compute budget, we search
across different hyperparameter settings (i.e., the set of candidate hyperparameters ©). For SELF-REFINE,
0 € © has one hyperparameter — the number of refinement iterations n and we set n € [1,10]. We don’t
consider larger n because the refinement process typically stops before 10 iterations. For BoN approaches,
0 € O has one hyperparameter — the number of samples m. We set a sufficiently large value for m so
that further increases do not yield significant accuracy improvements. For baselines BoN (Majority Vote or
Self-Eval), we set m € [1,100] for non-thinking models while setting m € [1,50] for thinking models. For
thinking models, the value of m is halved because their output length is generally much longer. For the
proposed method SETS, § € © has two hyperparameters — the number of samples m and the maximum
number of rounds n of Self-Verify and Self-Correct. We set m € [1,50] A n € [1,10] for non-thinking models
and set m € [1,25] An € [1,10] for thinking models to balance between the compute allocated to sampling
and self-improvement. For baseline BoN+Self-Verify, we define m € [1,50] for non-thinking models and set
m € [1,25] for thinking models. The maximum value of m for SETS and BoN+Self-Verify is halved compared
to BoN+Majority Vote and BoN+Self-Eval to ensure comparable maximum compute budgets across them.

Compute Cost Estimation. Since different operations (Sampling, Self-Verify, Self-Correct) use different
prompts and generate different lengths of responses, to make fair comparison, we focus on the average number
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of output tokens to estimate the cost (as the price for output tokens is much higher than that for input
token&ED. We also provide the results in terms of the number of API calls in Appendix

4.3 Results
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Figure 2: Scaling law curves where the x-axis is the average number of output tokens and y-axis is the
accuracy. Each point (z,y) in the curve corresponds to a hyperparameter setting § € ©. y is the optimal
performance at the cost budget x = H () (see Section for details). We subsample the points (up to
8 within every x-tick interval) to make the markers less crowded. SELF-REFINE would early stop if the
solution is self-verified correctly, so it can not scale up arbitrarily as shown in dotted line.

Improved Test-time Scaling with SETS. SETS consistently outperforms the baselines (Figure across
different benchmarks, yielding increased accuracy gains as the test-time compute increases for GEMINI-1.5-

Thttps://ai.google.dev/pricing, and https://www.anthropic.com/pricing


https://ai.google.dev/pricing
https://www.anthropic.com/pricing

Under review as submission to TMLR

Pro. For BoN with Majority Vote, the accuracy typically saturates quickly with the increase in the amount
of test-time compute. While BoN combined with Self-Verify or Self-Eval yields better results than BoN
with Majority Vote on some tasks, it does not show consistent improvement across all tasks. In contrast,
SETS utilizes both self-verification and self-correction, yielding accuracy improvements across all datasets.
These findings are consistent when using the number of API calls as the measure of compute cost (see

Appendix [D.1)).
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Figure 3: Scaling law curves with various LLMs (Gemini-2.5-Flash, GEMINI-2.5-Flash-Lite-Thinking and
Claude-3.5-Sonnet). The complete results for all datasets and LLMs are provided in Appendix

Impact of Different LLMs. Besides GEMINI-1.5-Pro, we also apply SETS with three other LLMs: Gemini-
2.5-Flash (thinking), Gemini-2.5-Flash-Lite (thinking), and Claude-3.5-Sonnet (non-thinking). Figure [3]shows
that for those LLMs, SETS still outperforms the baselines on most of the cases with a few exceptions. We
hypothesize that the performance of SETS is affected by the models’ self-verification and self-correction
capabilities. So we evaluate the accuracy of self-verification and self-correction individually to disentangle



Under review as submission to TMLR

their effects. To evaluate the self-verification performance, we ask the LLM to self-verify its own proposed
solution (sampled with temperature= 0) and evaluate whether we can use the verification result to detect
errors (treating the error as the positive class, we calculate the precision, recall, and F1 score). To evaluate the
self-correction performance, we ask the LLM to self-correct the proposed solution up to 2 rounds (using the
SELF-REFINE algorithm). The results are shown in Table[2] Comparing Figure and Table [2| we observe
that when the model has strong self-verification and self-correction performance, SETS can significantly
outperform the baselines. However, when the models’ self-verification and self-correction performance is weak,
SETS might not provide significant gains (e.g., Claude-3.5-Sonnet on LiveBench Reasoning). Appendix
shows that increasing the sample size for self-verification and applying majority voting can improve the
self-verification accuracy, which aligns with the findings in |Zhao et al.| (2025)).

Self-Verification Evaluation Self-Correction Evaluation
Dataset Model
Precision Recall F1 Score 1t Initial Accuracy Round 1 A1 Round 2 A 1
Claude-3.5-Sonnet 93.74 91.85 92.78 41.62 +4.50 +8.06
Trip Planning GEMINI-1.5-Pro 97.51 94.04 95.74 43.44 +6.94 +10.94
GEMINI-2.5-Flash 97.15 72.09 82.77 77.12 +10.25 +13.00
GEMINI-2.5-Flash-Lite-Thinking 99.66 55.59 71.37 37.31 +9.38 +12.13
Meeting Claude-3.5-Sonnet 78.69 80.17 79.42 53.60 +0.40 +2.10
Planning GEMINI-1.5-Pro 80.30 82.29 81.28 43.10 +4.50 +7.40
GEMINI-2.5-Flash 74.18 66.39 70.07 74.30 +10.20 +12.10
GEMINI-2.5-Flash-Lite-Thinking 79.72 83.20 81.42 50.50 +10.80 +14.90
. Claude-3.5-Sonnet 72.22 40.00 51.49 54.67 +1.33 +0.00
LiveBench GEMINI-1.5-P 7736 53.25 63.08 45.33 2.00 1.33
Reasoning .5-Pro . 53.25 . 5. +2. +1.
GEMINI-2.5-Flash 75.61 62.00 68.13 68.00 +11.33 +14.67
GEMINI-2.5-Flash-Lite-Thinking 90.48 52.78 66.67 69.33 +2.00 +8.67
Claude-3.5-Sonnet 61.54 20.00 30.19 72.80 +2.00 +2.00
MATH 500 GEMINI-1.5-Pro 68.12 61.84 64.83 83.20 +2.60 +4.00
GEMINI-2.5-Flash 14.94 56.10 23.59 94.80 -3.80 -1.80
GEMINI-2.5-Flash-Lite-Thinking 55.29 74.60 63.51 93.20 +1.20 +1.40
AIME Claude-3.5-Sonnet 94.74 35.29 51.43 10.00 +f].()() +0.00
2024-2025 GEMINI-1.5-Pro 89.19 71.74 79.52 23.33 -5.00 -1.67
GEMINI-2.5-Flash 29.63 38.10 33.33 73.33 +1.67 +0.00
GEMINI-2.5-Flash-Lite-Thinking 100.00 70.59 82.76 60.00 +6.67 +6.67
LiveCodeBench Claude-3.5-Sonnet 76.92 30.61 43.80 79.64 +1.13 +1.13
TestOutputPred GEMINI-1.5-Pro 89.17 68.29 77.35 53.17 +18.78 +22.17
GEMINI-2.5-Flash 16.33 45.71 24.06 95.25 +0.90 +1.13
GEMINI-2.5-Flash-Lite-Thinking 15.24 20.00 17.30 93.67 +0.45 +0.68

Table 2: Performance on self-verification and self-correction. Round k A means Round k accuracy minus
initial accuracy. All numbers are in terms of percentages. Bold numbers are superior results.

The Effect of Self-Correction Rounds. We study whether allocating more test-time compute to Self-
Verify and Self-Correct leads to better end-to-end accuracy given a fixed test-time compute budget. The
hyperparameter of the maximum number of rounds (n) in SETS controls the compute allocated to Self-Verify
and Self-Correct. Given a fixed compute budget, a larger number of rounds n suggests a smaller number of
samples m. Figure [4] shows that given a fixed compute budget, increasing the number of rounds of Self-Verify
and Self-Correct generally leads to accuracy gains, although the impact varies across tasks. For Trip Planning
and Meeting Planning, the accuracy increases as the number of rounds increases, but the returns diminish
after n = 4. Based on the results, we can set a sufficiently large value for m (e.g., m = 50) and set n = 4 for
SETS to achieve strong performance in practice.

The Effect of Temperature for SETS. We study how the temperature used for the three core operations
(Sampling, Self-Verify, and Self-Correct) affects the performance of SETS. We consider two configurations:
(1) using a temperature of 0.7 for all three operations (our default setting), and (2) using a temperature of
0.7 for Sampling, but a temperature of 0.0 (greedy decoding) for Self-Verify and Self-Correct. The results in
Figure [5| show that our default setting generally achieves better performance across different benchmarks.
This suggests that introducing a higher degree of randomness (temperature = 0.7) for the Self-Verify and
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Figure 4: The effect of allocating more compute to self-verification and self-correction for SETS (controlled by
max number of rounds) given a fixed computational budget (measured by average number of output tokens).
The results for other datasets are provided in Appendix @

Self-Correct operations is beneficial. The increased temperature likely promotes a broader exploration of
alternative reasoning paths, which is crucial for handling complex reasoning tasks. This diversity in thought,
combined with the final majority voting mechanism, appears to be a key factor in improving the overall
performance and robustness of the SETS framework.
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Figure 5: The effect of different temperature settings for SETS. t, svt and sct are temperature parameters for
the Sampling, Self-Verify and Self-Correct operations respectively. The results for other datasets are provided

in Appendix @
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5 Conclusions

In this paper, we introduced Self-Enhanced Test-Time Scaling (SETS), a simple yet effective paradigm for
scaling test-time compute that capitalizes on the inherent self-verification and self-correction mechanisms
of LLMs. SETS uniquely integrates parallel and sequential scaling, distinguishing it from prior work that
often relies on specialized fine-tuning. Our experimental results reveal that SETS, by sampling a set of
initial responses and then iteratively refining them, surpasses baselines like purely repeated sampling or
SELF-REFINE. Importantly, SETS consistently delivers higher quality outputs and demonstrates increasing
returns as test-time computation increases across challenging planning, reasoning, math, and coding tasks.

Limitation. Our future work will focus on expanding the SETS framework by addressing its current
limitations and enhancing its core dependencies. A key priority is to improve the foundational self-critique
and self-correction capabilities of LLMs, as the efficacy of SETS is directly tied to these abilities. We
anticipate that as LLMs continue to advance, their capacity for self-improvement will likewise strengthen,
thus broadening the applicability and effectiveness of SETS. We also aim to enhance the efficiency of SETS for
low-resource settings and complement the framework with prompt optimization for models with weaker self-
correction skills. While this work concentrates on reasoning tasks with objectively verifiable answers, we plan
to extend its applicability to domains like summarization and tool use. This expansion will necessitate a move
from majority voting to more sophisticated aggregation strategies, such as Universal Self-Consistency (Chen
et al.} 2023). Finally, though our evaluation is currently confined to text-only datasets, the SETS framework
is designed for future extension to multi-modal benchmarks.
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Appendix

In Appendix [A] we provide details about the datasets used in our experiments. Appendix [B] outlines the
prompts designed for Sampling, Self-Verify, Self-Correct, and Multi-choice QA. Appendix [C] details the
controlled generation process. Additional experimental results are presented in Appendix [D} Appendix [E]
includes detailed responses for the three core operations employed within SETS. Finally, Appendix [F] compares
the proposed SETS with the Combining Sequential/Parallel approach from |Snell et al.| (2024).

A Datasets

We perform experiments on six datasets: Trip Planning and Meeting Planning from the NATURAL PLAN
benchmark (Zheng et al.| [2024), the LiveBench Reasoning benchmark (White et al., [2024), the MATH
500 benchmark (Hendrycks et al., 2021), AIME 2024-2025 benchmark (aim), and the LiveCodeBench
TestOutputPred benchmark (Jain et al.| [2024)).

NATURAL PLAN provides 5 examples as few-shot exemplars for each task (i.e. the 5-shot setting). NATURAL
PLAN also provides a controlled variable (e.g. number of people, number of cities, number of days, etc) that
can indicate the difficulty level of each task. We utilize this controlled variable to understand the performance
of different methods on easy and hard subset of the NATURAL PLAN datasets. In Trip Planning and
Meeting Planning, the ground-truth solutions are long-form and contain multiple steps.

LiveBench Reasoning is a task from LiveBench, which is a benchmark for LLMs designed with test set
contamination and objective evaluation in mind. LiveBench Reasoning has three tasks: spatial, zebra_ puzzle
and web_of lies_ v2, each containing 50 test examples.

MATH 500 is a subset of 500 problems from the MATH benchmark (Hendrycks et al.| |2021)), which contains
12,500 challenging competition mathematics problems.

AIME 2024-2025 contains problems from the American Invitational Mathematics Examination (AIME) 2024
- 2025. AIME is a prestigious high school mathematics competition known for its challenging mathematical
problems.

LiveCodeBench TestOutputPred is a task from LiveCodeBench, which is a holistic and contamination-free
evaluation benchmark of LLMs for code. LiveCodeBench focuses on broader code-related capabilities, such as
self-repair, code execution, and test output prediction, beyond mere code generation. We use the test output
prediction dataset, which contains 442 examples.

We summarize the statistics of these datasets in Table [3

Task Type Benchmark Number of Test Examples
. Trip Planning 1600
Planning Meeting Planning 1000
Reasoning LiveBench Reasoning 150
MATH 500 500
MATH AIME 2024-2025 60
Coding LiveCodeBench TestOutputPred 442

Table 3: The statistics of the datasets used in the experiments.
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B Prompts
In this section, we present the prompts used for Sampling, Self-Verify, and Self-Correct operations.

B.1 Sampling Prompt

For NATURAL PLAN benchmarks, we construct the sampling prompt by adding some additional instructions
to the original task description prompt.

Sampling Prompt for Trip Planning

{planning_ task_description_ with_ demos}
Please first list all the constraints in the problem and then output a final solution that satisfies all the
constraints.

Sampling Prompt for Meeting Planning

{planning_task description_ with_demos}
Please first list all the constraints and optimization goals in the problem and then output a final
solution that satisfies all the constraints and optimization goals.

For the MATH 500 and AIME 2024-2025 benchmarks, we construct the sampling prompt by adding some
additional instructions to elicit the LLM’s reasoning and ensure the final answer is boxed.

Sampling Prompt for MATH and AIME

You are an expert in solving math problems. Please reason step by step to solve the following problem,
and put your final answer within \boxed{}.

PROBLEM:

{problem}

For the LiveBench Reasoning and LiveCodeBench TestOutputPred benchmarks, we use the original prompt
provided by the benchmarks as the sampling prompt.

B.2 Self-Verify Prompt

For the NATURAL PLAN benchmarks, we use the following Self-Verify prompt:

Self-Verify Prompt for NATURAL PLAN

{planning task demos}

You are an expert at {task_type}. You are given a TASK of {task_type} request, and a PROPOSED
SOLUTION. Your job is to:

1. List all constraints in the TASK.

2. Verify if the PROPOSED SOLUTION satisfies each of the constraints with justifications.

3. Write a line of the form "The proposed solution is correct" or "The proposed solution is incorrect"
at the end of your response based on your analysis.

TASK:

{planning_ task_description_ without_ demos}

PROPOSED SOLUTION:

{solution}
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For the MATH 500 and AIME 2024-2025 benchmarks, we use the following Self-Verify prompt:

Self-Verify Prompt for MATH and AIME

You are an expert in solving math problems. You are given a PROBLEM and a PROPOSED ANSWER.
Your job is to:

1. Identify all conditions and constraints in the PROBLEM for verifying the correctness of the
proposed answer.

2. Reason step by step to verify if the proposed answer satisfies each of the conditions and constraints.
3. Write a line of the form "The proposed answer is correct” or "The proposed answer is incorrect" at
the end of your response based on your analysis.

PROBLEM:

{problem}

PROPOSED ANSWER:

{answer}

For the LiveBench Reasoning benchmark, we use the following Self-Verify prompt:

Self-Verify Prompt for LiveBench Reasoning

You are an expert in solving problems that require reasoning. You are given a QUESTION and a
PROPOSED ANSWER. Your job is to:

1. Transform the PROPOSED ANSWER into a statement given the QUESTION and identify all
constraints in the QUESTION for verifying the statement.

2. Think step by step to verify if the statement satisfies each of the constraints.

3. Write a line of the form "The statement is correct" or "The statement is incorrect" at the end of
your response based on your analysis.

QUESTION:

{question}

PROPOSED ANSWER:

{answer}

For the LiveCodeBench TestOutputPred benchmark, we use the following Self-Verify prompt:

Self-Verify Prompt for LiveCodeBench TestOutputPred

You are an expert Python programmer. You will be given a question (problem specification) and a
PROSPOSED ANSWER (a Python program). Your job is to:

1. Identify all constraints in the Question for verifying the correctness of the PROPOSED ANSWER.
2. Think step by step to verify if the PROPOSED ANSWER satisfies each of the constraints.

3. Write a line of the form "The proposed answer is correct” or "The proposed answer is incorrect" at
the end of your response based on your analysis.

{problem}

PROPOSED ANSWER:

{answer}
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B.3 Self-Correct Prompt
For the NATURAL PLAN benchmarks, we use the following Self-Correct prompt:

Self-Correct Prompt for NATURAL PLAN

{planning_ task__demos}
You are an expert at {task_type}. You are given a TASK of {task type} request. You are also given

a set of solution-analysis pairs. Your job is to outline your step-by-step thought process for deriving a
new solution.

TASK:

{planning_ task_description_ without_ demos}

{solution_ and_ analysis}

For the MATH 500 and AIME 2024-2025 benchmarks, we use the following Self-Correct prompt:

Self-Correct Prompt for MATH and AIME

You are an expert in solving math problems. You are given a PROBLEM and a set of answer-analysis
pairs. Your job is to reason step by step for getting a correct answer and put your final answer within

\boxed{}.

PROBLEM:

{problem}
{answer_and_ analysis}

For the LiveBench Reasoning benchmark, we use the following Self-Correct prompt:

Self-Correct Prompt for LiveBench Reasoning

You are an expert in solving problems that require reasoning. You are given a QUESTION and a set
of answer-analysis pairs. Your job is to outline your step-by-step thought process for getting a correct

answer.
QUESTION:

{question}
{answer__and_ analysis}
{answer__trigger}

For the LiveCodeBench TestOutputPred benchmark, we use the following Self-Correct prompt:

Self-Correct Prompt for LiveCodeBench TestOutputPred

You are a helpful programming assistant and an expert Python programmer. You are helping a user
to write a test case to help to check the correctness of the function. The user has written a input for
the testcase. The user has also provided a set of answer-analysis pairs. Your job is to outline your
step-by-step thought process to calculate the output of the testcase and write the whole assertion
statement in the markdown code block with the correct output.

{problem}

{answer__and_ analysis}
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B.4 Multi-choice QA Task Prompt for Self-Evaluation

For the NATURAL PLAN benchmarks, we use the following multi-choice QA task prompt:

Multi-choice QA Task Prompt for NATURAL PLAN

{planning_ task__demos}

You are an expert at {task_type}. You are given a TASK of {task type} request. You are also given
a set of possible solutions. Your job is to outline your step-by-step thought process for selecting the
best solution.

TASK:

{planning_ task_description_ without_ demos}

{solution__choices}

The output should be in JSON format: {{'reason": "<your reasoning>", "solution_id": "<an integer
between 1 and {num_ solution_choices}>"}}

For the MATH 500 and AIME 2024-2025 benchmarks, we use the following multi-choice QA task prompt:

Multi-choice QA Task Prompt for MATH and AIME

You are an expert in solving math problems. You are given a PROBLEM and a set of possible answers.
Your job is to reason step by step for selecting the best answer.

PROBLEM:

{problem}

{answer__choices}

The output should be in JSON format: {{'reason": "<your reasoning>", "answer_id": "<an integer
between 1 and {num_ answer_ choices}>"}}

For the LiveBench Reasoning benchmark, we use the following multi-choice QA task prompt:

Multi-choice QA Task Prompt for LiveBench Reasoning

You are an expert in solving problems that require reasoning. You are given a QUESTION and a set
of possible answers. Your job is to outline your step-by-step thought process for selecting the best
answer.

QUESTION:

{question}

{answer__choices}

The output should be in JSON format: {{'reason": "<your reasoning>", "answer_id": "<an integer
between 1 and {num__answer__choices}>"}}

For the LiveCodeBench TestOutputPred benchmark, we use the following multi-choice QA task prompt:

Multi-choice QA Task Prompt for LiveCodeBench TestOutputPred

You are an expert in solving problems that require reasoning. You are given a Problem and a set
of possible answers. Your job is to outline your step-by-step thought process for selecting the best
answer.

{problem}

{answer__choices}

The output should be in JSON format: {{"reason": "<your reasoning>", "answer id": "<an integer
between 1 and {num_answer choices}>"}}

18



Under review as submission to TMLR

C Controlled Generation

For the NATURAL PLAN tasks, we use the controlled generation to output the solution in a structured
format to improve the accuracy with Langfun. We use the following prompt to make the LLM output the
final answer using the specified schema after chain-of-thought.

Langfun Chain-of-Thought Answer Trigger

Please think step by step to solve the task and then output a final solution using the specified schema.

We show the solution schema (Python class) definition for different datasets below.

1 class Step(pg.0Object):
"""One solution step."""

. city_name: Annotated[Optionall[str], "The city name."]

5  arrival_day: Annotated[Optionall[int], "The day you arrive in the city."]
6 departure_day: Annotated[

7 Optional[int], "The day you depart from the city."

s ]

9  duration: Annotated[
10 Optional[int], "The number of days spent in the city."
11 ]

14 class Solution(pg.0Object):
15 """The solution."""
17 step_1: Step | None

19  step_k: Step | None

Listing 1: Trip Planning solution class

> class Step(pg.0bject):
"""One solution step."""

5  location: Annotated[Optional[str], "The meeting location."]

6 travel_time: Annotated[Optional[int], "The travel time in minutes."]

7 arrival_time: Annotated[Optionall[str], "The arrival time."]

s  person: Annotated[Optionall[str], "The person to meet at the location."]
9 meeting_duration: Annotated[

10 Optionall[int], "The meeting duration in minutes."

11 ]

12 meeting_start_time: Annotated[Optional[str], "The meeting start time."]
13 meeting_end_time: Annotated[Optional[str], "The meeting end time."]

16 class Solution(pg.0Object):
17 """The solution."""
19  step_1: Step | None

21 step_k: Step | None

Listing 2: Meeting Planning solution class
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D Additional Results

D.1 Cost Estimation using Number of API Calls

In this section, we show results when using the average number of API calls for measuring the computational
cost. Figure [0] shows the scaling law curves where the x-axis is the average number of APT calls and y-axis is
the accuracy. The findings are the same as those where we use average number of output tokens to measure

the cost.
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Figure 6: Scaling law curves where the x-axis is the average number of API calls and y-axis is the accuracy.
Each point (z,y) in the curve corresponds to a hyperparameter setting 6 € ©. y is the optimal performance
at the cost budget x = H(0) (refer to Section [4.1| for the details).
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D.2 Impact of Different LLMs

We apply SETS with Claude-3.5-Sonnet, GEMINI-2.5-Flash-Lite-Thinking and GEMINI-2.5-Flash. The
results for these three models are shown in Figure[7] Figure [§] and Figure [0} respectively. The findings are the
same as those in Section SETS outperforms the baselines on most of the cases with a few exceptions.

The GEMINI-2.5-Flash and GEMINI-2.5-Flash-Lite-Thinking models might fail to follow the specified
instructions for Trip Planning and meeting planning, leading to incorrectly formatted responses. This
formatting issue prevents the successful parsing of answers, resulting in a “None” value. For methods that
use majority voting (SETS, BoN+Majority Vote, and BoN+Self-Verify), these “None” answers are excluded
from the vote. Our results suggest that when the underlying language model has poor instruction-following
abilities on a task, the proposed SETS method may not significantly outperform the baselines (e.g., using
GEMINI-2.5-Flash-Lite-Thinking on Trip Planning).
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Figure 7: Scaling law curves for Claude-3.5-Sonnet.
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D.3 Evaluating Self-Verification Performance

We study whether more self-verification samples will improve the self-verification performance. We ask the
LLM to self-verify its own proposed solution (sampled with temperature= 0) multiple times and define
the verification score as the fraction of times that the solution is verified as correct. We then use the
AUROC metric to measure the correlation between the verification score and the correctness of the proposed
solution, which can reflect the self-verification performance. The results in Figure [I0] show that increasing the
number of self-verification samples lead to better self-verification performance, but the performance typically
saturates quickly. These results justify the design of the proposed method SETS: adding the dimension of
the number of samples m allows the LLM to self-verify the same solution multiple times, which can improve
the self-verification performance.
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Figure 10: Evaluate the self-verification performance of different models as we increase the number of
self-verification samples.
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D.4 The Effect of Self-Correction Rounds

In Figure we show the results for studying the effect of self-correction rounds on MATH 500, AIME
2024-2025, LiveBench Reasoning and LiveCodeBench TestOutputPred datasets. The findings are the same as
those in Section .3
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Figure 11: The effect of allocating more compute to self-verification and self-correction for SETS (controlled
by Max Number of Rounds) given a fixed computational budget (measured by Average Number of Output

Tokens).
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D.5 The Effect of Temperature for SETS

We study how the temperature used for the three core operations (Sampling, Self-Verify, and Self-Correct)
affects the performance of SETS. We consider two configurations: (1) using a temperature of 0.7 for all
three operations (our default setting), and (2) using a temperature of 0.7 for Sampling, but a temperature of
0.0 (greedy decoding) for Self-Verify and Self-Correct. The results on the Meeting Planning and LiveBench
Reasoning benchmarks are shown in Figure[I2] The findings are the same as those in Section [f:3} our default

setting generally achieves better performance across different benchmarks.

Meeting Planning - GEMINI-1.5-Pro

LiveBench Reasoning - GEMINI-1.5-Pro

0.650 W PR——
oo 0.625 -
0.625 1 ool
0.6001 . 0.600 1 >~
> Z > ]
8 0.5751 p 3 0.575 y
] E
S 0.550 g 0.5501 J
< P 1 <
0.5251 J 0.5251 .
0.500 —e— SETS (t=0.7, svt=0.7, sct=0.7) 0.500
0.4751 SETS (t=0.7, svt=0.0, sct=0.0) 04750 o s
103 10 10° 10° 104 10°

Average Number of Output Tokens

Average Number of Output Tokens

Figure 12: The effect of different temperature settings for SETS. t, svt and sct are temperature parameters
for the Sampling, Self-Verify and Self-Correct operations respectively.

26



Under review as submission to TMLR

D.6 Performance under the Oracle Setting
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13: Scaling law curves under the oracle setting where the x-axis is the average number of output

tokens and y-axis is the accuracy. Each point (x,y) in the curve corresponds to a hyperparameter setting
6 € O. y is the optimal performance at the cost budget x = H(#) (see Section |4.1| for details). We subsample
the points (up to 8 within every x-tick interval) to make the markers less crowded.

We compare the proposed method SETS with the Best-of-N method under the oracle setting where the final
solution is selected using ground-truth reference. Note that this oracle setting is not feasible in practice as it
depends on ground-truth labels. We consider the following two oracle methods:

e BoN+Oracle: We first sample m solutions and then select the final solution using ground-truth
reference. If all sampled solutions are incorrect, we select the first sampled solution.
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o SETS+Oracle: We select the final solution among the solutions generated by SETS (up to m-(n+1)
solutions). If all solutions generated by SETS are incorrect, we select the first sampled solution.

We perform experiments for GEMINI-1.5-Pro and the results are shown in Figure We can see that SETS
with oracle selection has a marked advantage over BoN with oracle selection on Trip Planning, Meeting
Planning and LiveCodeBench TestOutputPred while the advantage is less pronounced on the other tasks.
This may suggest that SETS is more effective on tasks with larger and more complex solution space. Notably,
on LiveCodeBench TestOutputPred, SETS outperforms the performance of BoN+Oracle that uses ground-
truth labels for solution selection. This indicates that when the LLM possesses strong self-verification and
self-correction capabilities, SETS provides an efficient way to scale test-time compute and thus enhance
overall accuracy.

D.7 The Impact of Task Difficulty

The NATURAL PLAN datasets provide a controlled variable (e.g., the number of people or the number
of cities) that indicates the difficulty level of each task. We utilize this controlled variable to study the
performance of SETS on the easy and hard tasks. For Trip Planning, we treat a task with no more than 6
cities as an easy task, and otherwise a hard task. For Meeting Planning, we treat a task with no greater than
5 people as an easy task, and otherwise a hard task. Figure [14] shows that SETS significantly outperforms
the baselines on both easy and hard tasks. On hard tasks, SETS also brings significant accuracy gains and
can achieve higher accuracy if more test-time compute is used.
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Figure 14: Estimated scaling law curves for Hard and Easy tasks obtained with SETS vs. baselines.
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D.8 Performance under fixed hyperparameters

We evaluate SETS and baseline methods using fixed hyperparameters. For BoN+Majority Vote and BoN+Self-
Eval, we set m = 100. For BoN+Self-Verify, we set m = 50. For SELF-REFINE, we set n = 5. For SETS, we
set m = 20 and n = 3. We repeat each experiment three times and report the mean and standard deviation
for all metrics. As shown in Tabled] SETS generally demonstrates significantly superior performance over the
Best-of-N (BoN) baselines when operating under comparable computational budgets, measured by the average
number of output tokens. While the SELF-REFINE method consumes considerably less computational
resources than SETS, its accuracy is substantially lower.

Dataset Method Accuracy (%) 1+ Avg. # Output Tokens Avg. # API Calls

BoN+Majority Vote 49.946.2 35218+21558 100£0

BoN+Self-Verify 60.64+9.7 44844410756 100£0

Trip Planning BoN+Self-Eval 40.841.2 60469+10 101+0
SELF-REFINE 59.540.0 423340 610

SETS (ours) 68.5+3.0 48364+10857 87+0

BoN+Majority Vote 48.84+2.3 56422423057 1000

Meeting BoN+Self-Verify 55.74+0.9 73323139 1000

Planning BoN+Self-Eval 40.7+0.5 83273+2 101+0
SELF-REFINE 54.14+0.0 474640 540

SETS (ours) 59.6+1.4 62899+9196 8640

BoN+Majority Vote 87.84+0.2 4702621 100£0

BoN+Self-Verify 88.71+0.1 46997+21 100£0

MATH 500 BoN+Self-Eval 75.9£0.8 47407+£1 101+0
SELF-REFINE 87.84+0.0 141240 310

SETS (ours) 89.34+0.1 253924147 5040

BoN+Majority Vote 32.24+1.0 829424221 1000

AIME BoN+Self-Verify 28.3+1.7 84469+130 1000

9024-2025 BoN+Self-Eval 8.9+3.5 83759+17 101+0
SELF-REFINE 23.340.0 5232+0 6+0

SETS (ours) 33.3+0.0 81446826 99+1

BoN+Majority Vote 52.2+1.4 45711+£172 100£0

LiveBench BoN+Self-Verify 58.7+1.2 502304120 100£0

Reasoning BoN+Self-Eval 47.3+4.4 46342+2 101+0
SELF-REFINE 48.01+0.0 152640 310

SETS (ours) 60.7+1.3 29954+119 6040

BoN+Majority Vote 54.3£0.2 16546+129 10040

LiveCodeBench BoN+Self-Verify 64.940.5 2978942 1000

TestOutputPred BoN+Self-Eval 68.8+1.1 17126423 101+0
SELF-REFINE 74.940.0 109540 340

SETS (ours) 77.840.2 20616+71 5940

Table 4: Performance under fixed hyper-parameters with GEMINI-1.5-Pro. We show the mean and standard
deviation of the metrics (mean+std). Bold numbers are superior results.
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E Examples for Three Core Operations

In this section, we show the detailed responses for the three core operations (Sampling, Self-Verify, and
Self-Correct) employed within SETS on a problem from MATH 500 with GEMINI-1.5-Pro.

Problem and Ground Truth Answer

PROBLEM: What is the least positive integer multiple of 30 that can be written with only the digits
0 and 27
Ground Truth Answer: 2220

Sampling Response

Let n be the least positive integer multiple of 30 that can be written with only the digits 0 and 2.
Since n is a multiple of 30, it must be a multiple of 10, meaning its last digit must be 0. Also, since n
is a multiple of 30, it must be a multiple of 3, meaning the sum of its digits must be a multiple of 3.
Since n can only contain the digits 0 and 2, the sum of the digits must be a multiple of both 2 and 3.
The smallest possible number with only 0 and 2 as digits and ending in 0 is 20, which is not divisible
by 3. The next smallest number is 200, which is not divisible by 3. The next smallest number is 2020,
the sum of the digits is 2 + 0 + 2 + 0 = 4, which is not divisible by 3. The next smallest number is
2000, the sum of the digits is 2 + 0+ 0+ 0 = 2, which is not divisible by 3. The next smallest number
is 20020, the sum of digits is 2+ 0+ 0 4+ 2 4+ 0 = 4, not divisible by 3. The next smallest number is
20200, the sum of digits is 2+ 0+ 2 4+ 0 4+ 0 = 4, not divisible by 3. The next smallest number is
202020, the sum of digits is 2+ 0+ 2+ 0 4+ 2 + 0 = 6, which is divisible by 3. Since it ends in 0, it is
divisible by 10. So it is divisible by 30. 202020 = 30 - 6734 202020 + 30 = 6734 Therefore, the least
positive integer multiple of 30 that can be written with only the digits 0 and 2 is 202020.

Final Answer: The final answer is

Self-Verify Response

1. **Conditions and Constraints:**

* F*Multiple of 30:** The number must be divisible by both 3 and 10. * **Digits 0 and 2 only:**
The number can only contain the digits 0 and 2. * **Least positive integer:** We are looking for the
smallest positive integer satisfying the above conditions. * **Positive:** The number must be greater
than 0. * **Integer:** The number must be a whole number.

2. **Verification:**

* **Digits 0 and 2 only:** The proposed answer 202020 consists only of the digits 0 and 2. This
condition is satisfied. * **Positive:** 202020 is greater than 0. This condition is satisfied. * **Integer:**
202020 is a whole number. This condition is satisfied. * **Divisible by 10:** A number is divisible by
10 if its last digit is 0. The last digit of 202020 is 0. This condition is satisfied. * **Divisible by 3:**
A number is divisible by 3 if the sum of its digits is divisible by 3. The sum of the digits of 202020
is24+04+2+ 04+ 2+ 0= 6. Since 6 is divisible by 3, 202020 is divisible by 3. This condition is
satisfied. * **Least positive integer:** Let’s consider smaller numbers formed with Os and 2s. We
need a number divisible by 10, so it must end in 0.

* 20: Divisible by 10, but not by 3 (240=2). * 200: Divisible by 10, but not by 3 (24+0+0=2). * 2020:
Divisible by 10, but not by 3 (240+2+0=4). * 220: Divisible by 10, but not by 3 (2+2+0=4). * 2220:
Divisible by both 10 and 3 (2+2+42+0=6).

Since 2220 is smaller than 202020 and meets all the conditions, 202020 is not the *least* such integer.
The proposed answer is incorrect.
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Self-Correct Response

1. **Divisibility by 30:** A number is divisible by 30 if it is divisible by both 2 and 3 and 5 (since 30
= 2*3*5). Since divisibility by 2 and 5 is guaranteed by divisibility by 10 (which means the number
ends in 0), we need a number ending in 0 where the sum of its digits is divisible by 3.

2. **Building the number:** We want the smallest positive integer, so we start constructing the
number with the fewest digits possible.
* *¥*0ne 2:%*F 20. Sum of digits is 2, not divisible by 3. * **Two 2s:** 220. Sum of digits is 4, not
divisible by 3. * **Three 2s:** 2220. Sum of digits is 6, which is divisible by 3.

3. **Verification:** 2220 is divisible by 10 (ends in 0) and by 3 (sum of digits is 6). Therefore, it is
divisible by 30. It only uses the digits 0 and 2.

F SETS vs. Combining Sequential /Parallel

Table |5| compares the proposed SETS with the Combining Sequential/Parallel approach from |Snell et al.
(2024)), highlighting their key differences.

Dimension Combining Sequential /Parallel SETS

Verification Train a task-specific reward model as | Use the LLM itself to verify the correct-
the verifier. ness of the answer.

Revision Train a revision model to predict new | Use the LLM itself to generate a new

answers using previous answers as con-
text. At test time, sample a sequence
of revisions from the model with four
previous answers as context.

answer based on previous answers and
their self-verification analyses.

Early Stopping in
Revision

Produce a fixed number of new answers
without early stopping.

The self-correction process will stop
when the answer is verified as a correct
one.

Final answer selec-
tion

Use the verifier to select the best answer
within each chain and across chains.

Apply majority voting on the new re-
sponses produced by each branch of Self-
Verify and Self-Correct iterations to get
the final answer.

Evaluation

Only evaluated on MATH with PaLM
2-S.

Evaluated on six challenging bench-
marks spanning planning, reasoning,
math, and coding with both non-
thinking and thinking models to demon-
strate the generalization.

Practicality

Hard to be used in practice since we
need to collect data to train the verifier
and revision model for each task.

Can be easily applied to different tasks
and unlock a lot of downstream applica-
tions.

Table 5: Comparison of the proposed SETS with the Combining Sequential/Parallel approach (Snell et al.|

2024).
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