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Abstract

The linguistic capabilities of Multimodal Large001
Language Models (MLLMs) are critical for002
their effective application across diverse tasks.003
This study aims to evaluate the performance of004
MLLMs on the VALSE benchmark, focusing005
on the efficacy of few-shot In-Context Learning006
(ICL), and Chain-of-Thought (CoT) prompting.007
We conducted a comprehensive assessment of008
state-of-the-art MLLMs, varying in model size009
and pretraining datasets. The experimental re-010
sults reveal that ICL and CoT prompting signif-011
icantly boost model performance, particularly012
in tasks requiring complex reasoning and con-013
textual understanding. Models pretrained on014
captioning datasets show superior zero-shot per-015
formance, while those trained on interleaved016
image-text data benefit from few-shot learn-017
ing. Our findings provide valuable insights into018
optimizing MLLMs for better grounding of lan-019
guage in visual contexts, highlighting the im-020
portance of the composition of pretraining data021
and the potential of few-shot learning strategies022
to improve the reasoning abilities of MLLMs.023

1 Introduction024

Multimodal Large Language Models (MLLMs)025

demonstrate a remarkable ability to interpret both026

text and other modalities, such as images (Chen027

et al., 2022b; Alayrac et al., 2022; Tsimpoukelli028

et al., 2021; Awadalla et al., 2023; Laurençon029

et al., 2023; Li et al., 2023b). These models030

integrate visual and textual data, allowing them031

to perform a wide range of reasoning tasks ef-032

fectively. Despite their impressive capabilities,033

optimizing these models through fine-tuning is034

resource-intensive and costly. To address these035

challenges, researchers have developed efficient036

data augmentation techniques and optimization al-037

gorithms (Huang et al., 2018; Falcon et al., 2020;038

Mou et al., 2020). Among these, few-shot learn-039

ing techniques offer a promising solution by sig-040

nificantly reducing the costs associated with fine-041

tuning (Chen et al., 2023b; Tsimpoukelli et al., 042

2021; Wei et al., 2022; Wang et al., 2022). 043

Few-shot learning is an In-Context-Learning 044

(ICL) strategy that enhances model performance by 045

providing a small number of demonstration exam- 046

ples, introducing a specific context (Brown et al., 047

2020). This method allows the model to leverage 048

its inherent knowledge, combined with the con- 049

text provided, to solve complex tasks in various 050

domains without specific prior training. Chain-of- 051

Thought (CoT) (Wei et al., 2022) is, on the other 052

hand, a prompting methodology which involves 053

generating reasoning chains before providing the 054

final answer. This strategy enables models to pro- 055

duce more accurate outputs, especially for tasks 056

that require intermediate steps and reasoning, such 057

as arithmetic and commonsense reasoning. With- 058

out these reasoning chains, models often fail when 059

they respond with only the final answer. 060

Although the individual effects of few-shot ICL 061

and CoT strategies have been studied in multimodal 062

settings, their collective impact on the linguistic 063

capabilities of MLLMs has not been previously ex- 064

plored. Understanding this impact is crucial, as 065

it can significantly influence the development and 066

deployment of more efficient and capable MLLMs. 067

To address this gap, we utilize the VALSE (Vision 068

And Language Structured Evaluation) benchmark 069

(Parcalabescu et al., 2022). VALSE provides a com- 070

prehensive framework for evaluating the grounding 071

of linguistic phenomena—from morphosyntax to 072

semantics—in the visual modality. It includes six 073

tasks: Existence, Plurality, Counting, Spatial Rela- 074

tions, Actions, and Coreference. These tasks are 075

designed to test models’ abilities to recognize exis- 076

tential quantifiers, semantic number, entity count- 077

ing, spatial arrangements, actions, and pronominal 078

coreference within images. 079

The VALSE benchmark is particularly well- 080

suited for this study because it functions as a test- 081

only benchmark without any training data, which 082
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Output: There is a 
horse in the farm.

Zero-Shot Few-Shot (ICL+CoT)Few-Shot (ICL)

Does the following 
sentence describe the 
image? A large grey 
horse is behind a 
wooden fence.

Does the following 
sentence describe the 
image? A bunch of sheep 
are standing behind a 
fence. Answer: Yes.

Does the following sentence describe the image? A bunch of sheep 
are standing behind a fence Answer: The image shows a group of 
sheep standing behind a fence. The fence is visible and appears to 
be made of wood and wire, with the sheep on the other side. The 
sheep are of various colors, including white, black, and brown. 
They are clustered together, suggesting they are part of a herd. 
Given the content of the image, the sentence "A bunch of sheep are 
standing behind a fence" is true. The sheep are indeed standing 
behind the fence, as depicted in the photo. Final Answer: Yes.

Does the following 
sentence describe the 
image? A giraffe is 
looking down a metal 
fence. Answer: No

Does the following sentence describe the image? A giraffe is 
looking down a metal fence. Answer: The image shows a giraffe 
standing behind a metal fence. The giraffe appears to be looking 
towards the ground, but it is not clear if it is looking down the 
fence or just looking down in general. The giraffe's head is not 
positioned in such a way that it is directly looking down the 
length of the fence. Therefore, based on the content of the image, 
the sentence "A giraffe is looking down a metal fence" is False. 
Final Answer: No

Output: Answer: Yes

Does the following 
sentence describe the 
image? A large grey 
horse is behind a wooden 
fence.

Does the following sentence describe the image? A large grey 
horse is behind a wooden fence.

Output: Answer: The image shows a grey horse standing behind a 
wooden fence. The horse is visible through a circular hole in the 
fence, and it appears to be looking at the camera. The horse is 
not standing directly behind the fence, but rather standing next 
to it. Based on the content of the image, the sentence "A large 
grey horse is behind a wooden fence" is true. The horse is indeed 
large, grey, and behind a wooden fence. Final Answer: Yes

Figure 1: Zero-Shot, Few-Shot ICL, and Few-Shot ICL+CoT Evaluation Comparison on the Relations Task.
In the Zero-Shot approach, the model incorrectly responds to the question. Few-Shot ICL, using prior examples,
correctly identifies the horse behind a wooden fence. Few-Shot ICL+CoT, which is beneficial for tasks requiring
intermediate reasoning steps, e.g. counting, relational understanding, and coreference resolution, also correctly
identifies the horse by employing a detailed step-by-step reasoning process.

aligns perfectly with the ICL setting of our analysis.083

This allows us to evaluate the models purely based084

on their pre-existing capabilities and the provided085

context, without any additional fine-tuning or train-086

ing. VALSE offers a detailed understanding of how087

models handle specific linguistic constructs and088

tasks, highlighting their strengths and deficiencies089

in visio-linguistic grounding. This makes it an ideal090

choice for examining the collective impact of ICL091

and CoT on the linguistic capabilities of MLLMs.092

Using VALSE, we aim to investigate the effects093

of ICL and CoT on the performance of MLLMs.094

Our study makes the following contributions:095

• We conduct a thorough evaluation of 14 different096

MLLMs on VALSE. This evaluation examines097

both zero-shot and few-shot settings, providing098

insights into how demonstration examples and099

reasoning chains influence model outputs. 100

• Our results indicate that using demonstration ex- 101

amples in the few-shot ICL setting enhances over- 102

all performance. Notably, examples similar to the 103

query image-text pairs significantly boost perfor- 104

mance compared to randomly selected examples, 105

as in prior work (Liu et al., 2022; Luo et al., 106

2023). 107

• CoT proves highly effective for tasks requiring 108

intermediate reasoning steps, such as counting, 109

relational understanding, and coreference reso- 110

lution. This highlights the potential of CoT in 111

enhancing the reasoning capabilities of MLLMs. 112

• We demonstrate that models pretrained on cap- 113

tioning datasets such as MS-COCO (Lin et al., 114

2014), Conceptual Captions (Sharma et al., 115

2018), and LAION-5B (Schuhmann et al., 2022) 116
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exhibit superior zero-shot performance com-117

pared to those trained on interleaved image-118

text datasets like Multimodal C4 (Zhu et al.,119

2023b) and OBELISC (Laurençon et al., 2023).120

However, with few-shot ICL strategies, lower-121

capacity models trained on interleaved image-122

text datasets can achieve similar or even bet-123

ter performance than the larger-capacity models124

trained on captioning datasets.125

The subsequent sections of this paper are or-126

ganized as follows: In §2, we provide a concise127

review of relevant literature. §3 outlines our eval-128

uation strategy, offering comprehensive insights129

into our approach. In §4, we present our results.130

§5 gives our conclusions, summarizing the key131

findings and implications derived from this study.132

Lastly, in §6, we share the limitations of our study.133

2 Related Work134

In this section, we will explore the specifics of135

the recent MLLMs (§2.1), current ICL and CoT136

techniques (§2.2 and §2.3), examining their evolu-137

tion, applications, and emerging approaches in this138

rapidly developing area.139

2.1 Multimodal Large Language Models140

Pretraining Strategies. Multimodal Large Lan-141

guage Models (MLLMs) require different pre-142

training datasets to support various capabilities.143

MLLMs often use datasets of image-text pairs due144

to several advantages: they are easy to use, provide145

a direct relationship between text and image, and146

include well-established, widely-used, and stan-147

dardized datasets (Lin et al., 2014; Plummer et al.,148

2015; Schuhmann et al., 2022; Changpinyo et al.,149

2021). Conversely, interleaved image-text datasets150

(Zhu et al., 2023b; Laurençon et al., 2023; Li et al.,151

2023a; Zhao et al., 2024) create a context with mul-152

tiple images and texts, enabling models to lever-153

age this context to solve complex tasks. This ap-154

proach allows models to tackle new challenges,155

such as narrating a series of images. Additionally,156

instruction-tuning datasets (Liu et al., 2024b; Chen157

et al., 2023a; Li et al., 2023a) are crucial for en-158

hancing the flexibility and responsiveness of these159

models. By training on a diverse set of instructions160

paired with corresponding outputs, these datasets161

enable models to follow specific prompts more ac-162

curately and generalize better across different tasks.163

This improves the models’ capabilities in zero-shot164

and few-shot learning scenarios, making them more165

versatile and effective for real-world applications 166

where diverse and precise responses are needed. 167

Models. The development of MLLMs has sig- 168

nificantly advanced, leveraging the capabilities of 169

pre-trained autoregressive LLMs and sophisticated 170

visual encoders to handle both text and visual in- 171

puts (Chen et al., 2023d; Dong et al., 2024; Zhu 172

et al., 2023a; Bavishi et al., 2023). Notable ex- 173

amples include Flamingo (Alayrac et al., 2022), 174

which has demonstrated remarkable performance 175

across various vision-language tasks. This progress 176

has led to the creation of open-weight models, fos- 177

tering collaboration and accessibility in the field 178

(Ye et al., 2023; Li et al., 2023b; Sun et al., 2023; 179

Lu et al., 2024; Jiang et al., 2024; Awadalla et al., 180

2023; Research, 2024; Zhao et al., 2024). IDEFICS 181

models(Laurençon et al., 2024; Laurençon et al., 182

2023) surpasses inference efficiency and stable 183

training by leveraging pre-trained unimodal back- 184

bones. Similarly, Qwen-VL Chat (Bai et al., 2023), 185

based on Qwen-7B, emphasizes fine-grained visual 186

understanding and multilingual support, achieving 187

state-of-the-art performance. In contrast, LLaVA- 188

NeXT (Liu et al., 2024a), an improved version of 189

LLaVA-1.5 (Liu et al., 2023b), employs a surpris- 190

ingly powerful and data-efficient vision-language 191

integration module, requiring only training a sim- 192

ple fully-connected projection layer on a modest 193

dataset. While Qwen-VL trains specially designed 194

visual resamplers on vast amounts of image-text 195

paired data, LLaVA-NeXT achieves SOTA results 196

with publicly available data, demonstrating effi- 197

ciency and effectiveness in model design and train- 198

ing. MMICL (Zhao et al., 2024) addresses limi- 199

tations in current models by efficiently handling 200

multi-modal inputs, including relationships among 201

multiple images and text-to-image references. By 202

introducing a novel context scheme and a compre- 203

hensive multi-modal ICL dataset, MMICL signif- 204

icantly improves understanding of intricate text- 205

image relationships and multi-image reasoning. 206

2.2 In-Context-Learning (ICL) 207

ICL was first developed for LLMs, where the goal 208

is to provide a context with examples that the model 209

can use to solve complex tasks (Brown et al., 2020). 210

To transfer ICL for MLLMs, researchers train these 211

models using interleaved image-text datasets. Se- 212

lecting demonstration examples for ICL is critical, 213

and the multimodal nature of MLLMs makes this 214

selection more challenging, as it requires finding 215

examples that are appropriate both textually and 216
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visually. Some studies suggest choosing exam-217

ples based on their similarity to the query image-218

text pair (Alayrac et al., 2022; Chen et al., 2023b;219

Gui et al., 2021; Lin et al., 2022; Liu et al., 2021).220

However, research (Shukor et al., 2024) indicates221

that ICL can increase hallucinations and has a lim-222

ited impact on improving image-text matching and223

instruction-following abilities. Additionally, Chen224

et al. 2023b found that while image similarity has a225

slight effect on model performance in Visual Ques-226

tion Answering (VQA) tasks, it raises questions227

about the overall effectiveness of ICL in multi-228

modal settings. Several recent studies have begun229

to explore the In-Context Learning (ICL) capabili-230

ties of MLLMs. Shukor et al. (2024) examined the231

impact of ICL, Chain-of-Hindsight ICL (Liu et al.,232

2023a), and Self-Correcting ICL (Madaan et al.,233

2023) on factors such as hallucinations, abstention,234

compositionality, explainability, and instruction fol-235

lowing. Zhao et al. (2024) evaluated the effect of236

ICL on the performance of a few MLLMs using237

standard vision-language datasets. In contrast, our238

study provides a more comprehensive analysis of239

the grounded linguistic capabilities of fourteen dif-240

ferent MLLMs, focusing on ICL and CoT across241

the tasks available in the VALSE benchmark.242

2.3 Chain-of-Thought (ICL) Prompting243

Recent research shows that models perform better244

in reasoning, arithmetic, and commonsense tasks245

when they develop a reasoning process for their246

answers (Wei et al., 2022). This method, known247

as CoT, was initially introduced for LLMs. The248

core idea behind CoT is that by incorporating in-249

termediate reasoning steps enhances the models’250

reasoning capabilities, leading to improved results.251

Models effectively utilize CoT when provided with252

context, and numerous studies have explored gener-253

ating context for multimodal tasks to improve both254

the quality of demonstrations (Rubin et al., 2021;255

He et al., 2023) and the reasoning chain (Chen256

et al., 2022a; Wang et al., 2022). However, gener-257

ating detailed, lengthy, and accurate context can be258

challenging for humans, which is where MLLMs259

come into play (Wang et al., 2024; Zhang et al.,260

2023). Additionally, CoT can be used without con-261

text, in a zero-shot manner, where the model is262

prompted with the phrase, “Let’s think step by step”263

(Kojima et al., 2022). In multimodal setting, Mitra264

et al. (2024) investigated CoT, but their analysis265

involves generating a scene graph from the query266

image and use this graph in response generation.267

On the other hand, in our work, we use detailed 268

CoT descriptions of the images in few-shot setting. 269

3 Evaluation Strategy 270

In this study, we investigate the zero-shot and few- 271

shot capabilities of MLLMs through the VALSE 272

benchmark (Parcalabescu et al., 2022). Previous 273

work has separately examined ICL and CoT strate- 274

gies in multimodal contexts (Mitra et al., 2024; 275

Baldassini et al., 2024; Shukor et al., 2024). This 276

study aims to integrate these approaches and pro- 277

vide a comprehensive analysis regarding how the 278

recent MLLMs tackle with visio-linguistic ground- 279

ing. Below, we begin by providing a brief review 280

of the VALSE benchmark (§3.1). We then present 281

the ICL methodology (§3.2) employed in our as- 282

sessment of MLLMs, explaining our demonstration 283

example selection process. Finally, we discuss the 284

application of the CoT approach (§3.3) in our ex- 285

perimental analysis. 286

3.1 VALSE Benchmark 287

The VALSE (Parcalabescu et al., 2022) is a zero- 288

shot foiling benchmark designed to assess the capa- 289

bilities of MLLMs in integrating linguistic con- 290

structs with visual contexts. Providing a com- 291

prehensive evaluation framework, VALSE encom- 292

passes six distinct tasks that thoroughly probe 293

the model’s ability to bridge language and vision. 294

These tasks include Existence, Plurality, Count- 295

ing, Spatial Relations, Actions, and Coreference, 296

each focusing on a critical linguistic phenomenon 297

necessary for a deep understanding. 298

• Existence task examines the model’s ability to 299

identify the presence or absence of entities in 300

an image. Models must differentiate between 301

scenarios where objects exist or not within the 302

visual context, focusing on existential quantifiers. 303

• Plurality task tests the model’s understanding 304

of singular and plural forms by requiring it to 305

distinguish between images depicting single and 306

multiple instances of objects. It assesses seman- 307

tic number comprehension. 308

• Counting task challenges the model to accurately 309

count the number of entities present in an image. 310

The scenarios vary in complexity, demanding 311

precise enumeration capabilities. 312

• Spatial Relations task evaluates the model’s abil- 313

ity to recognize and interpret spatial relationships 314

between objects in an image. It focuses on under- 315

standing the arrangements and positions of items 316
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relative to each other.317

• Actions task assesses the model’s proficiency in318

identifying and understanding actions occurring319

within images. It requires recognizing the activ-320

ities depicted and understanding the roles and321

interactions of the participants involved.322

• Coreference task determines the model’s ability323

to resolve pronoun references within the visual324

context. It tests whether the MLLM can correctly325

link pronouns to the corresponding entities in the326

images, ensuring coherent understanding.327

Additionally, VALSE presents foils for Foil-It!328

(Shekhar et al., 2017) dataset which connects ob-329

jects in the captions to the MS-COCO (Lin et al.,330

2014) dataset. Refer to Appendix A for further331

details about VALSE benchmark.332

In this work, we aim to investigate the perfor-333

mance of MLLMs on the VALSE benchmark and334

analyze how few-shot settings can enhance their335

capabilities in grounding language within visual336

contexts. Specifically, we focus on models pre-337

trained on interleaved image-text data, which sup-338

port few-shot learning, to understand the impact of339

this training strategy. Additionally, we analyze the340

performance of MLLMs pretrained solely on im-341

age captioning data, which do not support few-shot342

learning, to provide a comprehensive evaluation343

across different pretraining schemes.344

3.2 Few-Shot ICL Strategy345

Few-shot ICL aims to increase model performance346

by providing a few demonstration examples that347

are contextually related to the query image-text pair.348

The optimal selection and arrangement of these ex-349

amples is an active area of research (An et al., 2023;350

Liu et al., 2022; Lu et al., 2022; Yoo et al., 2022;351

Min et al., 2022; Chen et al., 2023b). Our investi-352

gation examines the impact of in-context demon-353

strations on model performance by comparing ran-354

domly selected examples with those closely match-355

ing the visual and textual content of the query pair.356

Example Selection. For example selection, we357

employed the Mixed Modality In-Context Example358

Selection (MMICES) method (Chen et al., 2023b).359

This method assesses both textual and visual co-360

sine similarity between the image-text pairs in the361

demonstration examples and the query pair. Using362

CLIP as our encoder, we first identified the top K363

visually similar examples. From these K visually364

similar examples, we refined the selection to N ex-365

amples exhibiting textual similarity. The value of366

N denotes the shot count used in our experiments.367

Determining the appropriate value of K proved 368

to be critical and challenging, as it directly influ- 369

ences the model’s exposure to textually similar ex- 370

amples. Our analysis revealed that higher K values 371

yielded improved results. Consequently, we set 372

K to a high value of 100 for our experiments, en- 373

suring that the model received suitable contextual 374

information for learning and enhancement. 375

3.3 CoT Strategy 376

CoT approach aims to enhance model performance 377

by promoting reasoning during inference, particu- 378

larly in scenarios with limited data. Initially, we 379

experimented with zero-shot CoT, where the model 380

is asked to generate reasoning without providing 381

additional context. However, we found that without 382

this context, models often generate final answers 383

without engaging in any reasoning process. To ad- 384

dress this, we included reasoning information with 385

the demonstration examples. 386

Given that samples in VALSE lack detailed, fine- 387

grained descriptions for image-text pairs, we em- 388

ployed LLaVA-NeXT (Liu et al., 2024b) to gen- 389

erate CoT descriptions for the context demonstra- 390

tions. Although this model is capable of generating 391

dense captions, it occasionally fabricates incorrect 392

information and hallucinates details. To mitigate 393

these issues, we adopted a prompt proposed by 394

Nori et al. (2023), instructing the model to generate 395

both reasoning and answers, along with a label- 396

validation step to reduce hallucinations. Despite 397

these measures, some instances still lacked detailed 398

CoT descriptions even when the answers were cor- 399

rect. Hence, we manually discarded instances with 400

incorrect answers or inadequate CoT descriptions. 401

We used only the remaining examples in our few- 402

shot ICL with CoT experiments, as they provide 403

detailed and contextually rich demonstrations. De- 404

tails of this process are provided in the Appendix. 405

4 Experiments 406

4.1 Models 407

We evaluated fourteen state-of-the-art MLLMs, 408

each varying in model size and trained on dis- 409

tinct pretraining datasets. Five of these mod- 410

els were trained on interleaved image-text data, 411

facilitating to run in few-shot scenarios: Open- 412

Flamingo (Awadalla et al., 2023), Idefics (Lau- 413

rençon et al., 2023), Idefics2 (Laurençon et al., 414

2024), xGen-MM (Research, 2024), Qwen-VL- 415

Chat (Bai et al., 2023), and MMICL (Zhao et al., 416
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2024). The remaining four were trained solely417

on captioning datasets: LLaVA-NeXT (Liu et al.,418

2024a), PaliGemma (Gemma Team, 2024b), Intern-419

VL-Chat-V1.5 (Chen et al., 2023d), and InterLM-420

XComposer2 (Dong et al., 2024). Appendix B421

describes these models in detail.422

4.2 Evaluation Strategy423

Shukor et al. (2024) evaluates the effectiveness424

of the ITM (Image-Text Matching) method, ini-425

tially examined within CREPE (Ma et al., 2023),426

which shares several similarities with VALSE. In427

this method, a sentence is presented to the model,428

labeled either as a caption or a foil, and the model429

is asked to determine if the sentence correctly de-430

scribes the corresponding image. This allows for431

the measurement of accuracy, providing a quantita-432

tive assessment of the model’s ability to link visual433

and linguistic information accurately. In our work,434

we assess the performance of MLLMs using this435

strategy and report the average accuracies accross436

both individual tasks and overall performance.437

4.3 Results and Analysis438

We show the zero-shot and few-shot capabilities of439

MLLMs trained on interleaved image-text datasets440

or captioning datasets in Table 1.441
442 �

�
�
�Observation 1. Instruction tuning and ICL help

models follow user instructions.
443

Given our questions, we expect the MLLMs to444

give a Yes/No response. However, in zero-shot445

setting, some models struggled in producing out-446

puts containing irrelevant information, leading to447

notably low scores. Instruction tuning or provid-448

ing demonstration examples to the models through449

ICL often help models in following the expected450

answer templates. For instance, OpenFlamingo-3B451

and xGen-MM demonstrate this behavior.452
453 �

�
�
�

Observation 2. Using similar demonstration
examples in ICL significantly enhances perfor-
mance compared to random examples.

454

Employing demonstration examples in the ICL set-455

ting generally improves overall performance. We456

observe this behavior consistently across the eval-457

uated MLLMs independent from the model size.458

Notably, examples similar to query image-text pairs459

significantly enhance performance compared to ran-460

dom examples. For instance, in the 4-shot setting,461

OpenFlamingo 3B’s performance on Existence im-462

proves from 54.5% (Random) to 67.9% (Similar).463

464�
�

�
�

Observation 3. Using more similar demonstration
examples generally improves overall performance
compared to using random demonstrations.

465

Shukor et al. (2024) studied atomic foils with the 466

CREPE benchmark (Ma et al., 2023), which is sim- 467

ilar to the VALSE benchmark in measuring model 468

performance changes when atomic foils completely 469

alter sentence meanings. They showed that increas- 470

ing the number of random demonstration examples 471

provides almost no gain in this setup. Our results 472

support this finding and show that increasing the 473

random example count can sometimes even deterio- 474

rate performance. However, using a higher number 475

of similar examples helps MLLMs perform bet- 476

ter. While more random examples make it difficult 477

to establish a link between the context and query, 478

more similar examples enhance this ability. 479
480�

�

�

�

Observation 4. The CoT mechanism diminishes
the ability to follow instructions acquired through
ICL in OpenFlamingo variants, yet enhances the
performance of other models in tasks where they
struggle under both zero-shot and ICL settings.

481

CoT descriptions in demonstration examples assist 482

models in reasoning about a given image-text pair, 483

significantly aiding in challenging tasks such as 484

counting, relations, and coreference. For example, 485

in the 4-shot setting for OpenFlamingo 3B, per- 486

formance on Relations improves from 50.1% (S) 487

to 54.6% (S+C). However, CoT sometimes causes 488

OpenFlamingo variants to ignore the expected an- 489

swer templates. Although they generate reasoning 490

chains as expected, they fail to provide direct an- 491

swers to the questions, leading to poor performance. 492

However, for the remaining higher capacity models, 493

CoT generally leads to better performances. 494
495�

�

�

�

Observation 5. With ICL and CoT, lower-
capacity models trained on interleaved image-
text datasets achieve similar or even better per-
formance than larger-capacity models trained on
captioning datasets.

496

Except for Idefics2, models trained on interleaved 497

image-text datasets exhibit poor zero-shot perfor- 498

mance compared to those trained on captioning 499

data. However, with ICL and CoT, these lower- 500

capacity models achieve similar or even better per- 501

formance than the larger-capacity models trained 502

on captioning datasets. For example, Idefics-9B 503

obtained 77.2% accuracy when 4-shot ICL and 504

6



Table 1: Accuracy performance of the evaluated MLLMs, varying in model size and pretraining strategies, evaluated
with 0-8 shots across three settings: Random (R), Similar (S), and Similar with Chain of Thought (S+C) settings. In
the R setting, few-shot demonstrations are randomly selected. In the S setting, few-shot examples are selected based
on visual and textual similarity. In the S+C setting, examples are also selected based on visual and textual similarity
but additionally include a CoT description. Models with the suffix ’I’ indicate instruction-tuned versions.

Zero-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

LLaVA-NeXT-34B 97.0 71.3 82.1 57.4 70.9 70.4 87.6 76.7
PaliGemma-3B 76.6 63.7 74.1 47.1 64.2 51.2 81.2 65.4
Intern-VL-Chat-V1-5-26B 96.2 76.5 76.9 61.3 74.2 69.5 87.1 77.4
InternLM-XComposer2-7B 83.0 66.5 73.7 52.5 68.8 62.2 82.0 69.8
OpenFlamingo-3B 36.4 9.4 14.2 9.0 8.5 32.0 11.0 17.2
OpenFlamingo-3B I 48.3 48.3 45.6 44.1 46.0 25.0 43.3 42.9
OpenFlamingo-4B 46.9 54.6 49.0 47.5 51.6 49.3 49.3 49.7
OpenFlamingo-4B I 48.5 54.8 50.1 47.5 51.9 46.9 49.3 49.9
Idefics-9B 44.2 46.2 47.1 53.8 48.2 26.3 50.4 45.2
Idefics-9B I 58.2 54.6 50.5 49.5 58.1 54.8 56.6 54.6
Idefics2-8B 94.7 70.3 79.1 53.6 59.8 69.1 82.1 72.7
xGen-MM-4.6B 37.2 34.1 37.1 39.6 36.4 37.0 40.9 37.5
Qwen-VL-Chat-9.6B 82.6 46.3 68.3 48.0 41.1 58.7 61.9 58.1
MMICL-12.1B 65.4 57.9 53.1 57.2 59.4 61.9 59.3 59.2

4-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C

OpenFlamingo-3B 54.5 67.9 45.7 53.2 52.2 32.7 54.3 59.3 41.5 47.7 52.9 29.9 49.0 51.9 33.0 52.7 57.2 25.4 50.8 52.8 28.4 51.7 56.3 33.8
OpenFlamingo-3B I 52.1 61.6 49.3 53.4 50.5 34.1 53.4 57.4 41.1 51.0 50.1 24.5 54.2 52.7 31.1 51.5 55.0 24.0 50.7 50.2 32.0 52.3 53.9 33.7
OpenFlamingo-4B 53.7 73.1 43.6 50.9 52.3 42.5 54.6 58.4 39.9 50.1 54.6 28.8 57.8 57.5 30.6 50.5 52.9 31.3 48.4 53.8 33.2 52.3 57.5 35.7
OpenFlamingo-4B I 51.9 66.1 44.6 51.9 49.2 37.6 54.1 59.2 41.2 50.5 54.6 27.3 56.2 58.3 33.7 50.8 53.0 33.0 50.0 53.1 30.1 52.2 56.2 35.6
Idefics-9B 59.2 81.0 87.3 49.8 54.8 73.6 54.7 61.2 79.4 50.6 52.1 72.9 56.4 60.5 74.5 51.7 53.6 82.8 57.0 59.8 69.6 54.2 60.4 77.2
Idefics-9B I 74.3 88.3 87.5 58.8 58.0 69.0 59.2 65.0 78.3 54.8 57.2 70.5 67.5 72.9 75.7 57.3 59.2 76.5 72.2 77.9 82.7 63.4 68.3 77.2
Idefics2-8B 83.2 94.3 79.8 70.3 69.7 76.6 73.4 71.4 80.1 61.7 63.2 70.1 70.3 72.6 77.0 63.3 59.8 70.7 82.6 84.9 83.1 72.1 73.7 76.8
xGen-MM-4.6B-7B 65.2 77.0 73.9 56.8 58.8 71.0 55.6 57.3 72.0 51.6 56.3 69.7 61.2 67.0 67.4 54.6 57.9 67.3 63.3 70.7 78.3 58.3 63.6 71.4
Qwen-VL-Chat-9.6B 85.2 92.7 85.7 66.4 64.4 67.5 68.9 69.8 76.7 60.8 60.2 57.0 71.4 72.5 67.0 64.8 62.0 72.2 79.2 80.1 65.6 71.0 71.7 70.2
MMICL-12.1B 56.6 70.5 37.6 54.4 54.8 16.9 50.1 55.9 32.4 57.2 60.6 25.2 75.2 73.0 24.9 61.8 60.5 40.2 59.7 56.6 21.7 59.3 61.7 28.4

8-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C R S S+C

OpenFlamingo-3B 51.5 72.3 58.4 51.7 51.7 38.4 53.1 58.6 47.9 50.3 49.5 38.5 51.9 56.8 36.3 52.1 56.3 31.6 53.9 50.3 32.2 52.1 56.5 40.5
OpenFlamingo-3B I 51.7 65.3 51.3 50.3 53.1 35.4 53.3 57.4 41.6 53.6 46.9 32.2 49.7 59.7 31.8 52.5 57.2 26.1 52.5 50.8 32.3 51.9 55.8 35.8
OpenFlamingo-4B 52.5 74.1 72.1 52.1 55.6 58.9 56.0 63.6 57.8 52.9 55.9 52.5 59.4 59.4 41.4 49.9 54.2 39.9 52.2 56.5 55.1 53.6 59.9 54.0
OpenFlamingo-4B I 49.9 64.4 56.4 52.1 52.6 47.6 54.4 60.8 53.9 49.7 55.1 41.7 60.1 60.7 47.5 53.4 59.3 44.4 52.4 57.8 39.6 53.1 58.7 47.3
Idefics-9B 57.2 84.4 92.1 48.4 55.6 77.9 54.8 65.3 86.9 53.1 56.1 83.6 59.0 66.5 78.2 53.2 58.6 70.7 58.1 60.2 75.0 54.8 63.8 80.6
Idefics-9B I 76.2 89.9 79.2 57.2 61.0 70.2 58.5 65.2 76.1 56.6 60.8 69.2 68.2 71.4 76.4 55.6 61.5 53.4 74.3 76.3 77.4 63.8 69.4 71.7
Idefics2-8B 88.5 94.3 86.7 70.5 71.6 76.2 74.5 72.1 83.0 59.6 61.1 71.6 72.0 71.3 75.7 61.0 65.4 68.3 82.6 83.9 81.3 72.7 74.2 77.5
xGen-MM-4.6B-7B 65.5 86.1 69.1 56.3 61.5 61.5 55.5 61.6 65.2 54.2 57.6 67.5 65.8 71.0 62.3 56.5 54.1 61.0 64.7 70.4 73.0 59.8 66.0 65.7
Qwen-VL-Chat-9.6B 84.2 95.3 72.9 64.2 66.5 65.8 70.0 71.7 76.1 60.6 61.5 63.7 72.0 71.5 72.9 62.4 63.9 76.1 84.6 83.5 66.2 71.1 73.4 70.5
MMICL-12.1B 63.6 78.6 38.6 53.5 56.4 14.3 47.7 52.2 31.9 58.9 63.4 21.1 75.7 71.6 19.6 63.5 65.6 37.5 61.9 66.3 20.3 60.7 64.9 26.2

CoT are applied while Intern-VL-Chat-V1-5-26B505

achieved 76.7% overall accuracy.506

507 �
�

�
�

Observation 6. Models prefer demonstrations that
are predominantly textually similar to visual ones,
resulting in a slight increase in performance.

508

Table 2 shows the performance changes of mod-509

els pretrained on interleaved image-text datasets510

across different K values within the ICL setting.511

Increasing the value of K provides a larger pool512

of visually similar examples. Subsequently, when 513

N examples are selected from this pool based on 514

textual similarity, the final demonstration examples 515

tend to exhibit higher textual similarity to the query 516

image-text pair, albeit potentially lower visual sim- 517

ilarity. The results indicate a marginal performance 518

improvement with higher K, suggesting that mod- 519

els prefer more textually similar examples. 520

For additional analyses and qualitative examples 521

of few-shot learning settings, see the Appendix. 522
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Table 2: Accuracy performance of the MLLMs pretrained on interleaved image and text data, varying in model size,
in the few-shot ICL setting. Demonstrations are selected based on their similarity to the query. For each setting,
(N ) textual similar examples are chosen from (K) visual similar examples. The table shows performance across
different (K) values, specifically 20, 50, and 100. Models with the suffix ’I’ indicate instruction-tuned versions.

Zero-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

OpenFlamingo-3B 36.4 9.4 14.2 9.0 8.5 32.0 11.0 17.2
OpenFlamingo-3B I 48.3 48.3 45.6 44.1 46.0 25.0 43.3 42.9
OpenFlamingo-4B 46.9 54.6 49.0 47.5 51.6 49.3 49.3 49.7
OpenFlamingo-4B I 48.5 54.8 50.1 47.5 51.9 46.9 49.3 49.9
Idefics-9B 44.2 46.2 47.1 53.8 48.2 26.3 50.4 45.2
Idefics-9B I 58.2 54.6 50.5 49.5 58.1 54.8 56.6 54.6
Idefics2-8B-8B 94.7 70.3 79.1 53.6 59.8 69.1 82.1 72.7
xGen-MM-4.6B 37.2 34.1 37.1 39.6 36.4 37.0 40.9 37.5
Qwen-VL-Chat-9.6B 82.6 46.3 68.3 48.0 41.1 58.7 61.9 58.1
MMICL-12.1B 65.4 57.9 53.1 57.2 59.4 61.9 59.3 59.2

4-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100

OpenFlamingo-3B 65.0 67.7 67.9 55.5 52.4 52.2 57.5 59.3 59.3 52.5 49.4 52.9 53.9 50.9 51.9 56.0 52.3 57.2 54.2 57.0 52.8 56.4 55.6 56.3
OpenFlamingo-3B I 53.1 58.8 61.6 53.1 49.2 50.5 60.0 58.2 57.4 53.3 50.3 50.1 53.1 54.1 52.7 55.3 53.7 55.0 50.0 52.5 50.2 54.0 53.8 53.9
OpenFlamingo-4B 63.8 69.3 73.1 53.1 49.2 52.3 57.6 58.8 58.4 52.3 53.8 54.6 54.9 54.1 57.5 51.1 51.8 52.9 52.8 55.6 53.8 55.1 56.1 57.5
OpenFlamingo-4B I 62.4 63.8 66.1 50.3 45.6 49.2 57.8 59.6 59.2 51.0 53.3 54.6 55.3 57.2 58.3 51.4 52.2 53.0 52.9 53.7 53.1 54.4 55.1 56.2
Idefics-9B 76.0 79.6 81.0 57.6 57.0 54.8 58.3 59.9 61.2 57.6 52.1 52.1 61.6 62.1 60.5 53.6 53.7 53.6 58.2 60.1 59.8 60.4 60.6 60.4
Idefics-9B I 86.3 86.7 88.3 58.0 56.0 58.0 61.4 63.3 65.0 59.1 57.9 57.2 71.5 71.9 72.9 58.5 55.0 59.2 76.7 79.1 77.9 67.4 67.1 68.3
Idefics2-8B 92.7 94.3 94.3 71.2 68.2 69.7 71.7 71.9 71.4 63.4 63.0 63.2 72.4 73.8 72.6 62.1 58.5 59.8 84.7 84.2 84.9 74.0 73.4 73.7
xGen-MM-4.6B 74.7 78.8 77.0 61.3 61.0 58.8 55.5 56.1 57.3 59.8 60.6 56.3 68.3 66.9 67.0 56.6 54.2 57.9 69.0 71.6 70.7 63.6 64.2 63.6
Qwen-VL-Chat-9.6B 85.2 92.7 85.7 66.4 64.4 67.5 68.9 69.8 76.7 60.8 60.2 57.0 71.4 72.5 67.0 64.8 62.0 72.2 79.2 80.1 65.6 71.0 71.7 70.2
MMICL-12.1B 65.5 70.9 70.5 52.2 50.1 54.8 52.6 53.0 55.9 59.8 60.8 60.6 72.1 74.8 73.0 61.0 60.4 60.5 59.9 61.2 56.6 60.4 61.6 61.7

8-Shot Setting

Model Existence Plurality Counting Relations Action Coreference Foil-It! Average

20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100 20 50 100

OpenFlamingo-3B 65.5 66.9 72.3 51.7 52.5 51.7 56.0 60.0 58.6 47.1 52.9 49.5 56.9 56.8 56.8 53.9 58.4 56.3 52.0 51.5 50.3 54.7 57.0 56.5
OpenFlamingo-3B I 56.4 62.2 65.3 49.0 53.4 53.1 56.6 58.3 57.4 48.8 52.1 46.9 57.7 56.8 59.7 53.9 58.6 57.2 51.5 54.5 50.8 53.4 56.6 55.8
OpenFlamingo-4B 59.8 69.5 74.1 52.5 51.7 55.6 60.7 61.5 63.6 52.3 53.1 55.9 63.0 60.8 59.4 52.8 55.6 54.2 55.6 57.4 56.5 56.7 58.5 59.9
OpenFlamingo-4B I 54.6 59.8 64.4 50.9 50.2 52.6 57.5 57.8 60.8 51.8 50.3 55.1 62.5 60.5 60.7 54.4 57.0 59.3 52.7 53.0 57.8 54.9 55.5 58.7
Idefics-9B 73.1 79.6 84.4 53.4 57.0 55.7 60.7 66.6 65.3 54.0 56.3 56.1 65.9 64.7 66.5 54.2 57.2 58.6 58.9 61.8 60.2 60.0 63.3 63.8
Idefics-9B I 81.6 84.8 89.9 61.1 61.2 61.0 62.2 65.9 65.2 59.4 57.4 60.8 72.2 72.0 71.4 56.4 60.5 61.5 76.7 76.0 76.3 67.1 68.3 69.4
Idefics2-8B 92.5 93.7 94.3 70.9 68.7 71.6 72.2 72.5 72.1 63.0 62.1 61.1 72.7 71.6 71.3 63.0 62.7 65.4 82.9 84.2 83.9 73.9 73.6 74.2
xGen-MM-4.6B 79.6 85.0 86.1 57.9 60.3 61.5 59.6 62.8 61.6 59.4 57.9 57.6 72.8 70.9 71.0 54.4 56.5 54.1 69.9 70.0 70.4 64.8 66.2 66.0
Qwen-VL-Chat-9.6B 90.7 92.3 95.3 63.9 63.6 66.5 71.8 72.3 71.7 63.4 59.8 61.5 72.2 73.1 71.5 66.4 67.2 63.9 80.8 83.1 83.5 72.7 73.1 73.4
MMICL-12.1B 74.3 77.8 78.6 55.9 55.1 56.4 49.8 51.8 52.2 63.0 61.5 63.4 74.0 73.2 71.6 62.4 64.6 65.6 61.3 61.6 66.3 63.0 63.7 64.9

5 Conclusion523

This work evaluates MLLMs using the VALSE524

benchmark to assess the impact of ICL and CoT.525

Our findings show that these strategies significantly526

enhance model performance, especially in tasks re-527

quiring complex reasoning and context understand-528

ing. We identified specific areas where MLLMs529

excel and where they struggle, emphasizing the im-530

portance of training data composition, pretraining531

strategies, and effective prompting techniques.532

One key insight is that MLLMs trained on cap-533

tioning datasets perform better in zero-shot settings,534

while those trained on interleaved image-text data 535

benefit more from few-shot learning. This suggests 536

that targeted pretraining and few-shot strategies 537

are crucial for improving model performance in 538

complex tasks. ICL and CoT prompting enable 539

MLLMs to leverage contextual information and 540

reason through intermediate steps. Future research 541

should optimize these strategies and explore addi- 542

tional methods to enhance model robustness and 543

reasoning capabilities. By refining sophisticated 544

reasoning mechanisms, we can develop MLLMs 545

that are more flexible and effective across a wider 546

range of tasks and settings. 547
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6 Limitations548

While the VALSE benchmark provides a compre-549

hensive framework, it may not cover all possible550

linguistic phenomena or real-world scenarios, po-551

tentially limiting the generalizability of the find-552

ings to other datasets or applications. Moreover,553

our study evaluates only fourteen state-of-the-art554

MLLMs, which, although representative, may not555

encompass the full spectrum of available models556

and their respective training datasets. For instance,557

closed-source proprietary models such as GPT-558

4o (OpenAI, 2024), Gemini 1.5 Pro (Gemini Team,559

2024), and Claude 3 Opus (Anthropic, 2024) are560

intentionally left out due to their restricted access,561

which limits the ability to conduct comprehensive562

and reproducible evaluations.563
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Appendix1004

In the following sections, we provide a comprehen-1005

sive set of supplementary notes detailing various1006

aspects of our work:1007

• Detailed Review of VALSE Benchmark (§A):1008

This section elaborates on the VALSE bench-1009

mark, outlining the specific tasks it encompasses.1010

• Detailed Review of Evaluated Multimodal1011

LLMs (§B): We offer an in-depth review of1012

all evaluated MLLMs, emphasizing their unique1013

characteristics and capabilities.1014

• Demonstrations (§C): This section describes1015

our methodology for selecting demonstrations1016

and constructing Chain-of-Thought (CoT) de-1017

scriptions.1018

• Further Analysis (§D): We expand on our key1019

findings, providing additional analyses and in-1020

sights into individual tasks within the VALSE1021

benchmark.1022

• Qualitative Examples (§E): We present qualita-1023

tive examples that illustrate the few-shot learning1024

settings considered in our study.1025

A VALSE Benchmark1026

The VALSE benchmark (Parcalabescu et al., 2022)1027

is a pioneering effort to evaluate the abilities of1028

general-purpose pretrained vision and language1029

models in grounding linguistic constructs within a1030

visual context. It consists of six tasks—Existence,1031

Plurality, Counting, Spatial Relations, Actions, and1032

Coreference—each targeting a key linguistic phe-1033

nomena (see Figure 2). These tasks assess models’1034

capabilities in recognizing existential quantifiers,1035

semantic number, entity counting, spatial arrange-1036

ments, actions, and pronominal coreference within1037

images, providing a thorough evaluation frame-1038

work for exploring the complexities of language1039

grounding in visual contexts. The benchmark con-1040

tains 6795 examples in total.1041

To develop VALSE, rigorous methodologies1042

were applied to ensure the benchmark’s validity1043

and effectiveness (Lan et al., 2019). This included1044

establishing robust criteria for generating valid foils1045

(Xie et al., 2019), which are crucial for accurately1046

assessing model performance. Through detailed1047

experimentation and evaluation of five widely-used1048

MLLMs, the original VALSE paper provided in-1049

sights into the current challenges faced by pre-1050

trained models in understanding and interpreting1051

linguistic phenomena in visual contexts.1052

B Evaluated MLLMs 1053

Here, we describe the models used in our experi- 1054

ments. We tested models trained on datasets con- 1055

taining image-text pairs (§B.1) as well as models 1056

trained on interleaved image-text datasets (§B.2). 1057

Figure 3 demonstrates sample data that are utilized 1058

in each training strategy. 1059

B.1 MLLMs pretrained on Captioning 1060

Datasets 1061

Recently, there has been considerable interest in 1062

NLP regarding models capable of handling single 1063

image-text pairs (Li et al., 2023c; Dai et al., 2024; 1064

Liu et al., 2024b; Zhu et al., 2023a; Bavishi et al., 1065

2023; Ge et al., 2023). These models demonstrate 1066

a remarkable ability to understand and generate tex- 1067

tual descriptions for given images, which greatly 1068

aids tasks such as image captioning, visual ques- 1069

tion answering, and image retrieval. By employing 1070

sophisticated architectures and multimodal learn- 1071

ing techniques, these models effectively integrate 1072

visual and textual data to deduce semantic mean- 1073

ing and context. Consequently, they hold signif- 1074

icant potential for diverse applications in image 1075

comprehension, multimedia analysis, and human- 1076

computer interaction. 1077

LLaVA (Liu et al., 2024b), also known as Large 1078

Language and Vision Assistant, model family, in- 1079

cluding LLaVA 1.5 (Liu et al., 2023b) and LLaVA- 1080

NeXT (Liu et al., 2024a), represents a significant 1081

leap forward in large multimodal models research. 1082

These models surpass natural instruction-following 1083

and visual reasoning tasks, with LLaVA 1.5 set- 1084

ting new standards across 12 datasets. The lat- 1085

est iteration, LLaVA-NeXT, enhances reasoning, 1086

OCR, and world knowledge capabilities, even out- 1087

performing Gemini Pro 1.0 (Gemini Team, 2023) 1088

on certain benchmarks. LLaVA-NeXT achieves 1089

these improvements while maintaining a minimal- 1090

ist design and high data efficiency, requiring fewer 1091

than 1M visual instruction tuning samples for train- 1092

ing. Notably, it demonstrates leading performance 1093

among open-source large multimodal models, with 1094

significantly lower training costs. During our eval- 1095

uation, we decided to use the LLaVA-NeXT 34B 1096

variant. 1097

PaliGemma, created by Google, is another power- 1098

ful MLLM featuring a Transformer decoder and a 1099

Vision Transformer image encoder, having 3 billion 1100

parameters. Built from Gemma-2B (Gemma Team, 1101

2024a) and SigLIP-So400m/14 (Zhai et al., 2023), 1102
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There are no 
people / people 
sitting on the 
couch.

Existence Plurality Counting Relations CoreferenceAction Foil-It!

A clock is seen 
at the top of 
exactly one / 
some very tall 
building.

There are 
exactly 5 / 3 
lemons.

People are 
riding on 
elephants in / 
beside a river.

A lion 
stretches / 
arches its 
back.

A pretty lady 
sitting on a 
bench in the 
shade. Is she 
wearing a hat? 
No / Yes

The man is 
swinging a 
tennis racket 
/ ball.

Figure 2: Sample instances from the VALSE benchmark (Parcalabescu et al., 2022).

…

Since we started sending missions to Mars we had the ability to see it close up and 
we have found out that Mars is a lot more complicated than we thought. The Mars 
rovers, Spirit and Opportunity, took actual samples of the Mars soil and they found 
that it was made of rust. The dusty rust layer was all over the planet, giving it the 
reddish color. And it isn’t just one color, but quite a few different types of 
reddish-brown.

…

Rust on earth is made from iron and water, but there isn’t any water on the surface 
of Mars. Earth has a lot of iron, but most of it sunk to the middle of the planet 
when earth was formed. Mars, on the other hand is called a ‘dead’ planet, and it is 
covered in rust. Scientists think that at one time, Mars could have been a lot like 
earth, but when it lost most of its atmosphere, the ancient volcanos blew out all of 
the iron in its center and spread it all over the planet.

…

Image-Text Pairs

Interleaved Text and Image

Mars pictured in natural color 

silica-rich dust on Mars

Figure 3: Sample data demonstrating the differences between image-text pairs, and interleaved text and image data
used in training MLLMs.

it follows the PaLI-3 training protocol (Chen et al.,1103

2023c). This model accepts images and text strings1104

as inputs, generating outputs like image captions,1105

answers to questions, object bounding box coordi-1106

nates, or segmentation codewords. Pre-trained on1107

a variety of datasets including WebLI (Chen et al.,1108

2023c), CC3M-35L (Chen et al., 2022b), VQ²A-1109

CC3M-35L/VQG-CC3M-35L (a subset of VQ2A-1110

CC3M (Changpinyo et al., 2022)), OpenImages1111

(Piergiovanni et al., 2022), and WIT (Srinivasan1112

et al., 2021), PaliGemma surpasses in visual seman-1113

tic understanding and multilingual tasks. Rigorous1114

data responsibility filters are applied to ensure the1115

training data is safe, clean, and respects privacy by1116

removing inappropriate or sensitive content using1117

advanced filtering techniques.1118

Intern-VL-Chat-V1-5 (Chen et al., 2024) is an1119

advanced vision-language model with 26B parame-1120

ters aimed at closing the performance gap between1121

open-source and commercial models. It utilizes the 1122

InternViT-6B (Chen et al., 2023d) vision founda- 1123

tion model and InternLM2-20B (Cai et al., 2024) 1124

language model, enhanced by three key features: 1125

continuous learning with high-quality image-text 1126

data, a dynamic high-resolution strategy for de- 1127

tailed image analysis, and a diverse multilingual 1128

dataset pipeline. In tests across 18 multimodal 1129

benchmarks, InternVL 1.5 achieved top results in 8 1130

benchmarks, surpassing leading models like GPT- 1131

4V (Achiam et al., 2023) in OCR-related tasks, 1132

showcasing its ability to narrow the gap between 1133

open-source and commercial multimodal models. 1134

InternLM-XComposer2 (Dong et al., 2024), with 1135

7B parameters, surpasses in generating and compre- 1136

hending free-form text-image content. By combin- 1137

ing text and graphics from diverse inputs such as 1138

outlines and reference images, it allows for highly 1139

flexible content production beyond traditional com- 1140
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prehension. Utilizing a Partial LoRA (PLoRA) ap-1141

proach to strategically apply additional parameters1142

to image tokens, InternLM-XComposer2 preserves1143

language understanding while enhancing vision1144

comprehension, leading to superior performance1145

in various evaluations compared to existing multi-1146

modal models like GPT-4V (Achiam et al., 2023)1147

and Gemini Pro (Gemini Team, 2023).1148

B.2 MLLMs pretrained on Interleaved1149

Image-Text Data1150

The development of models capable of handling1151

multiple image-text pairs has become a critical fo-1152

cus in research (Awadalla et al., 2023; Laurençon1153

et al., 2023; Laurençon et al., 2024; Jiang et al.,1154

2024; Ye et al., 2023; Li et al., 2023b; Bai et al.,1155

2023; Alayrac et al., 2022). These frameworks1156

demonstrate the ability to analyze and comprehend1157

several instances of image-text pairs simultane-1158

ously, enabling a more thorough understanding and1159

interpretation of multimodal data. Through the uti-1160

lization of advanced multimodal fusion techniques1161

and attention mechanisms, these models seamlessly1162

integrate information from various sources to ex-1163

tract nuanced semantics and context across multi-1164

ple modalities. This expanded capability broadens1165

the range of applications to tasks such as image1166

album summarization, cross-modal retrieval, and1167

interactive storytelling, where the analysis of mul-1168

tiple image-text pairs enriches the depth and com-1169

plexity of information processing and comprehen-1170

sion.1171

OpenFlamingo (Awadalla et al., 2023) introduces1172

a fresh approach to vision and language model-1173

ing, enabling autoregressive models to process se-1174

quences of mixed images and text for enhanced1175

flexibility, including few-shot learning and multi-1176

round chatbot interactions. Unlike proprietary mod-1177

els such as Flamingo (Alayrac et al., 2022), CM31178

(Aghajanyan et al., 2022), Kosmos-1 (Huang et al.,1179

2024), PALME (Driess et al., 2023), and multi-1180

modal GPT-4 (Achiam et al., 2023), OpenFlamingo1181

provides an open-source alternative, promoting re-1182

search accessibility. By leveraging pretrained lan-1183

guage models with cross-modal attention to vision1184

encoders, OpenFlamingo achieves competitive per-1185

formance, with models ranging from 3B to 9B1186

parameters. Evaluation across seven datasets in-1187

dicates that OpenFlamingo models reach 85% to1188

89% of the performance of their corresponding1189

Flamingo models, underscoring their effectiveness1190

and adaptability.1191

Idefics (Laurençon et al., 2023; Laurençon et al., 1192

2024) , includes two versions: Idefics1 and Idefics2. 1193

Idefics1, an open-access multimodal model in- 1194

spired by DeepMind’s Flamingo, processes se- 1195

quences of images and text to generate textual out- 1196

puts. Utilizing publicly available data and models 1197

like CLIP-ViT-H-14 (Schuhmann et al., 2022) and 1198

LLaMA-65B (Touvron et al., 2023), it comes in 1199

two sizes (80B and 9B parameters) and surpasses 1200

image captioning and visual question-answering 1201

benchmarks. Idefics2, with 8B parameters, offers 1202

improved OCR capabilities, document understand- 1203

ing, and visual reasoning. It handles images in 1204

their native resolutions with the NaViT strategy 1205

(Dehghani et al., 2024) and incorporates new train- 1206

ing data for enhanced OCR and document compre- 1207

hension. 1208

xGen-MM (Research, 2024) series, developed by 1209

Salesforce AI Research, builds on the successful 1210

BLIP series, aligned with Salesforce’s XGen initia- 1211

tive for large foundational models. These models, 1212

trained on diverse datasets including high-quality 1213

image captions, demonstrate state-of-the-art perfor- 1214

mance in contextual learning. Notably, the xGen- 1215

MM mini base model achieves superior perfor- 1216

mance with under 5 billion parameters, while the 1217

fine-tuned xGen-MM mini instruction-tuned model 1218

surpasses high-resolution image encoding. Train- 1219

ing data sources range from CC12M (Changpinyo 1220

et al., 2021) to academic VQA tasks, ensuring ver- 1221

satility and robustness. We used the xGen-MM 1222

mini base with a model size of 4.6B variant during 1223

our experiments. 1224

Qwen-VL (Bai et al., 2023) series expands on the 1225

Qwen language model, overcoming the limitations 1226

of traditional LLMs by integrating visual under- 1227

standing capabilities. These models, including 1228

Qwen-VL-Chat, 9.6B parameters, enable interac- 1229

tion with users through both text and images. They 1230

surpass tasks like image captioning and question 1231

answering, boasting superior performance and sup- 1232

porting multiple languages. Additionally, Qwen- 1233

VL models handle multiple images and demon- 1234

strate strong performance across various bench- 1235

marks, particularly in fine-grained visual under- 1236

standing. 1237

MMICL (Zhao et al., 2024), Multi-Modal In- 1238

Context Learning, is designed to address the short- 1239

comings of existing MLLMs in processing com- 1240

plex prompts that involve multiple images and text. 1241

MMICL, with a model size of 12.1B, introduces 1242

a new method for handling multi-modal inputs, 1243
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proposes a unique context scheme to improve in-1244

context learning, and utilizes the Multi-modal In-1245

Context-Learning (MIC) dataset to enhance the1246

model’s ability to understand complex multi-modal1247

prompts. This model effectively tackles challenges1248

such as understanding text-to-image references and1249

the relationships between multiple images. Addi-1250

tionally, MMICL reduces language bias, which of-1251

ten causes MLLMs to produce hallucinations when1252

dealing with extensive textual contexts.1253

For our experiments, we follow the model im-1254

plementations in the HuggingFace repository. We1255

used half-precision to run Idefics1, MMICL, and1256

full precision to run OpenFlamingo variants and1257

xGen-MM. For InterVL-Chat, we applied 8-bit1258

quantization, while the rest of the models were1259

tested with 4-bit quantization. We conducted our1260

experiments on a single Tesla T4, Quadro P4000,1261

V100 or A40 GPU.1262

C Demonstration Examples1263

Similar Example Selection. Given the relatively1264

modest size of the VALSE dataset, we opted against1265

partitioning it for creating a demonstration example1266

set. Instead, we leveraged the remaining dataset,1267

excluding the query image-text pair under exami-1268

nation.1269

Chain-of-Thought Generation. CoT approach1270

aims to enhance model performance by promoting1271

reasoning during inference, especially in scenarios1272

with limited data. Initially, we experimented with1273

zero-shot CoT, where the model generates reason-1274

ing without additional context. However, in this1275

setup, models often produced final answers without1276

engaging in reasoning. To address this, we incorpo-1277

rated reasoning information into the demonstration1278

examples. In particular, we employed MLLMs to1279

generate these CoT descriptions. The prompt that is1280

used to generate CoT descriptions is given below:1281

1282 �

�

�

�

“Given an image and a corresponding sentence,

analyze the image to determine if the sentence

is true or false. Provide the answer in the

format: Final Answer: Yes (if the sentence is

true for the image) / No (if the sentence is

false for the image). Sentence: ...”

1283

During this process, we encountered challenges1284

such as fabricated information and hallucinated1285

details. To mitigate these issues, we filtered out1286

descriptions yielding incorrect answers. Despite1287

these measures, some instances still lacked CoT1288

descriptions even when the answers were correct, 1289

eventually leading us to discard those with inaccu- 1290

rate or inadequate descriptions and the correspond- 1291

ing samples while selecting the demonstrations for 1292

few-shot (ICL + CoT) experiments. 1293

To generate CoT reasonings and avoid hallucina- 1294

tions, we applied an automatic filtering approach to 1295

eliminate some responses. We tested three MLLMs: 1296

LLaVA-NeXT 34B (Liu et al., 2024a), InternLM- 1297

XComposer2, and LLaVA-LLaMA3 (Contributors, 1298

2023), a LLaVA-1.5-7B (Liu et al., 2024b) model 1299

finetuned from LLaMA-8B Instruct (AI@Meta, 1300

2024). Table 3 shows the rate of successful de- 1301

scription generation for each model. The results 1302

indicate that LLaVA-NeXT clearly surpasses the 1303

other models, and larger models generate better 1304

reasoning chain descriptions. 1305

D Further Analysis 1306

In this section, we provide a detailed analysis of 1307

the results for each task in VALSE. 1308

D.1 Existence 1309

The Existence task is the most basic yet fundamen- 1310

tal task in VALSE, assessing a model’s ability to 1311

determine the presence or absence of an object in 1312

an image. All models demonstrated higher accu- 1313

racy on this task compared to others, indicating 1314

that MLLMs effectively represent objects and de- 1315

termine their existence in a scene. However, when 1316

CoT descriptions were introduced, the performance 1317

of all models, except for Idefics-9B, deteriorated. 1318

This decline is attributed to the models hallucinat- 1319

ing and generating irrelevant reasoning chains in 1320

response to the actual question, ultimately leading 1321

to incorrect answers. Additionally, as shown in 1322

Table 2, an increase in textually similar examples 1323

significantly boosts model performance more than 1324

in other tasks. 1325

D.2 Plurality 1326

The Plurality task is challenging because the mod- 1327

els must not only recognize the given object but 1328

also determine its plural form. Results reveal that 1329

demonstration examples do not improve the mod- 1330

els’ understanding of pluralism, although the mod- 1331

els correctly recognize the objects. For this task, 1332

CoT reasoning is useful as it directly provides rea- 1333

soning chains that describe what a plural form is. 1334

With this context, models are able to develop an 1335

understanding of the task. 1336

17



Table 3: Rate of valid Chain-of-Thought (CoT) descriptions generated by the corresponding models.

Model Existence Plurals Counting Relations Action Coreference Foil-It!

LLaVA-NeXT-34B 88.3 55.2 62.4 42.2 45.8 70.9 69.8
LLaVA-LLAMA3-8B 5.9 20.6 6.0 17.2 15.6 16.5 7.6
InternLM-XComposer2-7B 1.8 10.3 10.8 9.7 8.3 13.8 2.3

D.3 Counting1337

The Counting task, similar to Plurality, evaluates a1338

model’s understanding of the exact count of an item1339

in a scene. The model must identify both the object1340

and the number of its appearances. Models trained1341

on captioning datasets outperform those trained on1342

interleaved image-text data. However, the combina-1343

tion of few-shot ICL and CoT reasoning enhances1344

the performance of these models, bringing them1345

closer to those trained on captioning data. As seen1346

in qualitative examples, models are guided to count1347

each occurrence, allowing for a direct comparison1348

between the actual and stated occurrences.1349

D.4 Spatial Relations1350

The Spatial Relations task evaluates models’ abil-1351

ities to recognize interactions between objects.1352

Zero-shot performance shows that all models strug-1353

gle with this task, as it requires a deep understand-1354

ing of the interactions and relationships between ob-1355

jects. Results indicate that providing demonstration1356

examples through ICL helps models achieve a cer-1357

tain performance level, but increasing the number1358

of demonstrations does not lead to further improve-1359

ment. Performance gains saturate with a higher1360

example count. However, using few-shot ICL com-1361

bined with CoT reasoning, it is possible to achieve1362

up to a 30% performance increase (Idefics-9B).1363

D.5 Action1364

The Action task aims to assess how successfully1365

models detect actions and actors in a scene. This1366

task is relatively hard as it requires models to ac-1367

curately identify dynamic interactions and context-1368

specific activities within an image, which demands1369

a deeper understanding beyond static object recog-1370

nition. In this task, models trained on captioning1371

data performed better compared to those trained1372

on interleaved image-text datasets. Few-shot ICL1373

successfully elevated these models’ performance to1374

up to 73%. However, except for the Idefics model1375

family, none of the models benefited from CoT de-1376

scriptions. Additionally, increasing the number of1377

demonstration examples did not always positively 1378

impact performance. 1379

D.6 Coreference 1380

The Coreference task evaluates a model’s capability 1381

to resolve pronoun references within a visual con- 1382

text, examining whether MLLMs can accurately 1383

associate pronouns with their corresponding en- 1384

tities in images to maintain coherent understand- 1385

ing. This task is challenging as the models need to 1386

accurately interpret and maintain contextual rela- 1387

tionships between pronouns and their antecedents 1388

within a visual scene. Results show that models 1389

trained on captioning datasets outperformed those 1390

trained on interleaved image-text datasets. The 1391

Idefics model family, in particular, substantially 1392

benefited from CoT descriptions, which are crucial 1393

for solving the coreference task as they provide 1394

explicit reasoning pathways to link pronouns cor- 1395

rectly. However, the general model performance 1396

with CoT descriptions does not improve much as 1397

the number of demonstration examples increases. 1398

D.7 Foil-It! 1399

The Foil-It! task is designed to evaluate a model’s 1400

understanding of objects by replacing the target 1401

object with an irrelevant one to create a foil. This 1402

task demands models to not only recognize objects 1403

accurately but also to detect subtle inconsistencies 1404

in the context. Similar to the Counting task, the 1405

zero-shot performance of models trained on cap- 1406

tioning data surpassed that of models trained on 1407

interleaved image-text datasets. Additionally, these 1408

models could not be outperformed even with the 1409

application of few-shot ICL and CoT techniques. 1410

E Qualitative Examples 1411

In this section, we show example model responses 1412

from our evaluation. Figure 4-10 illustrate the pro- 1413

cess of evaluating In-Context Learning (ICL). In 1414

this setup, demonstration examples are selected 1415

based on their similarity to the query and are pro- 1416

vided with their ground truth answers before pre- 1417

senting the actual query image-text pair to the 1418
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model. Similarly, Figure 11-17 demonstrate the1419

evaluation of Chain-of-Thought (CoT) reasoning1420

combined with ICL. In this setting, CoT descrip-1421

tions are included with the demonstration examples.1422

These detailed reasoning chains guide the model in1423

making inferences for the query image-text pair.1424
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Does the following sentence describe the image? 
There are people surfing.
Answer: Yes

Does the following sentence describe the image? 
There is no woman. 
Answer: No

OpenFlamingo-3B: Answer: Yes Does the 
following sentence
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Does the following sentence describe the image? 
There is a surfer.

Does the following sentence describe the 
image? There are no propellers on the plane.
Answer: No

Does the following sentence describe the image? 
There are no tires on the car.
Answer: No

Does the following sentence describe the image? 
There are no wheels visible on the plane.

OpenFlamingo-3B: Answer: No
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: No
Idefics-9B: Answer: No
Idefics-9B I: Answer: No

Idefics2-8B: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: No

Figure 4: Example model predictions on instances from the Existence task, with demonstrations selected based on
both visual and textual similarity (setting S).
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Does the following sentence describe the image?
Some people race their horses down a beach.
Answer: Yes

Does the following sentence describe the image?
The child sits on a number of horses in the
pasture.
Answer: No

OpenFlamingo-3B: Answer: No Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Does the following sentence describe the image?
Exactly one horse stands on rocks near a river.

Does the following sentence describe the
image? A number of little girls are intently
playing the video game. Answer: No

Does the following sentence describe the
image? The woman is handing a single package
to another person. Answer: Yes

Does the following sentence describe the
image? Exactly one woman in uniform is talking
on a cell phone.

OpenFlamingo-3B: Answer: Yes
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes

Idefics2-8B: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Figure 5: Example model predictions on instances from the Plurality task, with demonstrations selected based on
both visual and textual similarity (setting S).
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Does the following sentence 
describe the image? There are 
exactly 8 vehicles on the street.
Answer: Yes

Does the following sentence 
describe the image? There are 
exactly 11 cars parked. 
Answer: No

OpenFlamingo-3B: Answer: No Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No

Idefics-9B I: Answer: No
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: No

Does the following sentence describe the image? 
There are exactly 4 cars parked.

Does the following sentence describe the 
image? There are exactly 3 lights above the 
mirror.
Answer: No

Does the following sentence describe the image? 
There are exactly 6 chairs.
Answer: Yes

Does the following sentence describe the image? 
There are exactly 6 lamps.

OpenFlamingo-3B: Answer: Yes Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes

Idefics-9B I: Answer: No
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: No

Figure 6: Example model predictions on instances from the Counting task, with demonstrations selected based on
both visual and textual similarity (setting S).
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Does the following sentence describe the image? 
Two small clocks sit behind a glass window.
Answer: Yes

Does the following sentence describe the image? 
A woman walking into a shop filled with 
merchandise. 
Answer: No

OpenFlamingo-3B: Answer: Yes Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: No
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: No

Does the following sentence describe the image? 
There are many vases on display outside the 
building.

Does the following sentence describe the image? 
A computer mouse is beside a notebook computer.
Answer: Yes

Does the following sentence describe the image? 
The laptop was left open under the desk.
Answer: No

Does the following sentence describe the 
image? A computer is lit down on the checkout 
counter.

OpenFlamingo-3B: Answer: No Does the following 
sentence
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: No
Idefics2-8B: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: No

Figure 7: Example model predictions on instances from the Spatial Relations task, with demonstrations selected
based on both visual and textual similarity (setting S).

23



Does the following sentence describe the image? 
A man burns his rubbish.
Answer: Yes

Does the following sentence describe the image? 
A man leaps to the ground.
Answer: No

OpenFlamingo-3B: Answer: No
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: No
Idefics-9B: Answer: No
Idefics-9B I: Answer: No

Idefics2-8B: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No the man is walking
MMICL-12.1B: No

Does the following sentence describe the image? 
A man ducks the cruiser.

Does the following sentence describe the image? 
A woman gardens a man.
Answer: No

Does the following sentence describe the image? 
A man interrogates a man.
Answer: Yes

Does the following sentence describe the image? 
A man confronts a man.

OpenFlamingo-3B: Answer: Yes
OpenFlamingo-3B I: Answer: No
OpenFlamingo-4B: Answer: No
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: No

Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Figure 8: Example model predictions on instances from the Actions task, with demonstrations selected based on
both visual and textual similarity (setting S).
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Does the following sentence describe the image? 
A computer monitor expressing disappointment on 
the screen with mouse. Is it laptop? Yes.
Answer: No

Does the following sentence describe the image? 
The computer is on a wooden computer desk. Is 
it a laptop? Yes. 
Answer: No

OpenFlamingo-3B: Answer: Yes Does the 
following
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: No
xGen-MM-4.6B-7B: Answer: No
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Does the following sentence describe the image? 
A computer on a very small table in an office. 
This computer is a laptop? Yes.

Does the following sentence describe the 
image? An image of a person slicing pizza with 
a knife. Is it pepperoni pizza? No.
Answer: Yes

Does the following sentence describe the image? 
A open box of pizza placed on a kitchen 
counter. Is this a whole pizza? Yes.
Answer: Yes

Does the following sentence describe the image? 
A couple sitting at a table having pizza and 
beverages. Are they outside? No.

OpenFlamingo-3B: Answer: Yes
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes

OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Answer: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Figure 9: Example model predictions on instances from the Coreference task, with demonstrations selected based
on both visual and textual similarity (setting S).
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Does the following sentence describe the image? 
A large commercial airplane parked on the 
runway.
Answer: Yes

Does the following sentence describe the image? 
An airplane that is sitting in the water. 
Answer: No

OpenFlamingo-3B: Answer: Yes 
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes

OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: No
Idefics-9B I: Answer: Yes
Idefics2-8B: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: No
MMICL-12.1B: Yes

Does the following sentence describe the image? 
A single prop red and white car with four 
wings.

Does the following sentence describe the image? 
There is a mp3 player that is next to a cell 
keyboard.
Answer: No

Does the following sentence describe the image? 
A cluttered desk with a black chair next to it.
Answer: Yes

Does the following sentence describe the image? 
A cell phone in a holder attached to a desk.

OpenFlamingo-3B: Answer: Yes Does the following 
sentence
OpenFlamingo-3B I: Answer: Yes
OpenFlamingo-4B: Answer: Yes
OpenFlamingo-4B I: Answer: Yes
Idefics-9B: Answer: Yes
Idefics-9B I: Answer: Yes
Idefics2-8B: Yes
xGen-MM-4.6B-7B: Answer: Yes
Qwen-VL-Chat-9.6B: Yes
MMICL-12.1B: Yes

Figure 10: Example model predictions on instances from the Foil-It! task, with demonstrations selected based on
both visual and textual similarity (setting S).
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Does the following sentence describe the image? There are servings on the plate. 
Answer: The image shows a plate with what appears to be flatbread or pizza topped with various ingredients, including what looks
like greens, possibly arugula. The sentence "There are servings on the plate" is a bit ambiguous, but it seems to suggest that there 
are portions of food on the plate. Based on the image, it is clear that there are portions of food, which could be considered 
servings. Therefore, the sentence is true for the image. Final Answer: Yes

Does the following sentence describe the image? There are pieces of food on the plate.
Answer: The image shows a young girl sitting at a table with a plate in front of her. On the plate, there are several pieces of what 
appear to be rolled-up food items, possibly burritos or similar dishes. The girl is looking at the plate with a thoughtful or 
contemplative expression. Given the content of the image, the sentence "There are pieces of food on the plate" is true. The plate 
contains multiple pieces of food, which are clearly visible and identifiable as food items. Final Answer: Yes

Does the following sentence describe the image? There are plates shown.

OpenFlamingo-3B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appears to be flatbread or pizza topped with various ingredients, including what looks like greens, possibly arugula or 
spinach, and possibly some vegetables like broccoli and red peppers.

OpenFlamingo-3B I: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes. The woman is looking at the plate with a thoughtful or 
contemplative expression.

OpenFlamingo-4B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes.

OpenFlamingo-4B I: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes. The woman is looking at the plate with a thoughtful or 
contemplative expression.

Idefics-9B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there is a cake or other dessert 
item, as well as a cup of tea. The sentence "There are plates shown" is a bit ambiguous, but it seems to suggest that there are 
plates visible in the image. Based on the image, it is clear that there are plates, which could be considered shown. Therefore, the 
sentence is true for the image. Final Answer: Yes

Idefics-9B I: Yes, there are plates in the image. The woman in the picture is holding a plate with a cake on it, and there are other 
plates on the table, including a white plate with a cake on it, a green plate with a cake on it, and a red plate with a cake on it. 
The sentence "There are plates shown" is true, as there are multiple plates visible in the image. Final Answer: Yes

Idefics2-8B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are two slices of cake, a 
cup of tea, and a small bowl. The cake slices are clearly visible and identifiable as food items. Given the content of the image, 
the sentence "There are plates shown" is true. The image contains a plate with food items on it, including cake, tea, and a small 
bowl. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a round loaf of bread with raisins and other ingredients mixed in. There are no people visible, but 
there is an empty plate next to the cake that suggests it might have been eaten or served recently by someone who isn't pictured
here (the person taking this photo). The sentence "There arent any pictures" could be interpreted as false for some contexts because 
we can see what appears like food on top/underneath something else; however since nothing specific about those items being consumed 
has yet appeared within our viewfinder then I would say they don

Qwen-VL-Chat-9.6B: Yes, there are two plates shown in the image. One is placed on the left side of the table and the other one is 
placed on the right side of the table. Both the plates contain food items. Final Answer: Yes

MMICL-12.1B: The image shows a man standing in front of a table with several plates of food. Therefore, the sentence "There are 
plates shown" is true. Final Answer: Yes

Figure 11: Example model predictions on instances from the Existence task, where demonstrations are selected
based on visual and textual similarity, and Chain-of-Thought (CoT) reasoning is employed (setting S+C).
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Does the following sentence describe the image? There is a single skateboarder doing tricks on the street. 
Answer: The image shows two skateboarders. One skateboarder is in the air, performing a trick, while the other skateboarder is on
the ground, holding a skateboard. The skateboarder in the air is the one doing the trick, and the other skateboarder is not
performing any tricks at the moment. Therefore, the sentence "There is a single skateboarder doing tricks on the street" is false.
Final Answer: No

Does the following sentence describe the image? A young man riding a single skateboard with red wheels.
Answer: The image shows a young man standing on a skateboard with red wheels. He is not actively riding the skateboard, but rather
standing still. The skateboard is positioned on the ground, and the young man appears to be looking at something or someone to his
left. The wheels are indeed red, and there is no indication of multiple skateboards in the image. Final Answer: Yes

Does the following sentence describe the image? A skateboarder is turning his board at the top of exactly one ramp.

OpenFlamingo-3B: The image shows a skateboarder performing a trick at the top of a ramp. The skateboard is positioned on a surface, 
and the person's other foot is not visible in the frame. The skateboard has red wheels and appears to be in a state of use, as 
indicated by the wear and tear on the deck.

OpenFlamingo-3B I: The image shows a skateboarder turning his board at the top of a ramp. The ramp appears to be a concrete ramp, and 
there are no other skateboards visible in the image. The sentence "A skateboarder is turning his board at the top of exactly one
ramp" is false. Final Answer: No 

OpenFlamingo-4B: The image shows a skateboarder performing a trick on a ramp. The skateboard is positioned on the ground, and the 
skateboarder appears to be turning his board at the top of the ramp. There is no indication of multiple skateboards in the image, so 
the statement "A skateboarder is turning his board at the top of exactly one ramp" is false. Final Answer: No

OpenFlamingo-4B I: The image shows a skateboarder performing a trick on a ramp. The skateboarder is in mid-air, and he is turning his 
skateboard at the top of the ramp. There are no other skateboarders visible in the image, so the statement "A skateboarder is
turning his board at the top of exactly one ramp" is not accurate for this particular image

Idefics-9B: The image shows a skateboarder performing a trick at the top of a ramp. The skateboarder is in mid-air, and the skateboard 
appears to be in a state of use, as indicated by the wear and tear on the deck. The sentence "A skateboarder is turning his board at 
the top of exactly one ramp" is true for the image. The skateboarder is in mid-air, and the skateboard appears to be in a state of 
use, as indicated by the wear and tear on the deck. The skateboarder is turning the board at the top of a ramp, and there is only 
one ramp visible in the image. Final Answer: Yes

Idefics-9B I: The image shows a skateboarder performing a trick at the top of a ramp. The skateboarder is in mid-air, and the 
skateboard is positioned at an angle, indicating that the skateboarder is in the middle of a turn. The ramp is clearly visible in 
the image, and there is no indication of multiple ramps or skateboarders. Final Answer: Yes

Idefics2-8B: The image shows a skateboarder performing a trick on a ramp. The skateboarder is turning the board at the top of the 
ramp, and there is no indication of multiple ramps or skateboards in the image. Therefore, the sentence is true for this image. 
Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a skateboarder in the middle of performing an action on his board. He is not turning it at all, but 
rather appears to be balancing or preparing for another trick while standing upright with one foot forward and holding onto both
sides simultaneously (as indicated by "at least two hands"). The ramp he stands upon has graffiti written across its surface;
however this detail does nothing towards determining whether there are multiple ramps present as suggested within Sentence 2's 
statement that only 'exactly ONE RAMP'. Final answer = No

Qwen-VL-Chat-9.6B: The image shows a skateboarder performing a trick on a ramp. The skateboarder is at the top of the ramp, and the 
ramp is visible in the image. The skateboarder is not turning the board, but rather performing a trick. Therefore, the sentence "A 
skateboarder is turning his board at the top of exactly one ramp" is false. Final Answer: No. There is no turning of the board in 
the image. The skateboarder is performing a trick on the ramp.

MMICL-12.1B: The image shows a skateboarder turning his board at the top of a ramp. The skateboarder is positioned in the middle of 
the

Figure 12: Example model predictions on instances from the Plurality task, where demonstrations are selected
based on visual and textual similarity, and Chain-of-Thought (CoT) reasoning is employed (setting S+C).
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Does the following sentence describe the image? There are exactly 4 buildings.
Answer: The image shows a scene with several buildings. There are at least four buildings visible in the image: 1. The tall building 
with a clock tower on the left. 2. The red brick building to the right of the clock tower. 3. The building with the "BAHNHOF 
POTSDAM" sign in the center. 4. The building with the red brick facade to the right of the sign. There may be more buildings out of 
the frame, but based on what is visible in the image, there are at least four buildings. Final Answer: Yes

Does the following sentence describe the image? There are exactly 5 vehicles on the road.
Answer: To analyze the image and the sentence, let's count the vehicles on the road: 1. There is a yellow car in the foreground. 2. 
There is a black car behind the yellow car. 3. There is a white car behind the black car. 4. There is a bus behind the white car. 5. 
There is a truck behind the bus. So, there are indeed five vehicles on the road. Final Answer: Yes

Does the following sentence describe the image? There are exactly 0 cars parked.

OpenFlamingo-3B: To analyze the image and the sentence, let's count the number of cars in the image:\n\n1. There is a white car 
parked on the left side of the image. 2. There is a red car parked on the right side of the image. 3. There is a black car parked on 
the left side of the image. 4. There is a white car parked on the right side of the image. 5. There is a red car parked on the left 
side of the image… 

OpenFlamingo-3B I: To analyze the image and the sentence, let's count the number of parked cars:

OpenFlamingo-4B: To determine if the sentence is true or false, let's count the number of cars in the image: 1. There is a white car 
on the left side of the image. 2. There is a white car in the center of the image. 3. There is a white car on the right side of the 
image… 

OpenFlamingo-4B I: To determine if the sentence is true or false, let's count the number of cars in the image: 1. There is a white car 
on the left side of the image. 2. A red car is visible in the middle of the image. 3. A green car is on the right side of the image. 
4. There is a white car in the center of the image. 5. A red car is on the left side of the image. 6. A white car is on the right 
side of the image. 7. A red car is on the right side of the image… 

Idefics-9B: To analyze the image and the sentence, let's count the cars parked: 1. There is a car parked on the left side of the 
image. 2. There is a car parked on the right side of the image. 3. There is a car parked in the distance on the right side of the 
image. 4. There is a car parked in the distance on the left side of the image. 5. There is a car parked in the distance on the right 
side of the image. 6. There is a car parked in the distance on the left side of the image…

Idefics-9B I: To analyze, let's count the number of cars parked on the street: 1. There are two cars parked on the street. 2. The cars 
are parked in a line, and I can clearly see the number plates on some of them. 3. I will count the visible cars from the left side 
of the image to the right. Based on the image, there are indeed two cars parked on the street. Therefore, the sentence "There are 
exactly 0 cars parked" is false. Final Answer: No

Idefics2-8B: To analyze the image and the sentence, let's count the visible cars: 1. There is a white car on the left side of the 
image. 2. There is a white car on the right side of the image. 3. There is a red car on the left side of the image. 4. There is a 
red car on the right side of the image. 5. There is a white car on the left side of the image. 6. There is a white car on the right 
side of the image. Based on the image, there are indeed five cars visible. Final Answer: No

xGen-MM-4.6B-7B: To determine if the sentence is true or false, let's count how many cars are parked in this image. 1) There appears 
to be a car on each side of where these two people stand (one red and one white). 2.) The street has no visible traffic lights so we 
can assume that there arent any other vehicles driving down it at present time; however they may have been stopped before entering 
our viewpoint area which would make them invisible from here but still technically considered cparking because their wheels were 
touchin

Qwen-VL-Chat-9.6B: To analyze the image and the sentence, let's count the number of cars parked: 1. There is a white car parked on 
the left side of the image. 2. There is a white car parked on the right side of the image. 3. There is a white car parked behind the 
white car on the right. 4. There is a white car parked behind the white car on the right. 5. There is a white car parked behind the 
white car on the right. 6. There is a white car parked behind the white car on the right. 7. There is a white car parked behind the 
white car on the right. Adding up the cars, there are more than 7 cars parked. Final Answer: No. There are exactly 0 cars parked.

MMICL-12.1B: To determine if the sentence is true or false, let's count the number of cars in the image: 1. There are no cars 
visible in the

Figure 13: Example model predictions on instances from the Counting task, where demonstrations are selected
based on visual and textual similarity, and Chain-of-Thought (CoT) reasoning is employed (setting S+C).

29



Does the following sentence describe the image? A cow stands on a sidewalk in a building. 

Answer: The image shows a cow standing on a sidewalk next to a building with a blue door. The cow is not inside the building; it is 
outside, on the sidewalk. Therefore, the sentence "A cow stands on a sidewalk in a building" is false. Final Answer: No

Does the following sentence describe the image? A man dressed up as a clown is holding a cellphone to his ear.

Answer: The image shows a person dressed in a clown costume, which includes a colorful jacket, a hat, and face paint. The clown is 
holding a cellphone to their ear. The person is standing next to a vehicle with a sign that reads "CALIFORNIA" on it. Based on the 
content of the image, the sentence "A man dressed up as a clown is holding a cellphone to his ear" is true. The clown is indeed 
holding a cellphone to their ear, as depicted in the image. Final Answer: Yes

Does the following sentence describe the image? A lady walks down the street with bananas on her head.

OpenFlamingo-3B: The image shows a woman walking down the street with a large bunch of bananas on her head. The woman is wearing a 
straw hat, and the bananas are on her head. The woman is walking down the street with a large bunch of bananas on her head…

OpenFlamingo-3B I: The image shows a woman walking down the street with bananas on her head. The woman is wearing a hat, and the 
bananas are on her head. The woman is on the left side of the image, and she is indeed wearing a hat. The woman is on the right side 
of the image. Based on the content of the image, the sentence "A lady walks down the street with bananas on her head" is true. Final 
Answer: Yes

OpenFlamingo-4B: The image shows a woman walking down the street with a large bunch of bananas on her head. The woman is walking in 
the same direction as the street, but she is walking on the sidewalk, which is separate from the road where the street is. The woman 
is not carrying the bananas on her head in the sense that she is not overtaking them; they are simply moving in parallel

OpenFlamingo-4B I: The image shows a lady walking down the street with bananas on her head. The bananas are not attached to the lady's 
head, and they are not attached to each other either. The bananas are not attached to the lady's head, and they are not attached to 
each other either

Idefics-9B: The image shows a woman walking down the street with bananas on her head. She is wearing a hat, and the bananas appear to 
be wrapped in a cloth. She is also carrying a bag, which suggests she might be out for errands or returning from work. Based on the 
content of the image, the sentence "A lady walks down the street with bananas on her head" is true. The woman is indeed walking down 
the street with bananas on her head, as depicted in the image. Final Answer: Yes

Idefics-9B I: The image shows a woman walking down the street with bananas on her head. She is wearing a hat made out of banana leaves, 
and the bananas are resting on top of the hat. The woman is also wearing a pink shirt, and there are other people visible in the
background. Final Answer: Yes

Idefics2-8B: The image shows a woman carrying bananas on her head. She is walking down a street, and the bananas are visible on her 
head. The woman is wearing a hat, and the bananas are piled on top of her head. The sentence provided states, "A lady walks down the 
street with bananas on her head. " This sentence is accurate for the image. Final Answer: Yes.

xGen-MM-4.6B-7B: The image shows a woman walking down the street with bananas on her head. The lady is wearing glasses and has long 
black hair, which she ties up in pigtails to keep it out of their way while carrying them…

Qwen-VL-Chat-9.6B: The image shows a woman walking down the street with a basket of bananas on her head. The woman is indeed wearing 
a hat, and the bananas are not in a bag. The woman is walking down the street, and the bananas are on her head, not in a bag. Final 
Answer: Yes

MMICL-12.1B: The lady is walking down the street with bananas on her head. This is an unusual and creative way to transport 
bananas. Final Answer: Yes

Figure 14: Example model predictions on instances from the Spatial Relations task, where demonstrations are
selected based on visual and textual similarity, and Chain-of-Thought (CoT) reasoning is employed (setting S+C).
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Does the following sentence describe the image? A man stumbles for a cellular telephone.

Answer: The image shows a man holding a cellular phone in his hand. He appears to be looking at the phone, possibly checking it or
using it. There is no indication in the image that the man is stumbling or struggling to find the phone. The phone is clearly
visible in his hand, and he seems to be in control of it. Final Answer: No

Does the following sentence describe the image? A man instructs a colleague.

Answer: The image shows two individuals in a setting that appears to be a workshop or factory, with one person pointing at a machine 
or control panel while the other looks on. The person pointing seems to be explaining or showing something to the other person. 
Based on this visual context, the sentence "A man instructs a colleague" is consistent with the scene depicted in the image. Final 
Answer: Yes

Does the following sentence describe the image? A man lifts his torso.

OpenFlamingo-3B: The image shows a person lifting a barbell. The person's torso is visible, and the barbell appears to be resting on 
the person's chest, which is consistent with the action described in the sentence.

OpenFlamingo-3B I: The image shows a man lifting his torso. The man's torso is bent at the waist, which is consistent with the action 
described in the sentence

OpenFlamingo-4B: The image shows a person lifting a barbell with their torso. The barbell appears to be resting on the ground, and 
the person appears to be lifting the barbell with their torso. Based on the content of the image, it is plausible that the person is 
lifting the barbell with their torso. However, without additional context or information, it is not possible to definitively confirm 
that the person is lifting the barbell with their torso.

OpenFlamingo-4B I: The image shows a person lifting a barbell with their torso. The barbell appears to be resting on the person's 
chest, and the person's head is turned slightly to the side. The person appears to be engaged in lifting the barbell, which is 
consistent with the sentence.

Idefics-9B: Answer:The image shows a man lifting a weighted barbell over his head. The barbell is resting on the man's shoulders, and 
the man's torso is bent at the waist. Now, let's analyze the sentence: "A man lifts his torso". The image depicts a person lifting a 
weighted barbell over their head, which is consistent with the action described in the sentence. Final Answer: Yes

Idefics-9B I: The image shows a man lifting a weighted barbell off the ground while standing on a field. The man's torso is lifted off 
the ground as he performs the lift. Now, let's analyze the sentence: "A man lifts his torso". The image depicts a man lifting his 
torso, which is consistent with the action described in the sentence. Final Answer: Yes

Idefics2-8B: The image shows a man lifting a barbell with two large tires attached to it. The man is wearing a shirt that says 
"Science" on it, and he is lifting his torso to lift the weight. Based on the content of the image, it is plausible that the man is 
lifting his torso to lift the weight. However, without additional context or information, it is not possible to definitively confirm 
that the man is lifting his torso. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a person lifting weights, with their torso and arms prominently displayed. The individual is 
wearing athletic clothing suitable for weightlifting or…

Qwen-VL-Chat-9.6B: The image shows a man lifting a barbell off the ground. The man is standing and holding the bar with both hands, 
while his torso is upright. The focus of the image is on the man and the barbell, so it is not accurate to say that the man is 
"lifting his torso." Instead, he is engaged in the activity of lifting the barbell. Final Answer: No A man lifts his torso. Answer: 
The image shows a man lifting a barbell off the ground. The man is standing and holding the bar with both hands, while his torso is 
upright. The focus of the image is on the man and the barbell, so it is not accurate to say that the man is "lifting his torso."
Instead, he is engaged in the activity of lifting the barbell.

MMICL-12.1B: The image shows a man lifting his torso while standing on a bench. The man is bending his knees and extending his

Figure 15: Example model predictions on instances from the Actions task, where demonstrations are selected based
on visual and textual similarity, and Chain-of-Thought (CoT) reasoning is employed (setting S+C).
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Does the following sentence describe the image? There is a woman taking a bite out of some bread. Is she wearing glasses? Yes
Answer: The image shows a woman taking a bite out of what appears to be a piece of bread or pastry. However, the sentence provided 
states that she is wearing glasses, which is not true based on the image. The woman in the image is not wearing glasses. Final 
Answer: No

Does the following sentence describe the image? A woman sits on the grass with dogs all around. Is the woman in her backyard? Yes
Answer: The image shows a woman sitting on the grass with several dogs around her. She is not in her backyard, as there are no 
indications of a residential setting or personal property in the background. The woman is in a park or a similar public space, as 
evidenced by the open grassy area and the presence of other people and dogs in the background. Final Answer: No

Does the following sentence describe the image? Woman in purple shirt examines her cellphone in the open field. Is it big field? Yes

OpenFlamingo-3B: The image shows a woman in a purple shirt examining her cellphone in an open field. The woman is standing on a hill 
with a cityscape in the background. The sky is blue, and the clouds are visible in the sky. The woman is holding a cellphone in her 
hand, which is visible in the image. The sky is blue, and the clouds are visible in the sky. Therefore, the sentence "is it big 
field? yes" is true. Final Answer: Yes.

OpenFlamingo-3B I: The image shows a woman in a purple shirt examining her cell phone in the open field. The woman is standing on a 
grassy hill, and there is a blue sky in the background. The field is large, as indicated by the open space and the presence of trees 
in the background. The woman is holding a cell phone in her right hand, and she appears to be looking at the screen of the phone. 

OpenFlamingo-4B: The sentence provided is: "A woman in a purple shirt examines her cell phone in the open field. is it sunny? yes. 
Answer:The image shows a woman in a purple shirt examining her cell phone in the open field. The woman is standing on a grassy hill, 
and there is a blue sky in the background. The field is large, as indicated by the open space and the presence of trees in the 
background. The woman is holding a cell phone in her right hand, and she appears to be looking at the screen of the phone. The 
sentence provided is: "A woman in a purple shirt examines her cell phone in the open field. is it sunny? yes." Based on the image, 
the first part of the sentence is true, as there is a blue sky in the background. The second part of the sentence is also true, as 
the woman is holding a cell phone in her right hand, and she appears to be looking at the screen of the phone. Final Answer: Yes

OpenFlamingo-4B I: The image shows a woman in a purple shirt standing in the open field, looking at her cellphone. The field appears 
to be large, as indicated by the presence of trees and mountains in the background. The woman appears to be standing in the middle 
of the field, and there is a clear sky in the background. The image is clear and well-lit, indicating that it was taken during the 
day

Idefics-9B: The image shows a woman in a purple shirt examining her cellphone in an open field. The woman appears to be standing on a 
grassy hill, and there are other people and objects in the background. The woman is wearing sunglasses, which suggests it might be 
sunny. The presence of a car and a clear sky further supports the daytime setting. The sentence provided is: "Woman in purple shirt 
examines her cellphone in the open field. is it big field? yes". Based on the image, the first part of the sentence is true, as the 
woman is examining her cellphone in an open field. The second part of the sentence is also true, as the field appears to be large. 
Final Answer: Yes

Idefics-9B I: The image shows a woman in a purple shirt examining her cellphone in an open field. The field appears to be quite large 
and spacious, with mountains visible in the background. The woman seems to be enjoying her time outdoors while using her phone. The 
sentence provided is: "Woman in purple shirt examines her cellphone in the open field. is it big field? yes". Based on the image, 
the first part of the sentence is true, as the woman is examining her cellphone in the open field. The second part of the sentence 
is also true, as the field is indeed big. Final Answer: Yes

Idefics2-8B: The image shows a woman in a purple shirt examining her cell phone in an open field. The field is indeed big, as it 
stretches out in front of her and includes various trees and plants. The sky is visible in the background, and the woman is standing 
on a grassy area. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a woman standing in an open field with green grass and trees. She is wearing glasses, earphones 
around her neck or headset on the phone's handsfree feature while she examines it closely using both hands to hold up one side of 
its screen for better viewing angle as well look at other features like buttons etc.. … Final answer yes

Qwen-VL-Chat-9.6B: Yes, the image shows a woman standing in a large open field. The field is surrounded by trees and hills, and the 
woman is holding a cell phone in her hand. The woman is wearing a purple shirt and appears to be taking a picture of the landscape 
with her phone. The image is clear and well-lit, indicating that it was taken during the day. Final Answer: Yes…

MMICL-12.1B: The woman is standing in a field with a cellphone. The field is open and large enough for her to see the phone 
clearly. Final Answer:

Figure 16: Example model predictions on instances from the Coreference task, where demonstrations are selected
based on visual and textual similarity, and Chain-of-Thought (CoT) reasoning is employed (setting S+C).
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Does the following sentence describe the image? An horse walking through underbrush next to a fence.

Answer: The image shows an elephant, not a horse, walking through underbrush next to a fence. Therefore, the sentence is false.
Final Answer: No

Does the following sentence describe the image? Two girls bathe an elephant lying on its side.

Answer: The image shows two individuals, who appear to be young girls, interacting with an elephant that is lying on its side in
water. The girls are standing in the water and seem to be washing or bathing the elephant. The elephant is partially submerged, and 
the girls are reaching out to it. The girls are indeed bathing the elephant, which is lying on its side in the water. Final Answer: 
Yes

Does the following sentence describe the image? Man riding an elephant into water surrounded by forest.

OpenFlamingo-3B: The image shows a man riding an elephant into water surrounded by forest. The man is standing on the elephant's 
back, and the elephant appears to be moving through the water. The elephant is surrounded by greenery, and there are trees in the 
background. The elephant appears to be moving through the water, which could be described as a forest or a jungle-like environment.

OpenFlamingo-3B I: The image shows a man riding an elephant into a body of water, which is surrounded by trees. The man is sitting on 
the elephant's back, and he appears to be holding on to the elephant's mane. The elephant is partially submerged, and the man is
reaching out to it. Based on the content of the image, the sentence "Man riding an elephant into water surrounded by forest" is 
true. The man is indeed riding the elephant into the water, which is surrounded by trees. Final Answer: Yes

OpenFlamingo-4B: The image shows a woman sitting at a table with a plate in front of her. On the plate, there are several pieces of 
what appear to be rolled-up food items, possibly burritos or similar dishes.

OpenFlamingo-4B I: The image shows a man riding an elephant into a body of water surrounded by trees. The man is sitting on the 
elephant's back, and the elephant appears to be swimming in the water. The man is wearing a blue shirt and orange pants, and he 
appears to be smiling.

Idefics-9B: The image shows a man riding an elephant into water surrounded by forest. The man is sitting on the elephant's back, and 
the elephant is walking into the water. There are trees and other vegetation in the background. The sentence provided is false 
because it describes a man riding an elephant, which is not present in the image. The correct description would be "A man riding an 
elephant into water surrounded by forest". Final Answer: No

Idefics-9B I: The image shows a man riding on the back of an elephant that is walking into a body of water. The elephant and the man 
are surrounded by trees and vegetation, indicating that they are in a forested area. The man appears to be guiding the elephant into 
the water. Based on the content of the image, the sentence "Man riding an elephant into water surrounded by forest" is true. The man 
is indeed riding on the back of an elephant, and they are walking into a body of water surrounded by trees and vegetation Final 
Answer: Yes

Idefics2-8B: The image shows a man riding an elephant into water surrounded by a forest. The man is sitting on the elephant's back, 
and the elephant is walking into the water. The forest is visible in the background, and the elephant is partially submerged in the 
water. The sentence provided is true for the image. Final Answer: Yes

xGen-MM-4.6B-7B: The image shows a man riding an elephant into water surrounded by trees. The scene appears to be in the jungle or 
forest, and there are other animals visible as well such\nas monkeys on branches above them . There is also another person sitting 
next  him who seems like he might have some sort of connection with this activity (perhaps they work together).

Qwen-VL-Chat-9.6B: The image shows a man riding an elephant into a body of water, with trees surrounding the area. The elephant is 
walking through the water, and the man appears to be enjoying the ride. The scene is quite picturesque, with the elephant and rider 
creating a unique and interesting image. The presence of trees and the water body also adds to the beauty of the scene.

MMICL-12.1B: The image shows a man riding an elephant into a body of water surrounded by forest. The man is positioned on the 
elephant's back

Figure 17: Example model predictions on instances from the Foil-It! task, where demonstrations are selected based
on visual and textual similarity, and Chain-of-Thought (CoT) reasoning is employed (setting S+C).
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