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Abstract
We audited counter-arguments generated by001
large language models (LLMs), focusing on002
their ability to generate evidence-based and003
stylistic counter-arguments to posts from the004
Reddit ChangeMyView dataset. Our evalua-005
tion is based on Counterfire: a new dataset of006
32,000 counter-arguments generated from large007
language models (LLMs): GPT-3.5 Turbo and008
Koala and their fine-tuned variants, and PaLM009
2, with varying prompts for evidence use and010
argumentative style. GPT-3.5 Turbo ranked011
highest in argument quality with strong para-012
phrasing and style adherence, particularly in013
‘reciprocity’ style arguments. However, the ‘No014
Style’ counter-arguments proved most persua-015
sive on average. The findings suggest that a016
balance between evidentiality and stylistic ele-017
ments is vital to a compelling counter-argument.018
We close with a discussion of future research di-019
rections and implications for fine-tuning LLMs.020

1 Introduction021

Counter-argument generation refers to systemati-022

cally creating opposing viewpoints or arguments023

in response to a given statement, hypothesis, or024

position as a rebuttal, undercut, or undermining of025

the original claim (Walton, 2009). Generating com-026

pelling counter-arguments grounded in evidence027

is a critical aspect of natural language processing,028

with applications in argument refining, argument029

mining, and text evaluation.030

Prior work in counter-argument generation031

by Bilu et al. (2015) and Hidey and McKeown032

(2019) focused on generating contrastive claims,033

with the former blending rule-based techniques034

and the latter leveraging data-driven strategies,035

while Alshomary et al. (2021) focused on un-036

dermining the weakest claim. The Project De-037

bater system (Bar-Haim et al., 2021; Slonim et al.,038

2021) engages in competitive debates and is cen-039

tered on an argument mining framework that re-040

trieves data from a corpus of about 400 million041

articles. On the other hand, Hua et al. (2019) 042

and Jo et al. (2021) focused on incorporating ev- 043

idence in counter-arguments. Following the call 044

for controllable composition in other spheres of 045

natural language generation (Chen and Yang, 2023; 046

Kumar et al., 2023), most notably, scientific sum- 047

marization (Ding et al., 2023), we also argue that 048

for a well-rounded and compelling argument, the 049

controlled generation of counter-arguments, cus- 050

tomized to user-specified preferences of evidence 051

and style, can further enhance the effectiveness of 052

counter-arguments. Accordingly, we introduce and 053

compare LLMs on the first dataset involving evi- 054

dence and style as critical attributes for controlled 055

counter-argument generation in the political do- 056

main. Our dataset comprises high-quality counter- 057

arguments with human- and automatic evaluation 058

metrics. Aside from the new dataset, the Counter- 059

fire corpus, we make two key contributions to the 060

counter-argument generation literature: 061

• A new style dimension for counter-arguments 062

to control their intertextuality and engagement 063

quality. 064

• Insights on fine-grained counter-argument 065

structure, such as phrase-level expressions of 066

reciprocity, justification, alignment, and ap- 067

peals to authority. 068

Our framework uses facts shortlisted from the 069

intermediate outputs of a seq2seq baseline system 070

to manufacture domain-injected prompts. Next, we 071

evaluate their efficacy at generating relevant, logi- 072

cal, and grammatical counter-arguments from off- 073

the-shelf and finetuned LLMs. We have employed 074

standard automatic metrics and human evaluation 075

to measure argument style and quality along five 076

quality dimensions. Our findings demonstrate in- 077

teresting insights regarding (a) a classic trade-off 078

in content versus style, where high-content argu- 079

ments struggle to maintain quality expectations 080

and vice versa, and (b) despite referencing the 081
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same evidence, GPT-3.5 turbo arguments succeed082

at overall persuasiveness and relevance compared083

to state-of-the-art seq2seq baselines. However, (c)084

human-written arguments are rhetorically richer085

and (d) usually preferred by users over the gener-086

ated counter-arguments, which provides exciting087

avenues for future exploration.088

2 Background089

Carefully crafted natural language instructions may090

be used to steer generation and control style di-091

mensions of the generated output. However, these092

approaches and the resultant outputs must be evalu-093

ated for factual integration, style adherence, or user094

preference.095

Although LLMs excel in many downstream gen-096

eration tasks, counter-argument generation proves097

to be much more complex since convincing argu-098

ments require external information for evidence.099

In the past, argument generation systems based100

on retrieval focused on selecting relevant pas-101

sages or sentences from data sources and ordering102

them. Hua et al. (2019) combine a retrieval system103

with generation by feeding retrieved passages to104

a seq2seq architecture in Candela. The survey by105

Zhang et al. (2023) examines how LLMs capture106

world knowledge and identifies the major explicit107

approaches as memory-, retrieval-, and internet-108

enhanced. In general, these prior approaches focus109

mainly on integrity issues at the entity or document110

level, employing massive retrieval models that are111

computationally expensive, and no previous work112

has looked explicitly at argument generation with113

the retrieved information.114

2.1 LLMs for stylized text generation115

Generating stylized text with LLMs is feasible116

along those dimensions which have been previ-117

ously studied in depth, such as readability (Pitler118

and Nenkova, 2008; Collins-Thompson, 2014),119

formality (Chawla et al., 2019; Chhaya et al.,120

2018) and politeness (Yeomans et al., 2018; Al-121

thoff et al., 2014; Danescu-Niculescu-Mizil et al.,122

2013a). However, the state-of-the-art in charac-123

terizing argumentative style (Lukin et al., 2017;124

El Baff et al., 2020; Ben-Haim and Tsur, 2021;125

Al Khatib et al., 2020) needs more nuance to study126

political discussions.127

In our paper, applying concepts from social128

science for LLM prompts offers a theoretically129

grounded approach to better argumentation. Politi-130

cal communication research conceptualized social 131

media platforms as a space for ‘internal reasoned 132

dissent’ (Rinke, 2015), where social media users 133

engage with a "number of publicly available ideas, 134

opinions, and arguments (and) different points of 135

view” (Rinke, 2015) in the form of mediated de- 136

liberation. Recent work on political discussions 137

in social media has distinguished analytical argu- 138

ments from social arguments (Esteve Del Valle 139

et al., 2018; Friess and Eilders, 2015; Jaidka, 2022; 140

Rowe, 2015). First, the analytical aspects of argu- 141

ments include the use of constructiveness, specif- 142

ically logic and rational arguments, to move to- 143

wards a consensus, and the use of justification, 144

specifically tangible evidence to support claims. 145

Second, the social aspects of arguments include 146

the use of reciprocity, the interactivity of a discus- 147

sion identified through whether participants invite 148

engagement from each other. However, an exam- 149

ination of the actual distribution of these facets 150

in the annotated CLAPTON corpus provided in 151

prior work (Jaidka, 2022) suggests that at least 152

in Reddit, authors overwhelmingly prefer to write 153

counter-arguments that follow a Justification (30%) 154

or a Reciprocity (25.8%) style rather than Construc- 155

tiveness (6.6%), thereby motivating our focus on 156

Justification and Reciprocity for auditing counter- 157

argument generation in the Reddit ChangeMyView 158

context. 159

No prior paper has compared three LLMs - sim- 160

ple and finetuned - in this manner for this task. 161

While an excellent benchmark/(auto- and human-) 162

evaluation paper on news summarization by Goyal 163

et al. (2022) exists, it does not include argument 164

generation, finetuning, or style evaluation. The 165

following sections explore the methodology and 166

findings of our study in three parts: firstly, the data 167

collection process utilizing zero-shot prompting 168

and finetuning; secondly, validation tasks involving 169

fact integration and a dual approach of automatic 170

and human evaluation; and thirdly, an in-depth anal- 171

ysis providing insights into the distribution of align- 172

ment moves and a user preference analysis of the 173

generated counter-arguments. 174

3 Data Collection 175

This study audits zero-shot prompting and finetun- 176

ing to collect counter-arguments to CMV (Change 177

My View) posts. The data collection process is 178

twofold: initially using zero-shot prompting and 179

refining through finetuning techniques. Figure 3 180
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illustrates our experimental framework. Our work181

applied the dataset curated by Hua et al. (2019) in182

a retrieval system to generate counter-arguments183

from various language models. We curated parallel184

corpora comprising the primary dataset of target185

argument and related evidence and the outputs gen-186

erated from various primary and finetuned LLMs187

on 2000 inputs. The different generation pipelines188

are discussed below. Figure 1 illustrates the out-189

puts from GPT 3.5 turbo, while the outputs from190

Koala 13B and PaLM2 are shown in the Appendix.191

We observed that PaLM2 outputs were inconsis-192

tent in adhering to the instructions for generating193

a counter-argument. In about 10% of the cases, it194

generated an argument in support of the opinion195

instead.

Original opinion: parents who refuse vaccination of their children
must sign a form of accountability so if their child dies from medical
complications (...)
Evidence: ["about 1 percent of u.s. parents get exemptions for their
children , but the figure is higher in some areas","the fear is that parents
who don’t vaccinate or who delay vaccinating their children put their
own kids as well as others at risk for developing preventable disease ,
such as whooping cough", "the most severe cases of disease and death
linked to whooping cough have been in infants under six months of age
, and the source of that infection is most often an older child or adult "]

Candela output: If you want to change your view, do you
really think we should force them to do things they don’t want
to do? (...)

GPT-3.5 turbo output with no style: Firstly, it is not always
easy to determine the exact cause of a child’s illness or death,
and therefore it may not be fair to blame it solely on the lack
of vaccination. Secondly, some parents may not have access to
vaccinations in their area or cannot afford them, and punishing
them would be unfair. (...)

GPT-3.5 turbo output with reciprocity: While I under-
stand the frustration towards parents who refuse to vaccinate
their children, do you think holding them accountable for their
child’s potential death is the best approach? What if the child
had an allergic reaction to the vaccine or experienced com-
plications that were rare but severe? How would this legal
contract work in those situations? (...)

GPT-3.5 turbo output with justification: The proposed idea
to hold parents accountable for not vaccinating their children
is misguided and unfair. First and foremost, compulsory vac-
cination violates personal freedom. Parents have the right to
make decisions for their children, including when it comes to
medical procedures. (...)

Figure 1: An example input statement and the generated
counter-arguments for the CMV dataset from GPT-3.5 turbo.196

INSTRUCTIONS
ORIGINAL OPINION

EVIDENCE

STYLE

/instructions: Form an argument against /original opinion in 
about 120 words, using the given evidence and style:
/originalopinion: cmv : using gun violence as an argument 
against the united states makes no sense . basically what the 
title says . it 's clear that the united states has elected a 
globally unpopular president…

/evidence: ["with well over 100,000 primary and secondary 
schools in the united states”, “an average of more than 300 
shootings and 80 deaths a day”, “we need to think about 
where that flood is coming from, and address the risk factors 
and causes of gun violence”,“risk factors plainly include the 
easy availability of guns , for the public in general and for the 
mentally troubled in particular.”]

/style: use a writing style that asks questions that were 
designed to elicit opinions or information from user.

Figure 2: Example prompt for generating a reciprocal
counter-argument.

Baseline: The primary baseline comprises the197

Candela dataset by Hua et al. (2019), which is (a)198

70,000 randomly sampled English original posts199

Table 1: The three variants of the style specifications added
to the LLM prompt.

Style Prompt
Plain Use a writing style that focuses on us-

ing the evidence and being convinc-
ing.

Reciprocity Use a writing style that asks ques-
tions designed to elicit opinions or
information from the user.

Justification Use a writing style that focuses on
fact-reporting or fact-checking, find-
ing common ground, and providing
personal or statistical evidence with
references.

INSTRUCTIONS
ORIGINAL 
OPINION

COUNTER-
ARGUMENTS

GPT 3.5 turbo 20B
Koala 13B

PaLM2 text-bison 340B

STYLE EVIDENCE

RELATED EVIDENCE
(CMV posts + related evidence extracted 
from 12mn articles comprising Wikipedia, 

WaPo, NYT, Reuters, WSJ)

CMV POLITICS
(CMV: original posts and winning 

counter-arguments)

World knowledge 
The CANDELA datasetPrompt to LLM

Finetuned GPT 3.5 turbo 20B
Finetuned Koala 13B

Figure 3: Experimental framework.

and winning counter-arguments related to politics 200

from the subreddit r/ChangeMyView, and (b) their 201

associated evidence retrieved from a database of 202

12 million articles from Wikipedia, and four major 203

English media wires of different ideological lean- 204

ings - Washington Post, New York Times, Reuters, 205

and The Wall Street Journal - are queried. When 206

queried using the text of a Reddit post, each in- 207

put’s size-constrained related passages retrieved 208

from diverse sources are deduplicated, ranked, and 209

returned as "evidence”. We randomly sampled 210

2000 rows of original posts and evidence from this 211

dataset for further analysis. 212

Generating stylized counter-arguments: Five 213

off-the-shelf and finetuned LLMs were prompted 214

three times, with the original post and the evidence 215

from the subsampled Candela dataset. The prompts 216

calling for different stylistic variations are based on 217

operationalization in prior work (Steenbergen et al., 218

2003; Jaidka, 2022). To validate that incorporating 219

real-world evidence was effective, we also made a 220

set of prompts without including the curated real- 221

world evidence. 222

Figure 2 reports a sample prompt to generate a 223

reciprocal counter-argument. The last part of the 224

prompt constitutes style instructions, and Table 1 225
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includes the style instructions used in the experi-226

ments.227

We generated counter-arguments from each of228

the five LLMs after providing them with 2000229

(prompts with the original opinion and evidence) x230

3 variants for style control (N = 32,000)1. We used231

the Candela dataset (Hua et al., 2019) dataset for232

the input and evidence used in our prompts. The233

evidence comprises talking points retrieved from234

passages in a database of 20 million articles.235

We prompted three LLMs and two of their fine-236

tuned variants with these inputs (finetuned using237

instruction tuning on the full Candela dataset) and238

collected the outputs. These outputs were bench-239

marked against Candela counter-arguments - the240

pre-LLM era auto-generated counter-arguments in-241

cluded in the Candela dataset. The Candela counter-242

argument was created by applying a biLSTM en-243

coder on the retrieved evidence, followed by two244

decoders in series to plan and then populate the245

final counter-argument. The following were the246

LLMs we tested:247

3.1 GPT-3.5 turbo248

GPT-3.5 turbo is a language model based on GPT249

(Brown et al., 2020) capable of generating human-250

like text. The GPT-3.5 turbo is the latest and most251

capable model in the GPT-3.5 turbo series. We252

engineered prompts for style control and provided253

the same passages as we do to our baseline for the254

better factual correctness of generations.255

3.2 Koala 13B256

Koala-13B (Geng et al., 2023) has been created257

by finetuning LLaMA (Touvron et al., 2023) us-258

ing EasyLM on high-quality deduplicated public259

datasets, such as a high-quality dataset curated with260

responses to user queries from larger, more capable,261

and close-sourced ChatGPT. Recent results have262

suggested that high-quality training data helps over-263

come problems faced by smaller models such as264

LLaMA and sometimes also gives competitive per-265

formance to larger models for specific tasks.266

3.3 PaLM2 Text-Bison267

Google’s Pathways Language Models 2 series of-268

fers the text-bison generation model (henceforth re-269

ferred to as PaLM2), trained on 340 billion parame-270

ters. PaLM2 models are notable for their improved271

1Candela (2k) + Koala-13B (6k) + GPT3.5-turbo (6k) +
Koala finetuned (6k) + GPT3.5-turbo finetuned (6k) + PaLM2
(6k) = 32k

multilingual, reasoning, and coding capabilities. 272

They are trained on multilingual text in over 100 273

languages, and their datasets include scientific pa- 274

pers, web pages, and public source code, enabling 275

better logic, common sense reasoning, mathemat- 276

ics, and programming language proficiency. The 277

configuration parameters for the LLMs are reported 278

in the Appendix. Figures 1 illustrate some of the 279

outputs from GPT-3.5 turbo. Examples from the 280

other models are included in the Appendix. The 281

full dataset is available in the anonymous online 282

repository. 283

3.4 Finetuned variants of GPT-3.5 turbo and 284

Koala 285

GPT-3.5 turbo was finetuned using OpenAI’s Ap- 286

plication Programming Interface (API) for three 287

epochs. Finetuning for Koala-13B was done on 288

70,000 input and counter-argument pairs from our 289

primary dataset using Colab Nvidia A100 GPU. 290

The model was loaded in memory with 4-bit pre- 291

cision and double quantization using 4-bit Nor- 292

malFloat and paging (Dettmers et al., 2023). After 293

quantization, we added LoRA adapters (Hu et al., 294

2021) for each layer. For inference on our sample, 295

the model was partially dequantized, and computa- 296

tions were done with 16-bit precision. The training 297

loss plot and the hyperparameter settings are re- 298

ported in the Appendix. Finetuning for PaLM2 299

was not performed because of errors noted in the 300

outputs discussed in Section 5. 301

4 Analyses 302

4.1 Validation tasks 303

We performed three validation tasks to audit the 304

ability of LLMs to adhere to the instructed prompts: 305

(a) Fact integration, where the incorporation of evi- 306

dence is assessed, and (b) Style validation, to gauge 307

whether the outputs reflect the expected discussion 308

style. Finally, we performed the (c) Quality evalua- 309

tion, encompassing both automatic and human as- 310

sessment, to gauge the effectiveness and coherence 311

of the generated counter-arguments. The human 312

assessment task was launched on Amazon Mechan- 313

ical Turk, and the detailed instructions are provided 314

in the appendix. 315

4.2 Rhetorical insights 316

We performed automatic content analyses to 317

characterize and compare the generated counter- 318

arguments for the presence of rhetorical moves 319
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related to alignment, authority, and persuasion.320

Alignment moves constitute the phrases used by321

authors to indicate agreement with each other. Au-322

thority moves are the phrases used by authors to323

express their credibility. The source of the phrases324

was the Alignment and Authority in Wikipedia Dis-325

cussions (AAWD) corpus (Bender et al., 2011) with326

the Counterfire corpus and the original Reddit cor-327

pus.328

Next, persuasive moves comprise features such329

as politeness, contingency, expansion, claims, and330

premise that have been applied to study online331

persuasion and to model politeness and trustwor-332

thiness in social media posts (Danescu-Niculescu-333

Mizil et al., 2013b; Niculae et al., 2015).334

4.3 Argument preference analysis335

In the argument preference analysis, following the336

design of similar user experiments reported in prior337

work (Goyal et al., 2022), we surveyed Amazon338

Mechanical Turk workers to obtain user rankings339

for the best-performing counter-arguments as pitted340

against the human-written counter-argument. As341

before, the survey was launched on Amazon Me-342

chanical Turk, and the detailed instructions are pro-343

vided in the appendix. The goal was to examine pat-344

terns in whether a user would favor a justification-345

or a reciprocity-style counter-argument. In this346

manner, 10,000 counter-argument rankings were347

collected from 1879 respondents. Further details348

about the ranking task are reported in the Appendix.349

5 Results350

5.1 Fact and style integration351

For fact integration validation, we analyzed352

whether our prompts effectively got the LLMs353

to apply the provided evidence in the generated354

counter-arguments in the fact integration valida-355

tion task. This involved comparing the similar-356

ity and absolute overlap of evidence with the out-357

puts from the off-the-shelf LLMs, using similarity358

metrics, such as BERTScore (Zhang et al., 2019)359

and ROUGE-1 (Lin, 2004). We examined whether360

the LLMs could integrate the expected style into361

the outputs for style integration validation. This362

was done with the help of crowdsourced annota-363

tions from Amazon Mechanical Turk and through364

finetuning OpenAI ada models on the CLAPTON365

dataset (Jaidka, 2022) to automatically label the366

presence of justification and reciprocity in the gen-367

erated outputs. Details of the finetuning task are368

reported in the Appendix. 369

5.2 Argument quality assessment 370

Next, our evaluation techniques measure the 371

content and argument quality of the counter- 372

arguments: 373

• Automatic content quality evaluation: 374

ROUGE(1/2/L) and BLEU, recognized as 375

overlap-based metrics (Lin, 2004; Papineni 376

et al., 2002), is used to measure the quality 377

of generated counter-arguments against the 378

human-written counter-argument. These 379

metrics were computed using the Pyrouge 380

package for ROUGE and a corresponding 381

package for BLEU. We also used the textstat 382

package to calculate readability metrics, such 383

as the Flesch Kincaid grade, Flesch Reading 384

ease, the Gunning Fog index, and the Smog 385

index. We have also added the Debater API 386

scores (Bar-Haim et al., 2021) that score the 387

stance of a sentence, as well as the quality 388

(from 0 to 1). 389

• Manual argument quality evaluation: Fol- 390

lowing recent approaches for manual evalua- 391

tion of argument quality (Goyal et al., 2022; 392

Wachsmuth et al., 2017), we also crafted a 393

human evaluation task focusing on the logic, 394

rhetoric, and dialectic (Wachsmuth et al., 395

2017) of arguments with measures of Content, 396

Grammaticality, Logic, Relevance, and Over- 397

all effectiveness. The evaluation was done 398

with the help of crowdsourced annotations 399

from Amazon Mechanical Turk. Details of the 400

annotation task are reported in the Appendix. 401

Table 2 reports the similarity between the evi- 402

dence provided and the outputs generated, where 403

the average BERTScore F1 value across the three 404

LLMs was 0.725, and the average ROUGE-1 recall 405

was 0.313. The findings suggest that LLMs may 406

have been good at paraphrasing the evidence into 407

the counter-argument yet yielded a low absolute 408

overlap in the words used. 409

Next, we evaluated the style integration of the 410

LLMs corresponding to the prompt they were pro- 411

vided. For the manual validation, we provided an- 412

notators on Amazon Mechanical Turk with the out- 413

puts and requested them to annotate each for Reci- 414

procity and Justification on a five-point scale. The 415

second part of Table 2 demonstrates a high man- 416

ual validation of the incorporation of style, with 417
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Table 2: The three variants of the style specifications added
to the LLM prompt. θ is the average annotator accuracy across
true-positives and negatives (Passonneau and Carpenter, 2014)

Fact Integration
Model BERTscore (F1 value) ROUGE-1 (Recall)

GPT-3.5 turbo 0.7312 0.3556
Koala-13B 0.7271 0.3631

Palm-2 0.7175 0.3103
Style integration

Style θ (Inter-annotator Accuracy)
Reciprocity 0.9682
Justification 0.7680

inter-annotator reliability of θ = 0.9682 for reci-418

procity and 0.7680 for justification, respectively.419

θ overcame many of the challenges of evaluating420

inter-annotator agreement on a five-point scale with421

chance-based metrics and was proposed by Passon-422

neau and Carpenter (2014) and applied by other423

scholars (Jaidka et al., 2023; Davani et al., 2022).424

Unlike chance-based metrics, which have wide er-425

ror bounds, model-based measures consider the426

actual categories of items in the corpus and the427

prevalence of each label to report the accuracy of428

reporting the correct answer through an expectation429

maximization approach. Based on recommended430

thresholds (Passonneau and Carpenter, 2014), we431

considered the inter-annotator reliability satisfac-432

tory as θ >= 0.65.433

5.3 Evaluating argument quality434

Table 3 reports the content and style evaluation for435

GPT-3.5 turbo, where we have more content ad-436

herence, argument quality, and readability in text437

generated from prompts to LLMs. We observe438

that Debater API scores are very sensitive to ar-439

gument quality differences (but we later find that440

the quality scores may not reflect user preferences).441

Conversely, GPT-3.5 turbo counter-arguments con-442

tain fewer specific details when they offer more443

stylistic variation. Similar tables for the other mod-444

els are reported in the Appendix. However, we445

chose to keep the table for GPT-3.5 turbo here as446

we observe that GPT-3.5 turbo also outperforms447

Koala 13B and PaLM2 on all the parameters.448

Figure 4 reports the human evaluation of quality.449

Each boxplot shows the median (the line within the450

box), the interquartile range (IQR; the box itself),451

and the range (whiskers). Dots outside the whiskers452

are outliers. The different colors and box styles453

represent various models and style prompts. First,454

the lowest scores on preference were reported for455

Candela. Among the GPT-3.5 turbo variants, the456

"no style" counter-argument had a higher median 457

score for Grammaticality and Logic than even the 458

"justification" and "reciprocity" styles, indicating it 459

may produce more grammatically correct and log- 460

ical content. However, it seems to have a broader 461

spread in Overall effectiveness and Relevance, sug- 462

gesting more variability in these aspects. Among 463

the Koala-13B variants, there was a tight distribu- 464

tion in Content and Logic but a lower median in 465

Overall effectiveness, indicating they may not per- 466

form as well as other models. Finally, the PaLM2 467

variants show a higher median score in Relevance 468

but also have a broader spread in Overall effec- 469

tiveness, suggesting that they consistently perform 470

better than Koala-13B, but with some inconsistency 471

in their effectiveness. In summary, GPT-3.5 turbo 472

models outperformed all other outputs as they were 473

perceived to be more grammatical, relevant, coher- 474

ent, content-complete, and effective than others, 475

controlling for style. The difference was statis- 476

tically significant in paired t-tests over the 2000 477

generated counter-arguments after Bonferroni cor- 478

rection for multiple comparisons (p< 0.001). The 479

findings with the finetuned variants are similar and 480

are reported in the Appendix. Reporting the human 481

quality evaluation for the best variant, i.e., GPT-3.5 482

turbo, Figure 4 illustrates that Candela outputs were 483

perceived to be less grammatical, relevant, coher- 484

ent, and less preferred than the counter-arguments 485

generated through GPT-3.5 turbo, and the differ- 486

ences were statistically significant after Bonferroni 487

correction for multiple comparisons (p< 0.001). 488

The human evaluation results for Koala 13B and 489

finetuned Koala 13B are reported in the Appendix. 490

5.4 Rhetorical insights 491

In Table 4, we report the distribution of argu- 492

ment moves across the different types of counter- 493

argument variants. Alignment moves are examples 494

of social acts involving agreement or refutation in 495

argumentation. Of the exemplars of positive and 496

negative alignment moves identified in the AAWD 497

corpus, the Reddit counter-arguments contained 12. 498

In contrast, the GPT-3.5 turbo justification and reci- 499

procity style counter-arguments contained 2 and 4, 500

respectively, exemplifying explicit agreement and 501

positive alignment, such as praise thinking, and op- 502

posing alignment, such as criticizing or doubting. 503

On the other hand, authority moves are markers of 504

social expectations, credentials, experiential claims, 505

forum claims, and external claims. Certain moves 506

in the AAWD corpus, such as ‘credentials’ and 507
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Overall effectiveness Relevance

Content Grammaticality Logic

1

2

3

4

1

2

3

4

LLM variant and style prompt

Candela 

GPT3.5 turbo justification***

GPT3.5 turbo no style*** 

GPT 3.5 turbo reciprocity*** 

Koala Justification 

Koala No style 

Koala Reciprocity 

PaLM2 Justification 

PaLM2 No style

PaLM2 Reciprocity

Figure 4: Results from the human evaluation on various dimensions. Candela is seen to trail GPT-3.5 turbo outputs on all
aspects of content, grammar, logic, relevance, and overall effectiveness, with a Bonferroni-corrected statistical significance (p <
0.001). GPT 3.5 turbo also outperforms Koala 13B and PaLM2 on all the parameters. No significant differences existed between
the three GPT-3.5 turbo outputs on any parameter (p > 0.05).

Metric Candela GPT 3.5 turbo No style GPT 3.5 turbo Justification GPT 3.5 turbo Reciprocity

Automatic evaluation: Content (F1 scores)

ROUGE-1 0.24 0.24 (0.07) 0.33 0.33 (0.07) 0.17 0.17 (0.06) 0.17 0.17 (0.06)

ROUGE-2 0.03 0.03 (0.03) 0.10 0.09 (0.06) 0.02 0.01 (0.02) 0.01 0.01 (0.02)

ROUGE-L 0.21 0.21 (0.06) 0.29 0.29 (0.07) 0.15 0.15 (0.05) 0.14 0.14 (0.04)

BLEU 0.00 0.00 (0.01) 0.06 0.06 (0.06) 0.00 0.00 (0.01) 0.00 0.00 (0.01)

Automatic evaluation: Style (Debater API)

Evidence support (Pro; Con; Neutral) 0.99; 0.00;0.00 0.99; 0.00; 0.00 0.99; 0.00; 0.00 0.62; 0.07; 0.30

Argument Quality 0.54 0.74 0.81 0.75

Automatic evaluation: Style (Accuracy)

Reciprocity 0.17 0.09 0.12 0.49
Justification 0.42 0.26 0.24 0.22

Automatic evaluation: Readability (0 to 1 scale)

Flesch Kincaid Grade 6.40 6.00 (2.18) 12.81 12.70 (2.07) 12.75 12.70 (2.07) 11.79 11.60 (2.08)

Flesch Reading Ease 83.10 84.00 (10.41) 40.94 41.70 (11.31) 41.78 41.90 (10.62) 46.23 45.76 (11.37)

Gunning Fog 8.85 8.57 (2.05) 15.05 14.88 (2.23) 15.03 14.88 (2.23) 13.93 13.87 (2.17)

Smog Index 8.53 8.30 (2.39) 14.85 14.80 (1.89) 14.87 14.80 (1.68) 14.09 14.00 (1.72)

Table 3: Evaluation of the counter-arguments generated by GPT 3.5 reported as the [mean median (standard deviation)].
We observe greater content coverage and readability in text generated from prompts to LLMs; on the other hand, GPT 3.5
counter-arguments contain fewer specific details when they offer greater stylistic variation.

Move type
Human-written

Reddit counterargument
GPT3.5-turbo

No style
GPT3.5-turbo

Reciprocity
GPT3.5-turbo

Justification
Alignment moves

Positive 12 0 2 4
Negative 12 0 6 4

Authority moves
Experiential 10 0 6 0
External 10 0 2 4
Forum 10 0 4 4
Social expectations 8 0 2 0
∗ Positive types: ’other + explicit agreement’, ’praise thanking + positive reference + explicit agreement’, ’positive types’

∗ ∗ Negative types : ’negative types’, ’doubting + explicit disagreement + dismissing’

Table 4: Total number of alignment moves identified in Coun-
terfire outputs. Based on the AAWD corpus (Bender et al.,
2011).

‘experiential,’ had no counts or low counts among508

the variants, highlighting the domain differences509

compared to the AAWD corpus. The reciprocity-510

style counter-argument appears to have more ar-511

gument moves than the no-style and justification512

counter-argument, perhaps because of its interper-513

sonal nature. Finally, human-written arguments514

0.00

0.25

0.50

0.75

1.00

Claim Temporal - other      All Subjects Expansion Contingency  Premise Temporal-future Comparison  Politeness

va
lu

e

Quality facets

gpt3.5 justification gpt3.5 nostyle gpt3.5 reciprocity original post winning human-written counterargument

Figure 5: Results from the automatic evaluation of argumen-
tation using the discursive and politeness features of Convokit
for the arguments considered in the human evaluation.

are the most argumentatively rich and diverse, with 515

more unique moves across the different categories 516
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Figure 6: User preference analysis for human-written (blue)
vs. GPT3.5-written counter-arguments for (a) justification and
(b) reciprocity.

than the generated outputs. Similarly, in the dis-517

cursive analysis reported in Figure 5, we observe518

that the GPT3.5-written counter-arguments are typ-519

ically at par with each other concerning most of the520

discursive features; they significantly differ (p <521

0.001) from human-written counter-arguments in522

covering more claims, temporal features, reference523

to subjects, premises, comparisons, and even po-524

liteness. Human-written counter-arguments have525

fewer claims with greater specificity to offer a more526

focused and less polite counter-argument.527

5.5 Argument preference analysis528

Figure 6 provides insights into the persuasiveness529

of GPT3.5-generated counter-arguments relative to530

the corresponding styles of human-written counter-531

arguments. The data illustrates that in a compari-532

son of 2000 original posts and counter-arguments533

sourced from ChangeMyView and the Counterfire534

corpus, humans still find the reciprocal-style (Mean535

preference = 2.24 out of 5; lower score is better)536

and justification-style counter-arguments (Mean537

preference = 2.19 out of 5) written by other hu-538

mans more preferable to those written by GPT3.5539

(Means 2.93 and 2.56 respectively). This prefer-540

ence is statistically significant (Welch Two Sam-541

ple t-Test, p < 0.001). The low preference for542

Justification raises red flags. On examining the543

outputs, we speculate that the reason may be the544

essay-style structure of the arguments devoid of545

any interpersonal engagement. Taken together with546

findings from Figure 5, the findings suggest that547

the highly-focused, specific, and less polite human548

counter-arguments are somehow more persuasive549

than GPT3.5-generated counter-arguments to hu-550

mans, thereby offering food for thought in how551

accurately stylized text may still fall short of hu-552

man expectations. The findings suggest a tradeoff553

between fact integration and style while generating554

counter-arguments.555

6 Discussion and Conclusion 556

This study addresses the need for more research 557

on style in political arguments and its relationship 558

with persuasion. We also offered a new dataset 559

for related research into finetuning, prompt struc- 560

tures, prompt lengths, and other novel techniques 561

for domains that have not been extensively studied. 562

Addressing the most pressing issues of factuality 563

and interactive dialogic exchange currently at the 564

forefront of LLM research (Ziems et al., 2023), we 565

created the Counterfire corpus, focusing mainly on 566

incorporating justification and reciprocity in the 567

counter-arguments. 568

The findings underscore significant implications 569

for generating and analyzing counter-arguments 570

using language models. The models exhibit a no- 571

table proficiency in rephrasing content with rele- 572

vant evidence, even with minimal lexical overlap, 573

and demonstrate exceptional integration of argu- 574

ment styles, as evidenced by the high scores in 575

style adherence, particularly in the ’reciprocity’ cat- 576

egory. While overwhelmingly preferred to LLM 577

outputs, human-generated counter-arguments show 578

more complexity and variety in argumentative tac- 579

tics. GPT-3.5 turbo, in particular, stands out for 580

its superior performance in argument quality eval- 581

uations, and the differences in the use of rhetori- 582

cal moves and user preferences suggest that these 583

counter-arguments comprise more innovative and 584

convincing uses of evidence. We observed incon- 585

sistencies in PaLM 2 outputs. In 10% cases, it 586

generated an argument in support of the input in- 587

stead of against it; therefore, we did not finetune 588

it. 589

In future work, we will develop dynamic models 590

that accommodate a conversation partner’s stylis- 591

tic choices in generating a finely tailored counter- 592

argument for greater persuasive power (). We may 593

also explore approaches to consult external knowl- 594

edge sources with pre-tuning on annotated data (Co- 595

hen et al., 2022) or human feedback on the out- 596

puts (Nakano et al., 2021) or incorporating a long- 597

term memory for persisting discussions (Shuster 598

et al., 2022) and to identify the contexts best suited 599

to different argument styles. 600

7 Limitations 601

We focused on evaluating the style and quality of 602

the arguments generated while presuming that the 603

fact retrieval system adapted from Hua et al. (2019) 604

was working perfectly. Furthermore, we are lim- 605
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ited by the Candela dataset to focus only on English606

political posts. Before applying the dataset for fur-607

ther model-finetuning, we recommend annotating608

the generated counter-arguments to ensure veracity609

and pre-empt the selection or curation of irrelevant610

facts in the list of evidence (Mendes et al., 2023).611

Finetuning is a time-, memory-, and data-intensive612

process. In the case of GPT-3.5 turbo, our experi-613

ments were done using API calls with high latency.614

Beyond the short-term consequences of styling615

arguments, our results indicate the tradeoffs in style616

and content, which need to be addressed in future617

work. Recognizing that persuasion through argu-618

ments typically takes more than one-off exchanges619

is essential. Then, the association between argu-620

ment style and persuasion would be more fraught621

in error and need to be explored in future work. For622

such problems, models may benefit from ingest-623

ing successive data points in a temporal sequence.624

Our dataset comprises exchanges from a subred-625

dit called ChangeMyView, where users willingly626

engage with others who hold a different opinion;627

yet, in real life, the findings may only generalize628

to some users holding a staunch political opinion.629

Therefore, researchers are advised to finetune or630

domain-transfer pre-trained models to new con-631

texts and populations. Furthermore, the data and632

message vocabulary are biased toward the topics633

popular in the subreddit and may not reflect con-634

temporary events or even facts.635

Our work relies on the generalizability of au-636

tomatic metrics for counter-argument quality pre-637

diction; yet, as discussed in the Error Analysis638

section in the appendix, these scores are immune to639

unique perspectives, creativity, misalignment with640

reference texts, or simply a misunderstanding of641

the topic. Additionally, there are many unknowns642

about GPT pre-training. For instance, some LLMs643

may have been pre-trained on the CMV dataset.644

GPT models also have certain biases, and the hallu-645

cination problem can not be fully solved even when646

we provide external evidence. We will explore and647

finetune Koala and other open-sourced models on648

quality-specific tasks and other argumentation cor-649

pora in future experiments.650

Ethics Statement651

The dataset comprises public threads from the sub-652

reddit. There was no personal data used. Automatic653

measurements are privy to model accuracy, which654

are not readily available for domain-specific appli-655

cations. The prompts developed in this work may 656

only generalize to some contexts. We observed that 657

including snippets from news articles or Wikipedia 658

can lead us to inadvertently quote individuals in the 659

public eye as part of the arguments. For instance, 660

some evidence includes the names of experts, politi- 661

cians, and the heads of state if they were included 662

in a relevant article. This information must be 663

reviewed and redacted before a public rollout or 664

implementation based on the Counterfire corpus. 665

Furthermore, given that the Counterfire corpus is 666

intended for auditing, it would be dangerous to 667

finetune models on this dataset without masking or 668

verifying its factual references or assumptions. 669

This study annotated secondary data and used 670

it to generate a new dataset. Our work helps to 671

develop a deeper understanding of the principles of 672

argumentation, with applications to understanding 673

persuasion and trustworthiness. However, mod- 674

eling these negotiation strategies with generative 675

models may have implications for vulnerable audi- 676

ences; for instance, models finetuned on the labeled 677

dataset could work to gain someone’s trust with ma- 678

licious intent or mislead them in some manner. 679

The following two ethical considerations con- 680

cern the replicability and generalizability of the 681

models. First, the dataset was co-created by polit- 682

ical users on Reddit, familiar with a set of social 683

norms typical of the r/CMV subreddit. Therefore, 684

the data characteristics may be complex to replicate 685

even when a general population of Reddit users is 686

familiarized with the rules of r/CMV and invited to 687

participate in a political debate using the same ex- 688

perimental conditions. Second, the effectiveness of 689

different arguments may differ in the online context 690

versus a real-life political discussion. 691

Our study adheres to the FAIR princi- 692

ples (Wilkinson et al., 2016). To help scholars with 693

further analyses on the argumentation capabilities 694

of LLMs, we will release the Counterfire corpus on 695

Zenodo. 696
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8 Appendix953

8.1 Hyperparameter settings954

The Bitsandbytes wrapper was used for quantiza-955

tion. LoRa was applied to the base model after956

loading in 4 bits. The following were the specific957

LoRA hyperparameters:958

• rank of update matrices = 8959

• dropout = 0.05960

• target modules = q and v attention matrices961

• LoRA scaling factor = 32962

• all params = 6678533120963

• trainable params = 6553600964

• trainable % = 0.0981965

The following were the finetuning hyperparame-966

ters:967

• per_device_train_batch = 1968

• learning rate = 0.0002969

• optimizer = Paged Adam 8bit optimizer970

Figure 7 reports the training loss plots for GPT3.5-971

turbo and Koala finetuning.972

The configuration parameters when we973

prompted GPT-3.5 turbo and GPT3.5-finetuned for974

text generation were the default settings: N-epochs:975

4, learning-rate-multiplier: 0.1.976

The configuration parameters for generating text977

with Koala-13B and Koala-13B-finetuned were:978

Figure 7: Fine-tuning training loss plots for (a) GPT3.5-turbo
and (b) Koala

max_new_tokens: 120, temperature: 1, topK: 50, 979

topP: 1. 980

Finally, the configuration parameters for PaLM2 981

were: temperature: 0.8, maxOutputTokens: 256; 982

topK: 40; topP: 0.95. 983

8.2 Argument quality annotation 984

A random sample of 100 corresponding counter- 985

arguments generated for the same inputs by each of 986

the LLM variants was included in an Amazon Me- 987

chanical Task to get eight annotations per argument 988

on the quality of the text and five annotations per 989

argument on the discussion facet labels of justifica- 990

tion and reciprocity (in a different HIT). Amazon 991

Mechanical Turkers who had completed at least 992

10,000 HITs, were residents of the USA, and had 993

an approval rating of 98% or above were eligible 994

to participate in the task. They were paid $0.10 995

per HIT. Their demographic information was not 996

collected. 997

The eight annotation labels per facet per argu- 998

ment thus obtained were used to create Figure 4. 999

The evaluation scores are included in the online 1000
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repository. Below, we report the codebook applied1001

to evaluate the different facets of argument quality.1002

Figure 8 and Figure 9 illustrate some outputs1003

from the Koala and PaLM2 models. We observed1004

that PaLM2 outputs were inconsistent in adher-1005

ing to the instructions for generating a counter-1006

argument. In about 10% of the cases, it generated1007

an argument in support of the opinion instead.1008
Input statement: employers should not be allowed to fire employees
over their political views or humorous statements made outside of work .
i recently saw a case on twitter where a man tweeted a transphobic joke
where he posted a screenshot of a news article that said the (...)
Evidence: ["i ’m not sure what you mean by "censorship". i don’t think
it’s a good idea to do this. it’s not about encouraging people to express
their views.","if it is the latter, you need to address the issue forthrightly
with your supervisor, and it may even be appropriate for you to report
the matter to your organization’s hr or compliance officer", "if we’re
really going to change the dynamic in the workplace, we need men to
stop being enablers and bystanders and come forward"...]

Candela output: here ’s a real life example of what would
transpire if employers could not fire people for their political
views .(...)

Koala output with no style: The argument that employers
should not be allowed to fire employees over their political
views or humorous statements made outside of work is not
only unethical but also sets a bad precedent for society. The
argument is based on the idea that (...)

Koala output with reciprocity: As a socialist, I believe that
workers have a right to a separate personal life to their profes-
sional life and that no non-criminal activity done while not on
the clock and unrelated to their job should (...)

Koala output with justification: The argument that employ-
ers should not be allowed to fire employees over their political
views or humorous statements made outside of work is a con-
troversial one. While it is true that employers have the right to
hire and fire employees based on their political views, (...)

Figure 8: An example input statement and the generated
counter-arguments for the CMV dataset from Koala 13B.

8.2.1 Instructions for style validation1009

The following is the task description for the style1010

validation task:1011

In this job, you will be presented with comments1012

made in reply to a post on Reddit, a popular discus-1013

sion forum worldwide. The topic of the discussion1014

is in the “Title.” It is a conversation that the OP1015

started in a community called Change My View.1016

They post there because they want to discuss the1017

topic with people who have a different point of1018

view, maybe to learn something new or to change1019

their mind about it.1020

You are reading a comment by a Commenter1021

on the post. They are trying to persuade the OP.1022

Review the text of the comment and help us by1023

answering a few yes/no questions about it. Each1024

HIT takes about 30 seconds.1025

1. Read the comment.1026

2. Determine which categories best describe the1027

comment.1028

Input statement: cmv: privacy is a fundamental human right and
we should stop using the products of corporations that violate it. we
should start questioning whether the business models of these huge data-
gathering corporations are ethical and benefit society. do we want to live
in a world where a few handful of billionaires control the information
about our personal lives? (...)
Evidence: ["(...) most consumers don’t read privacy policies , which
only makes google ’s reluctance to make it available off of their home
page all the more open to questioning. (...)","i can’t say that everything i
look at, i own, and expect to be taken seriously. if it comes to that, most
people would never install much of the software out there ( or use their
isp provider or wireless company ) if they really read the accompanying
tos or eula – for in many cases they effectively strip the user of any rights
whatsoever (...)", "google sells advertising – telling other people what
they do not want to know and explain that what they consider lesser to
be "better" (...)]

Candela output: i don’t think it’s a form of censorship, it’s
just a collection of information. you can’t just say "you can’t
have privacy" (...). If you don’t want to publish information,
you’re not going to be able to do what you want with the
information you’re supposed to do (...)

PaLM2 output with no style: While privacy is important, the
benefits of using technology often outweigh the risks. These
products and services enhance our lives, making them more
convenient, efficient, and enjoyable. Moreover, companies
are increasingly implementing privacy-protecting measures.
Many now offer users more control over their data, allowing
them to opt out of data collection or delete their (...)

PaLM2 output with reciprocity: While privacy is important,
it is not a fundamental human right. There are many other
rights that are more important, such as the right to life, the
right to freedom of speech, and the right to a fair trial. Ad-
ditionally, there are some cases in which it is necessary to
sacrifice privacy in order to achieve other important goals,
such as national security or (...)

PaLM2 output with justification: While it’s true that privacy
is a fundamental human right, the benefits of data collection
and analysis far outweigh the risks. **Evidence 1:** Open
data initiatives have empowered researchers and policymakers
to address critical societal challenges, such as climate change,
public health, and economic inequality. **Evidence 2:** Data-
driven journalism has played a vital role (...)

Figure 9: An example input statement and the generated
counter-arguments for the CMV dataset from PaLM2.

• RECIPROCITY Description: 1029

– YES: Whether this comment asks 1030

questions or tries to get a response 1031

from someone about their opinions 1032

or information sources. Examples: 1033

* Could you please share copies or 1034

provide relevant links to the infor- 1035

mation? 1036

* How did the naming of Chad in the 1037

travel ban impact Niger? 1038

* What’s the reason behind your 1039

sponsorship of legislation to halt 1040

the Russia investigation? 1041

* When you say “Would have pre- 1042

ferred,” it implies you’re some- 1043

what okay with the current situa- 1044

tion but would have liked another 1045

outcome. Is this your genuine sen- 1046

timent? Did someone influence 1047

your opinion? 1048

* The tax bill seems to require more 1049

than just minor adjustments. It ap- 1050

pears to need a complete overhaul. 1051
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Why not just reject it?1052

* It’s evident that Trey Gowdy1053

speaks assertively, but when will1054

we see him take decisive actions to1055

match his words?1056

* What criteria determine a credible1057

source? There are politicians who1058

base their decisions on question-1059

able sources, so how can the legit-1060

imacy of such sources be legally1061

challenged?1062

* Considering the original intent of1063

the minimum wage was to ensure1064

a living wage, as stated by FDR,1065

how has this vision evolved over1066

time?1067

– NO: This comment does not ask a1068

genuine question or asks rhetorical1069

questions.1070

• JUSTIFICATION Description:1071

– YES: Personal: Whether this com-1072

ment contains personal feelings or1073

experiences. Examples:1074

* Corporate Democrats, be aware1075

that we’re watching closely.1076

You’re on notice.1077

* Senator [name] from the Repub-1078

lican party stated, “We all recog-1079

nize that [name] is not up to the1080

mark.”1081

* It seems like [name] has been1082

given a blank check. Their credi-1083

bility is questionable at this point.1084

* It’s essential to stay informed and1085

make our voices heard. If our rep-1086

resentatives don’t shape up, we’ll1087

vote them out.1088

– YES: Fact-based: Whether this com-1089

ment contains facts, links, or evi-1090

dence from other sources. Examples:1091

– NO: This comment does not offer a1092

justification.1093

8.2.2 Instructions for quality evaluation1094

These are arguments posted on Reddit in response1095

to an original argument.1096

Please classify them according to various facets.1097

Level of grammatically:1098

• Poor: The statement contains many grammat-1099

ical errors and is difficult to understand.1100

• Fair: The statement contains some grammati- 1101

cal errors that may affect clarity. 1102

• Good: The statement is generally grammat- 1103

ically correct but may contain occasional er- 1104

rors. 1105

• Excellent: The statement is well-written and 1106

largely free of grammatical errors. 1107

• Flawless: The statement is flawless in its 1108

grammar and syntax. 1109

Relevance: 1110

• Poor: The argument is completely irrelevant 1111

to the topic at hand. 1112

• Fair: The argument is somewhat irrelevant to 1113

the topic. 1114

• Good: The argument is tangentially related to 1115

the topic. 1116

• Excellent: The argument is mostly relevant to 1117

the topic. 1118

• Flawless: The argument is highly relevant and 1119

focused on the topic. 1120

Content richness: 1121

• Poor: The argument is extremely shallow and 1122

lacks substance. 1123

• Fair: The argument is somewhat lacking in 1124

substance and may be overly simplistic. 1125

• Good: The argument has some substance, but 1126

may lack depth or nuance. 1127

• Excellent: The argument is rich and detailed, 1128

with plenty of supporting evidence and nu- 1129

anced arguments. 1130

• Flawless: The argument is extremely rich 1131

and detailed, with complex arguments and a 1132

wealth of supporting evidence. 1133

Logic and reasoning: 1134

• Poor: The argument is illogical and poorly 1135

reasoned. 1136

• Fair: The argument is somewhat illogical and 1137

poorly reasoned. 1138

• Good: The argument is neither well nor poorly 1139

reasoned, and has some logical flaws. 1140

• Excellent: The argument is quite logical and 1141

well-reasoned. 1142

• Flawless: The argument is very logical and 1143

flawlessly reasoned. 1144

Overall effectiveness: 1145

• Poor: The argument is very weak and fails to 1146

convince me. 1147

14



• Fair: The argument is somewhat weak and1148

unconvincing.1149

• Good: The argument is neither strong nor1150

weak, and is somewhat convincing.1151

• Excellent: The argument is quite strong and1152

convincing.1153

• Flawless: The argument is very strong and1154

completely convincing.1155

8.2.3 Instructions for user preference analysis1156

The original post was presented to each survey re-1157

spondent, followed by four counter-arguments: the1158

human-written argument from the Candela dataset,1159

and three variants from the GPT3.5-turbo. The1160

survey was launched on Amazon Mechanical Turk1161

to residents of the United States with at least a1162

96% approval rate who had at least 5000 approved1163

hits. The median age was 34.5 years. 691 (36.7%)1164

were female, and 854 (45.4%) were male, while1165

74 (3.9%) identified as non-binary or third gender.1166

The remaining respondents did not share their age1167

nor gender.1168

The following was the description of the task:1169

In this job, you will be presented with various1170

counter-arguments posted in the ChangeMyView1171

subreddit. In ChangeMyView, users present a view-1172

point, and others respond with counter-arguments1173

to challenge or change the original viewpoint. Your1174

role is to read these counter-arguments and assess1175

their effectiveness in persuading against the Origi-1176

nal Post. Consider the logic, evidence, and clarity1177

of each argument in your evaluation. Each HIT1178

will take approximately 2-3 minutes, depending on1179

the length and complexity of the arguments. Pay1180

attention to the strength of the reasoning and the1181

use of evidence in each counter-argument.1182

The following were the step-by-step instructions:1183

1184

• These are counter-arguments posted in re-1185

sponse to an "Original Post" within a Reddit1186

community called ChangeMyView.1187

• Each counter-argument is an attempt to per-1188

suade people against the viewpoint presented1189

in the Original Post.1190

• Your task is to evaluate and order these1191

counter-arguments based on their persuasive-1192

ness.1193

• According to your preference, please state1194

whether you agree with the opinion in the orig-1195

inal post.1196

• Next, at least once for this batch of HITs, 1197

please share your age and gender. These ques- 1198

tions are optional. 1199

• Finally, according to your preference, please 1200

rank the arguments, with the most persuasive 1201

argument as #1. 1202

8.3 Additional results 1203

8.3.1 Automatic evaluation 1204

Table 5 reports the automatic scores for con- 1205

tent and quality for Koala 13B-generated counter- 1206

arguments. Table 6 reports the automatic scores 1207

for content and quality for Koala 13B-generated 1208

counter-arguments. 1209

For finetuned Koala 13B, Table 7 reflects the 1210

content and style evaluation. In general, we ob- 1211

serve that the content and style scores fare poorer 1212

than GPT-3.5 turbo. Koala outputs had less content 1213

overlap and were less readable than those generated 1214

through GPT-3.5 turbo. Koala and Loala finetuned 1215

outputs were also less grammatical, relevant, co- 1216

herent, and less preferred overall as compared to 1217

the counter-arguments generated through GPT-3.5 1218

turbo. The total output and the results for Koala 1219

13B are reported in the Appendix and the supple- 1220

mentary materials2. 1221

Table 8 reports the automatic scores for con- 1222

tent and quality for Koala 13B-generated counter- 1223

arguments. 1224

8.3.2 Human evaluation 1225

Evaluation of argument quality 1226

Figure 10 reports the human evaluation scores for 1227

the finetuned models, where they are seen to follow 1228

a similar pattern to the off-the-shelf models. 1229

8.3.3 Validation of justification and 1230

reciprocity labels 1231

Based on our choice of style prompts and the re- 1232

lated prior work (Goyal et al., 2022; Wachsmuth 1233

et al., 2017), our evaluation focused on content, 1234

grammaticality, logic, overall effectiveness, and 1235

relevance. The ratings were crowdsourced through 1236

Amazon Mechanical Turk. The inter-annotator 1237

agreement statistics are reported in Table 9 and 1238

indicate that the annotation quality is reliable 1239

(θ >0.65). 1240

2https://anonymous.4open.science/r/Style_control-2018/
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Table 5: Evaluation of the counter-arguments generated by GPT-3.5 turbo fine-tuned reported as the [mean median (standard
deviation)].

Metric Candela FT GPT-3.5 No style FT GPT-3.5 Justification FT GPT-3.5 Reciprocity

Automatic evaluation: Content (F1 scores)

ROUGE-1 0.24 0.24 (0.07) 0.23 0.24 (0.07) 0.23 0.24 (0.07) 0.23 0.23 (0.07)

ROUGE-2 0.03 0.03 (0.03) 0.03 0.02 (0.03) 0.03 0.02 (0.03) 0.03 0.02 (0.03)

ROUGE-L 0.21 0.21 (0.06) 0.14 0.14 (0.04) 0.14 0.14 (0.04) 0.14 0.14 (0.04)

BLEU 0.00 0.00 (0.01) 0.01 0.00 (0.02) 0.00 0.00 (0.02) 0.00 0.00 (0.02)

Automatic evaluation: Style (Debater API)

Evidence support (Pro; Con; Neutral) 0.99; 0.00;0.00 0.96; 0.03; 0.01 0.94; 0.02; 0.04 0.99; 0.01; 0.00

Argument Quality 0.54 0.76 0.46 0.63

Automatic evaluation: Readability (0 to 1 scale)

Flesch Kincaid Grade 6.40 6.00 (2.18) 12.80 12.25 (5.42) 12.43 11.55 (5.25) 12.81 11.05 (6.88)

Flesch Reading Ease 83.10 84.00 (10.41) 54.18 53.95 (18.32) 55.24 56.76 (18.54) 53.99 56.61 (21.67)

Gunning Fog 8.85 8.57 (2.05) 15.36 14.69 (5.66) 14.85 14.03 (5.47) 15.49 13.84 (7.02)

Smog Index 8.53 8.30 (2.39) 7.55 10.75 (6.82) 6.80 9.45 (6.55) 6.77 8.45 (6.58)

Table 6: Evaluation of the counter-arguments generated by Koala-13B reported as the [mean median (standard deviation)].
Metric Candela Koala No style Koala Justification Koala Reciprocity

Automatic evaluation: Content (F1 scores)

ROUGE-1 0.24 0.24 (0.07) 0.16 0.17 (0.07) 0.16 0.17 (0.07) 0.14 0.15 (0.07)

ROUGE-2 0.03 0.03 (0.03) 0.02 0.01 (0.02) 0.02 0.01 (0.02) 0.01 0.00 (0.02)

ROUGE-L 0.21 0.21 (0.06) 0.10 0.10 (0.04) 0.10 0.10 (0.04) 0.09 0.10 (0.04)

BLEU 0.00 0.00 (0.01) 0.00 0.00 (0.01) 0.00 0.00 (0.01) 0.00 0.00 (0.00)

Automatic evaluation: Style (Debater API)

Evidence support (Pro; Con; Neutral) 0.99; 0.00;0.00 0.99; 0.01; 0.00 0.99; 0.00; 0.00 0.94; 0.04; 0.02

Argument Quality 0.54 0.89 0.87 0.76

Automatic evaluation: Readability (0 to 1 scale)

Flesch Kincaid Grade 6.40 6.00 (2.18) 10.68 11.80 (7.26) 10.69 11.90 (7.11) 11.97 11.60 (9.69)

Flesch Reading Ease 83.10 84.00 (10.41) 56.24 48.84 (38.61) 56.18 48.25 (38.43) 53.22 48.84 (38.61)

Gunning Fog 8.85 8.57 (2.05) 13.13 13.62 (4.80) 13.17 13.78 (4.68) 14.26 13.44 (7.73)

Smog Index 8.53 8.30 (2.39) 13.00 14.20 (4.75) 13.06 14.30 (4.86) 11.07 13.60 (6.18)

Table 7: Evaluation of the counter-arguments generated by fine-tuned Koala-13B reported as the [mean median (standard
deviation)]. We observe that Koala has about the same content coverage but lower readability than Candela-generated counterar-
guments. It does not appear to adhere well to the style instructions in the prompts.

Metric Candela FT Koala No style FT Koala Justification FT Koala Reciprocity

Automatic evaluation: Content (F1 scores)

ROUGE-1 0.24 0.24 (0.07) 0.25 0.25 (0.09) 0.25 0.24 (0.09) 0.25 0.25 (0.09)

ROUGE-2 0.03 0.03 (0.03) 0.04 0.03 (0.04) 0.04 0.03 (0.04) 0.04 0.03 (0.05)

ROUGE-L 0.21 0.21 (0.06) 0.13 0.13 (0.05) 0.12 0.13 (0.05) 0.13 0.13 (0.05)

BLEU 0.00 0.00 (0.01) 0.00 0.00 (0.02) 0.00 0.00 (0.02) 0.00 0.00 (0.02)

Automatic evaluation: Style (Debater API)

Evidence support (Pro; Con; Neutral) 0.99; 0.00;0.00 0.88; 0.05; 0.07 0.01; 0.02; 0.87 0.69; 0.06; 0.24

Argument Quality 0.54 0.60 0.61 0.66

Automatic evaluation: Readability (0 to 1 scale)

Flesch Kincaid Grade 6.40 6.00 (2.18) 6.88 6.50 (3.88) 6.84 6.40 (4.01) 6.89 6.50 (3.93)
Flesch Reading Ease 83.10 84.00 (10.41) 74.07 75.61 (17.32) 73.75 75.40 (19.47) 74.20 75.76 (18.02)

Gunning Fog 8.85 8.57 (2.05) 7.56 6.98 (3.64) 7.46 6.93 (3.56) 7.68 7.17 (3.60)

Smog Index 8.53 8.30 (2.39) 9.03 9.30 (3.22) 9.10 9.30 (3.21) 9.06 9.30 (3.24)

Table 8: Evaluation of the counter-arguments generated by PaLM 2 reported as the [mean median (standard deviation)].
Metric Candela PaLM 2 No style PaLM 2 Justification PaLM 2 Reciprocity

Automatic evaluation: Content (F1 scores)

ROUGE-1 0.24 0.24 (0.07) 0.12 0.12 (0.04) 0.13 0.13 (0.04) 0.13 0.13 (0.05)

ROUGE-2 0.03 0.03 (0.03) 0.01 0.01 (0.01) 0.01 0.01 (0.01) 0.01 0.01 (0.01)

ROUGE-L 0.21 0.21 (0.06) 0.08 0.09 (0.03) 0.10 0.10 (0.03) 0.08 0.08 (0.03)

BLEU 0.00 0.00 (0.01) 0.00 0.00 (0.00) 0.00 0.00 (0.00) 0.00 0.00 (0.00)

Automatic evaluation: Style (Debater API)

Evidence support (Pro; Con; Neutral) 0.99; 0.00;0.00 0.96; 0.02; 0.02 0.97; 0.02; 0.01 0.99; 0.00; 0.00

Argument Quality 0.54 0.76 0.74 0.76

Automatic evaluation: Readability (0 to 1 scale)

Flesch Kincaid Grade 6.40 6.00 (2.18) 15.07 15.35 (2.62) 15.90 16.3 (2.78) 12.53 12.5 (2.21)

Flesch Reading Ease 83.10 84.00 (10.41) 24.77 23.10 (14.73) 23.10 23.92 (15.61) 42.49 46.68 (12.45)

Gunning Fog 8.85 8.57 (2.05) 16.62 16.62 (2.70) 17.18 17.98 (3.22) 13.73 13.77 (2.26)

Smog Index 8.53 8.30 (2.39) 16.59 16.95 (2.29) 17.32 17.7 (2.34) 14.83 14.90 (2.37)

9 Error analysis 1241

9.1 Inspection of human evaluation scores 1242

The examples in Table 10 represent the counter- 1243

arguments generated by two models that scored 1244
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Model and Style
GPT3.5 finetuned - Justification***

 GPT3.5 finetuned - No style*** 

GPT3.5 finetuned - Reciprocity***

Koala finetuned - Justification 

Koala finetuned - No style

Koala finetuned - Reciprocity

Figure 10: Results from the human evaluation on various dimensions. Koala 13B-finetuned is seen to trail GPT-3.5 turbo-
finetuned outputs on all aspects of content, grammar, logic, relevance, and overall effectiveness, with a Bonferroni-corrected
statistical significance (p < 0.001).

Table 9: Inter-annotator reliability statistics. θ is the
average annotator accuracy across true-positives and
negatives (Passonneau and Carpenter, 2014).

Human annotation of argument quality
θ (Inter-annotator

accuracy θ)
Content 0.8395
Relevance 0.8859
Grammaticality 0.8831
Logic 0.8891
Overall effectiveness 0.8951

among the highest and the lowest on human evalu-1245

ations of their content quality. Starting with those1246

with the highest scores, the first PaLM-generated1247

counterargument addresses the risks of couchsurf-1248

ing. It scored a 4.12 in content, which was among1249

the highest scores. This high score correlates with1250

its effectiveness by providing concrete steps to mit-1251

igate identified risks, thus presenting a strong coun-1252

terargument that is both practical and relevant. Sim-1253

ilarly, in the second row, the GPT 3.5 fine-tuned1254

model obtained a high score, possibly because it1255

generated many strong arguments on the responsi-1256

bilities of businesses to provide their workers with1257

a livable wage. In the third row, the PaLM 2 model1258

prompted with justification appears to offer a list1259

of evidence to support its stance, and also scores1260

highly. Note, however, that, unlike the third row,1261

the first two rows do not appear to have adhered to1262

generating reciprocity-style counter-arguments as1263

per their prompt (second column).1264

The last three rows illustrate counter-arguments1265

with low scores. The fourth row demonstrates that1266

GPT 3.5 fine-tuned models were prone to gener-1267

ate incomplete counterarguments at times, which1268

scored low on content and effectiveness. The last1269

two rows suggest how making repetitive arguments 1270

can result in low content quality scores. For in- 1271

stance, the counterargument on language and com- 1272

munication generated by PaLM2 provides a broad 1273

statement on the complexities of language without 1274

directly addressing the original claim, which might 1275

explain the lower score. Yet, the low content qual- 1276

ity score may not necessarily penalize the overall 1277

effectiveness of the argument to stay on point. 1278

9.2 Inspection of ROUGE-L F1 scores 1279

In Table 11, we analyze counterarguments gener- 1280

ated by various models, evaluated on the ROUGE-L 1281

F1 metric, which measures the overlap of the gen- 1282

erated text with reference texts. Counterarguments 1283

from GPT-3.5, PaLM 2, and Koala 13B-finetuned 1284

with the highest and lowest scores are included, 1285

offering insights into their content quality as per- 1286

ceived through the lens of linguistic similarity. 1287

The GPT-3.5 model’s counter-argument on 1288

the one-size-fits-all education system received a 1289

ROUGE-L F1 score of 0.23, indicating some lexi- 1290

cal overlap with reference counterarguments. This 1291

argument offers an intricate and well-considered 1292

perspective on the topic, with a structured critique 1293

and pertinent questioning reflecting the reciprocity 1294

style. Similarly, the Koala 13B-finetuned generated 1295

counter-argument on ethical egoism holds the high- 1296

est score in the table at 0.30. The model may have 1297

a higher ROUGE-L F1 score due to its use of spe- 1298

cialized terminology and philosophical concepts. 1299

On the lower end, the PaLM2 model’s justification- 1300

style counterargument for the role of the US mili- 1301

tary includes evidence and a conclusion but perhaps 1302

lacks the lexical richness or the direct matching 1303
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Table 10: Error analysis for human evaluation scores.
Model Style Counterargument Overall Content

PaLM 2 Reciprocity

**Counterargument:**

While it is true that couchsurfing can be a great way to travel and meet new people, there are also

some risks involved, such as the potential for sexual harassment or assault. Hosts and surfers should

be aware of these risks and take steps to mitigate them, such as communicating openly and setting

clear boundaries. Additionally, hosts should be respectful of their surfers’ p

3.5 4.12

GPT-3.5 finetuned Reciprocity

most importantly , it ’s really about who should foot the bill to enforce a livable wage .businesses

can currently treat their workers poorly because the government has an obligation to

its citizens to enforce a livable wage .the issue is n’t that we have a too high of a living wage,

it ’s that business do n’t have a thumb to ensure their workers are n’t being exploited .

3.25 4

PaLM 2 Justification

While increasing congressional staffers’ salaries may address some concerns about brain drain and

lobbyist influence, it is not a comprehensive solution and may have unintended

consequences. Here are some counterarguments to consider:

1. **Increased Salaries May Not Solve Brain Drain**: Raising salaries alone may not be

sufficient to retain experienced staffers, as many leave for reasons beyond f

3.5 4

GPT-3.5 finetuned Reciprocity it depends on who the people and the - what the ’s are . 2.5 2.88

PaLM 2 Justification

**Counterargument:** While it is true that words should serve to promote communication, the argument

that language should be changed when it hinders communication is flawed. Language

is a complex and nuanced tool that can be used to express a wide range of ideas and emotions.

Sometimes, using indirect language or jargon can be more effective than using direct language.

For example, when giving neg

3.38 2.62

GPT-3.5 finetuned Nostyle

i think people do this because they have different ideas of what is fiscally conservative. obviously

one of the purest form of fiscal conservatism is just to have as little government

as possible , but many people who consider themselves economically conservative do not fall

into that category .i ’m making a somewhat arbitrary viewpoint here , but let ’s just say that

a non-zero amount of government should have a certain level of social safety nets .similarly,

i consider myself fiscally moderate ( pure fiscally neutral sounds silly for this aspect ) .i

do n’t think you should be makin a surplus or a defecit , but a zero overall balance isn’t

always ideal for business .

2.62 2.38

phrases that ROUGE-L F1 scoring favors, hence1304

the lower score.1305

The last two entries from GPT-3.5 finetuned1306

and GPT-3.5 show particularly low ROUGE-L F11307

scores (0.06 and 0.02, respectively), suggesting1308

minimal overlap with reference texts. These ar-1309

guments, discussing the negative consequences of1310

a society overly focused on comfort and safety,1311

and views on affirmative action, may offer unique1312

or less conventional perspectives, which could ex-1313

plain their low similarity scores. However, this1314

uniqueness doesn’t necessarily imply a lack of ar-1315

gumentative quality but may reflect originality in1316

response, which ROUGE-L F1 doesn’t capture.1317

Finally, a counterargument from Koala 13B-1318

finetuned regarding affirmative action also received1319

the lowest score of 0.02, indicating that its content1320

was significantly divergent from the expected re-1321

sponses. This could be due to a unique approach to1322

the topic, a misalignment with the reference texts,1323

potentially highlighting the model’s creative angle1324

or a misunderstanding of the topic.1325

In summary, these examples illustrate that while1326

ROUGE-L F1 scores provide a quantitative mea-1327

sure of linguistic similarity to reference counter-1328

arguments, they may not always align with the1329

substantive quality or originality of the content.1330

Models like GPT-3.5 and Koala-ft exhibit a range1331

of effectiveness in their counterarguments, with1332

scores reflecting both the ability to engage with1333

conventional discourse and the potential to offer 1334

novel perspectives. 1335
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Table 11: Error analysis for ROUGE-L F1 scores.
Model Style Counterargument ROUGE-L F1

GPT-3.5 Reciprocity

While a one-size-fits-all education system may initially seem like a solution to

the issues surrounding teaching and funding, it is necessary to consider the needs

and abilities of each individual child. How can a single system cater to the

diverse learning styles and abilities of students with different backgrounds

and experiences? Is it fair to deprive students of the opportunity to thrive

in an environment tailored to their needs? Additionally, implementing such a

system may stifle creativity and limit a teacher’s ability to adapt their

teaching methods to suit the needs of their class. Would it not be better to

focus on improving the quality of teaching

0.23

Koala 13B finetuned Nostyle

ethical egoism is the normative ethical position that moral agents ought to do what

is in their own self-interest .it differs from psychological egoism , which claims

that people can only act in their self-interest .ethical egoism also differs from rational

egoism , which holds that it is rational to act in one ’s self-interest .ethical egoism

holds , therefore , that actions whose consequences will benefit the doer can be considered

ethical in this sense .

/evidence: ["the ethical

0.30

PaLM 2 Justification

**Counterargument:** While it is true that the United States military is not

constantly engaged in direct combat to defend the freedom of its citizens, it

plays a crucial role in maintaining peace and stability in the world, which

indirectly contributes to the preservation of freedom.

**Evidence 1:** The presence of a strong military deters potential adversaries

from initiating conflicts, reducing the likelihood of war and protecting the

US from direct threats.

**Evidence 2:** The US military engages in peacekeeping and humanitarian missions

around the world, promoting stability and preventing the spread of chaos and violence.

**Conclusion:** While the military may not be actively fighting on the front lines

at all times, its and global presence contribute to the security and freedom

of the United States and its allies.

0.15

GPT-3.5 finetuned Nostyle i understand what you ’re saying but it ’s a moot point for the following reasons : 0.06

GPT-3.5 Justification

"While comfort and security may seem like ideal goals, their pursuit can lead to

detrimental consequences for individuals and societies. Research shows that the more

safety measures a society focuses on, the more it might be creating a weak and ill-equipped

generation that struggles to handle inevitable difficulties in life such as death or illness.

There is also increasing evidence of rising rates of mental illnesses and suicide among

individuals raised in such a system.

Moreover, the pursuit of financial and physical safety may actually undermine the society’s

long-term prosperity. For example, calls for universal basic income, free college education,

and raising the minimum wage may"

0.02

Koala 13B finetuned Reciprocity

i think the idea of affirmative action is a good one , but i think it should be done in a way

that is not discriminatory .i think that the idea of affirmative action is that it is a way

to level the playing field for people who have been discriminated against in the past .i think

that the idea is that it is a way to give people who have been discriminated against a chance

to succeed .i think that the idea is that it is a way to give people who have been discriminated

against a chance to succeed .i think that

0.02
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