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Learning models whose predictions are invariant under multiple environments is a promising
approach for out-of-distribution generalization. Such models are trained to extract features
Xinvy where the conditional distribution Y | Xj,, of the label given the extracted features
does not change across environments. Invariant models are also supposed to generalize
to shifts in the marginal distribution p(Xi,y,) of the extracted features Xi,,, a type of
shift we call an invariant covariate shift. However, we show that proposed methods for
learning invariant models underperform under invariant covariate shift, either failing to learn
invariant models—even for data generated from simple and well-studied linear-Gaussian
models—or having poor finite-sample performance. To alleviate these problems, we propose
weighted risk invariance (WRI). Our framework is based on imposing invariance of the loss
across environments subject to appropriate reweightings of the training examples. We show
that WRI provably learns invariant models, i.e. discards spurious correlations, in linear-
Gaussian settings. We propose a practical algorithm to implement WRI by learning the
density p(Xiny) and the model parameters simultaneously, and we demonstrate empirically
that WRI outperforms previous invariant learning methods under invariant covariate shift.

1 Introduction

Although traditional machine learning methods can be incredibly effective, many are based on the 4.i.d.
assumption that the training and test data are independent and identically distributed. As a result, these
methods are often brittle to distribution shift, failing to generalize training performance to out-of-distribution
(OOD) data (Torralba & Efros| 2011} Beery et al.| 2018} [Hendrycks & Dietterichl 2019; |Geirhos et al.l 2020)).

Distribution shifts abound in the real world: as general examples, we encounter them wh

en we collect test

data under different conditions than we collect the training data (Adini et al. [1997; Huang et al., [2006), or
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Figure 1: Top row: a Gaussian setup exhibiting both heteroskedasticity and invariant covariate shift. Note that
for invariant features xinv, p(y|Tiny) is the same across environments, while p(y|zspu) changes across environments,
following our causal model. Bottom row: we visualize the performance of different algorithms under this setup, and
find the WRI objective recovers a more invariant predictor than the other algorithms. Specifically, the WRI predictor
bases its predictions more on the invariant features x;n., and less on the spurious features xspu, so it learns a decision
boundary that is vertical in this case. The full parameters for this simulation can be found in Appendix E

when we train on synthetic data and evaluate on real data (Chen et al.| |2020; Beery et al.; [2020)). Learning
to generalize under distribution shift, then, is a critical step toward practical deployment.

To achieve generalization, a typical setup is to use multiple training environments with the hope that, if
the model learns what is invariant across the training environments, it can leverage that invariance on
an unseen test environment as well. An extensive line of research therefore focuses on learning statistical
relationships that are invariant across training environments (Ganin et al.| [2016} Tzeng et al.l [2017; |Li et al.|
2021). Of these, many works focus on learning an invariant relationship between the data X and labels Y,
as such relationships are posited to result from invariant causal mechanisms (Pearl, [1995; [Scholkopf et al.|
2012; [Peters et al.l 2016, [Rojas-Carulla et all [2018). Applying this idea to representation learning, several
works have found that learning features ®(X) such that the label conditional distribution p(Y|®(X)) is
invariant across training environments is an effective method for improving generalization to unobserved test
environments (Arjovsky et al.l [2019; Krueger et al 2021; [Wald et al., 2021; [Eastwood et al.| 2022).

Predictors that rely on conditionally invariant features can be seen as an optimal solution to the problem
of OOD generalization (Koyama & Yamaguchil, |2020). However, we demonstrate that existing methods for
finding these predictors can struggle or even fail when the conditionally invariant features undergo covariate
shift, a type of shift we call invariant covariate shift. We show that invariant covariate shift introduces two
types of challenges: first, it leads risk invariance objectives (such as |[Krueger et al.| (2021)) to incorrectly
identify the conditionally invariant features in a heteroskedastic settingﬂ and second, it adversely impacts the
sample complexity (Shimodaira), 2000) of recovering an optimal invariant predictor (in the style of |Arjovsky
et al| (2019)). For an illustration of these failure cases, see the learned predictors for VREx and IRM
respectively in Figure

In this work, we demonstrate how to mitigate the effects of invariant covariate shift by accounting for the
underlying structure of the data in our learning process. We propose Weighted Risk Invariance (WRI), where
we enforce invariance of a model’s reweighted losses across training environments. We show that under
appropriate choices of weights, models satisfying WRI provably achieve OOD generalization by learning
to reject spurious correlations, under a common model for learning under spurious correlations (Arjovsky

IThat is, where classification is more difficult in some instances than others.
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et al., |2019; Rosenfeld et al., 2020; |Wald et al.| [2021). To learn models that satisfy WRI in practice, we
introduce a method that alternates between estimation of reweightings (corresponding to densities in our
implementation) and optimization of a prediction loss penalized by an empirical estimate of WRI. We show
that solving for WRI recovers invariant predictors, even in the difficult setting of heteroskedasticity and
invariant covariate shift, where popular previously proposed invariant learning principles fail (Figure [1)).
Finally, we show that under invariant covariate shift, the WRI solution outperforms widely used baselines.

In summary, our main contributions are:

e We introduce an invariant learning method that uses weighted risk invariance to tackle invariant covariate
shift. We formally show that enforcing weighted risk invariance recovers an invariant predictor under a
linear causal setting (Prop. (1} Thm. .

e We propose WRI, an optimization problem for enforcing weighted risk invariance, and provide an algo-
rithm to solve WRI in practice via alternating minimization (§3.4).

o We verify the efficacy of our approach with experiments on simulated and real-world data. We find
that, under invariant covariate shift, our method outperforms widely used baselines on benchmarks like
ColoredMNIST and the DomainBed datasets. Moreover, our learned densities report when conditionally
invariant features are rare in training, making them useful for downstream tasks like OOD detection (§4]).

2 Preliminaries

2.1 Domain generalization

Domain generalization was first posed (Blanchard et al., [2011; Muandet et all 2013) as the problem of
learning some invariant relationship from multiple training domains/environments &, = {ej,...,ex} that
we assume to hold across the set of all possible environments we may encounter £. Each training environment
E = e consists of a dataset D® = {(x{,y{)};¢,, and we assume that data pairs (x§,yf) are sampled i.i.d
from distributions p.(X°,Y®) with x € X and y € 3/E|

For loss function ¢ : 37 x Y — R, we define the statistical risk of a predictor f : X — 37 over an environment
e as

RE(f) = Epo(xe,vey [L(f(x%), 5], (1)
and its empirical realization as
|D°|
1 e €
D] 2 )., )
i=1

Empirical Risk Minimization (ERM) (Vapnik} 1991 aims to minimize the average loss over all of the training
samples

LS R 3)

Rerm(f) =
|gtr|
e€tr

Unfortunately, ERM fails to capture distribution shifts across training environments (Arjovsky et al., [2019;
Krueger et al., 2021), and so can fail catastrophically depending on how those distribution shifts extend
to the test data. (Previous works point to cases where ERM successfully generalizes, but the reason is
not well understood (Vedantam et al.l [2021; |Gulrajani & Lopez-Paz| [2020), and its success does not hold
across all types of distribution shifts (Ye et al 2022; Wiles et al. [2021)).) In our work, we therefore aim to
learn a predictor that captures the underlying causal mechanisms instead, under the assumption that such
mechanisms are invariant across the training and test environments.

2.2  Our causal model

We assume that input X contains both causal/invariant and spurious components such that there exists
a deterministic mechanism to predict the label Y from invariant components Xj,,, while the relationship

2When the context is clear, we write the data-generating random vector X, output random variable Y, and their realizations
without the environment superscript.
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Figure 2: Causal graph depicting our data-generating process. The environment E is dashed to emphasize it takes
on unobserved values at test time.

between spurious components X, and label Y depends on the environment. More explicitly, we say that
Y L E | Xepu. The observed features X are a function of the invariant and spurious components, or
X = g(Xinv, Xspu), which we assume is injective so that there exists g'(-) that recovers Xspu, Xiny almost
surely. We represent this data-generating process with the causal graph in Figure From the graph, we
observe that p.(Y | Xinv) = ps(Y | Xiny) for any e, € € &, i.e. it is fixed across environments. On the other
hand, the distribution p.(Xspy | Y') is not fixed across various e € £ and we assume it may change arbitrarily.
We summarize these assumptions below.

Assumption 1 (Causal Prediction Coupling). A causal prediction coupling is a set of distributions P =
{pe}e, where each p. € P is a distribution over real vectors X = (Xiny, Xepu) and target Y that decomposes
according to

pe(ny) - pe(Xinv)p(Y | Xinv)pe(Xspu ‘ Y)

We call Xi,, and Xgpy the invariant and spurious components accordingly. The distribution p(Y | Xiny) is
fixed across all members of P.

Intuitively, we seek a robust predictor f where R¢(f) does not grow excessively high for any p. € P. Let us
focus on the square and logistic losses, so an optimal model with respect to p. predicts Y according to its
conditional expectation E,_[Y | X]. Focusing on couplings where p.(Xspu | ¥) can undergo large changes,
we observe that a guarantee on the worst case loss can only be obtained when f(x) does not depend on
Xqpu- This can be shown formally for the case of linear regression, by showing that any model f(x) = w'x
where wgpy # 0 can incur an arbitrarily high loss under some p. € P (Arjovsky et al., 2019; Rosenfeld et al.,

2020). Thus, we wish to learn a predictor that satisfies f(X) = f(Xiny) almost everywhere.

Restricted to such predictors, we observe two things. First, there is a single model that is simultaneously
optimal for all P, and this model is the predictor we would like to learn. Second, the worst-case loss of this
predictor is controlled by the loss of the most difficult instances in terms of Xy, since pe(Xiny) can shift
mass to these instances where the predictor incurs the highest loss. Following these arguments, we arrive at
definitions of a spurious-free predictor and an invariant predictor.

Definition 1. A measurable function f : X — Y is a spurious-free predictor with respect to a causal
prediction coupling P if f(X) = f(Xinv) almost everywhere. Considering the square or logisitic losses, we
call the optimal spurious-free predictor f*(x) = E[Y | Xiny = Xiny] the invariant predictor for short.

Invariant predictors, or representations, are usually defined as models that satisfy E, [Y | f(X)] =
E, , [Y | f(X)] for any e,e’ € £ (Arjovsky et al. 2019)E| For the settings we study in this paper, the
invariant predictor as defined in Definition |1| satisfies this property.

2.3 Invariant learning under covariate shift

Causal predictors assume there exist features Xj,, = ®(X) such that the mechanism that generates the target
variables Y from ®(X) is invariant under distribution shift; in other words, the conditional distribution
p(Y|®(X)) is invariant across environments (Scholkopf et al.| [2012; |Peters et all 2016]). This is similar
to covariate shift, where the conditional distribution p(Y|X) is assumed to be the same between training
and test while the training and test distributions p:.(X) and p(X) differ. However, while the covariate

3Demanding equality in distribution and not just expectation is also common.
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shift assumption refers to distribution shift in the covariates X, we study the case of covariate shift in the
conditionally invariant features Xj,,, which we call invariant covariate shift. For simplicity, we will also
call conditionally invariant features simply invariant when the context is clear, using terminology consistent
with previous works (Liu et al.l 2021a; |Ahuja et al., [2021)).

As a motivating example, consider the case where we have patient demographics X and diagnostic infor-
mation Y from multiple hospitals. Some demographic features, like whether a patient smokes or not, may
have a direct influence on a diagnosis like lung cancer. We can model these features as invariant features
Xinv- Under invariant covariate shift, although the distribution of smokers p(X;,,) can differ from hospital
to hospital, the relationship p(Y|X;,,) remains the same. Unlike regular covariate shift, which applies to
the entire covariate, the assumption here is more targeted: under regular covariate shift, we assume that the
conditional distribution given all the patient demographics p(Y'|X) is the same across hospitals. In contrast,
the assumption that only p(Y|X;,,) is the same across hospitals is more realistic.

Several popular works search for proxy forms of invariance in an attempt to recover the invariant features
from complex, high-dimensional data. Methods along this line include Risk Extrapolation (REx) (Krueger
et al., |2021)) and Invariant Risk Minimization (IRM) (Arjovsky et al.,|2019)). Unfortunately, these methods
are adversely impacted by invariant covariate shift, as we demonstrate in We will see there are two
types of challenges, namely: (1) the failure to learn an invariant predictor, even given infinite samples—this
is where methods like REx fail, even though they have favorable performance when there is no invariant
covariate shift; and (2) finite sample performance, where methods like IRM underperform when there is
invariant covariate shift, even though they are guaranteed to learn an invariant predictor as the amount of
data grows to infinity.

A classical approach to counteract the effects of covariate shift is importance weighting (Shimodairay, [2000)),
where the training loss is reweighted with a ratio of test to training densities so that training better reflects
the test distribution. Generalizing this concept, Martin et al.| (2023)) finds there are many choices of weights
that can help align the training and test distributions; that is, there exist many choices of weights «(x) and
B(x) such that

Ep,.xv) [ax)l(f(x),y)] = Ep,, (x.v) [BE)(f(x),y)]. (4)

Note that this equation reduces to importance weighting under density ratio weighting, or when [(x) =
Pte(X)/per(x) and a(x) = 1. Under this more general framework, density weighting, where 5(x) = pie(x)
and a(x) = py-(x), achieves a similar effect.

Our work studies the question of how to adapt reweighting to the case of invariant learning. Unfortunately, a
naive choice of weights, where the covariates of one environment are reweighted to match the distribution of
the other (i.e. importance weighting), will not provide the desired result in the scenario of invariant learningﬁ
In what follows, we show that for reweighting to be effective in this setting, it needs to explicitly account for
the density of X,y .

3 Density-aware generalization

3.1 Invariant feature density weighting

Consider choosing some set of weights a(Xiny), 8(Xiny) such that o (Xiny)Pe, (Xinv) = B(Xinv)Pe, (Xinv) (Martin
et al. 2023). This defines a pseudo-distribution ¢(Xiny) X @(Xiny)Pe; (Xinv) Over the invariant features. It
turns out that for spurious-free models f(x), even when we reweigh the entire joint distribution p.,(X,Y)
instead of the marginal distribution over Xj,, alone, the expected loss will still be equal to that over ¢(Xiny)
(up to a normalizing constant). This also holds when we do the reweighting on another environment, which
leads us to the following result proved in the appendix.

Proposition 1. Let Assumption |1 hold over a set of environments €& C P. If a predictor f is spurious-
free over £, then for every pair of environments e;,e; € &, their weighted risks are equal if their respective
weighting functions o and B obey a(Xiny)Pe; (Xinv) = B(Xinv)Pe; (Xinw)-

4This occurs because an invariant model on the original distribution may become not-invariant under the weighted data,
where distributions of covariates are matched across environments. It is easy to see this with simple examples.
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This result shows that this form of weighted risk invariance is a signature of spurious-free prediction, and it
is easy to verify that the optimal invariant predictor also satisfies this invariance. We formalize this notion
of invariance with the following definition.

Definition 2. We define weighted risk invariance between two environments e; and e; to mean that
IEpei(Xﬁi,Y“i) [a(xinv)é(f(x), y)] = Epcj (X% ,Y*¢) [ﬁ(xinvv(f(x)a y)] )

where a(Xiny)Pe, (Xinv) = B(Xinv)Pe, (Xinv). Weighted risk invariance over a set of more than two envi-
ronments means that weighted risk invariance holds for all pairwise combinations of environments in that
set. When one of the weighting functions is a density ratio of the invariant features, i.e. when either
a(xinv) = Pe; (Xinv)/pei (Xinv) and ﬂ(xinv) =1, or a(xinv) =1 and B(Xinv) = DPe; (Xinv)/pEj (Xinv)7 we say
this is density ratio weighting. When the weighting functions are invariant feature densities, i.e. when
(Xiny) = Pe; (Xinv) and B(Xiny) = Pe, (Xinv), We say this is density weighting.

However, weighted risk invariance alone is not enough to guarantee that a predictor is spurious-free. As
an example, the case where a(Xiny) = 8(Xiny) = 0 allows any predictor to satisfy weighted risk invariance
in a trivial manner, without excluding spurious features. To avoid these degenerate cases, we assume that
the reweighted environments are in general positionﬂ Then, as in previous work on principled methods
for learning invariant models (Arjovsky et al. [2019; [Krueger et al., [2021; [Wald et all 2021), we prove
that predictors with weighted risk invariance discard spurious features X, for OOD generalization under
general position conditions. We show this for the case of linear regression, where we have the following
data-generating process parameterized by wi,,, oy, and p;, X; for training environment i € [k]:

muv?

Y =wil Xiw + ¢, € NN(O,oi)

mv

(5)
Xspu =Y +n, ne~ N(Oa Ei)'

Theorem 1. Consider a regression problem following the data generating process of equation[3 Let € be a
set of environments with |E] > dsp, that satisfies general position. A linear regression model f(x) = w' x
With W = [Winy, Wepy| that satisfies weighted risk invariance w.r.t the squared loss must also satisfy Wepy, = 0.

For density ratio weighting, general position holds with probability 1.

This result shows that in a linear regression setting, solving for weighted risk invariance allows us to learn
a predictor that discards spurious correlations to generalize across environments. The general position
condition excludes cases such as a(Xiny) = B(Xiny) = 0 that reduce to a degenerate set of equations. We
further show that density ratio weighting achieves this non-degeneracy with probability 1, and we conjecture
that this holds for other choices of weighting functions.

3.2 Finding an effective weighting function

Each weighting function introduces different challenges to the learning process. Density ratio weighting has
the typical importance weighting limitation, where the support of the distribution in the numerator needs to
be contained in the support of the distribution in the denominator. In addition, density ratio weights tend to
have a high maximum and high variance, and as a result, lead to a high sample complexity—another known
issue of importance weighting (Cortes et al., 2010)@ Conversely, while the number of weights/constraints for
the general form of weighted risk invariance is combinatorial in the number of environments, density ratio
weighting only requires weights and constraints that are linear in the number of environments. (Intuitively,
this is because we set a reference environment, weighted by a = 1, and weight all other environments by a
density ratio that aligns them with the reference environment; we discuss this in more detail in our proof of
Theorem [1)).

In practice, we find this benefit is not computationally significant when the number of environments is
sufficiently small. Instead, we propose to use the invariant feature densities as the weighting functions. That
is, for two environments e; and e;, we use a weighted risk of

RE(f) = EPei (Xei,yei) [pej (Xinv)0(f (%), y)]

5See Appendix [A] for the full definition of general position.
6See Appendix IB| for more discussion.
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Figure 3: (a) We demonstrate the finite sample behavior of ERM, IRM, VREx, and WRI methods in the case
where the distribution shift is large. We sample data from the distributions shown in (b). Even as the number
of samples increases, ERM, IRM and VREx methods continue to select spurious classifiers while the WRI method
quickly converges to an invariant classifier.

so that weighted risk invariance means R (f) = R%“(f). There are several practical benefits to this
approach. For one, density weighting does not impose requirements on the support of the environments,
and allows for invariant learning over all regions of invariant feature support overlapm And although density
weighting uses a combinatorial number of constraints, the number of weighting functions we need to learn is
still equal to the number of environments. As another benefit, learning the invariant feature densities gives
us a signal indicating the distribution shift in invariant features across domains that is useful for downstream
tasks. We therefore choose the weighting functions to be the invariant feature densities, and more precisely
define weighted risk invariance as risk invariance with density weighting.

To enforce this weighted risk invariance, we propose to minimize the objective

Rwri(f)= > R(H+X D (ROG(f) = R(f)) (6)
e€lyr ei#ej,
eie;EE

The first term enforces ERM to ensure good average performance across the training environments. The
second term enforces weighted risk invariance, so we call it the WRI penalty term. Hyperparameter A
controls the weight of the WRI penalty.

3.3 Comparison to other invariant learning methods

Comparison to REx Risk invariance across environments is a popular and practically effective method
for achieving invariant prediction (Xie et al., 2020; Krueger et all [2021} Liu et al. |2021b; Eastwood et al.
that was formalized by REx (Krueger et al., 2021). Specifically, the VREx objective is a widely used
approach of achieving risk invariance, where the variance between risks is penalized in order to enforce
equality of risks:

Rvre:(f) = Rerm(f) + Avree Var({R (f), ..., R*(f)}). (7)

The variance between risks is equal to the average mean squared error between risks, up to a constant. Note
that the WRI penalty in equation [6] reduces to the VREx variance penalty under uniform weighting.

Under invariant covariate shift, risk invariance objectives can be misaligned with the goal of learning a
predictor that only depends on Xj,,. To illustrate this, consider a problem with heteroskedastic label noise
(where some instances are more difficult to classify than others (Krueger et al., [2021))). Under this setting,
invariant covariate shift results in a case where one training environment has more difficult examples than
the other. Then an invariant predictor would obtain different losses on both environments, meaning it
will not satisfy risk invariance. Figure [I] demonstrates this case, and shows that a risk invariance penalty
(VREx) does not learn the invariant classifier. In contrast, weighted risk invariance holds when there is both
heteroskedasticity and invariant covariate shift.

7Support overlap is necessary for invariant learning to meaningfully occur; this is a fundamental limitation of invariant

learning in general (Ahuja et al.| |2021), and violating this does not misalign the weighted risk objective. In non-overlapping
regions, the weighted risk would simply be zero, causing the ERM objective to take over.
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Figure 4: The WRI penalty is more sensitive to spurious classifiers than the IRM penalty under invariant covariate
shift. (a) We start with two data distributions (p1 and p2) and increase the distance between their means from 0 to
2 in the invariant direction, essentially creating invariant covariate shift ranging in degree from the diagram in (b)
to the diagram in (c). We then search through the set of challenging, slightly spurious classifiers with near-optimal
ERM loss, so that we must rely on the invariant penalty to reject these classifiers. We plot how the minimum IRM
and WRI penalties in these regions change as covariate shift increases.

Comparison to IRM IRM searches for the optimal predictor on latent space that is invariant across
environments. This work generated many follow-up extensions (Ahuja et al., [2021; |Lu et all 2021)), as well
as some critical exploration of its failure cases (Rosenfeld et al., 2020; |Ahuja et al., |2020; Kamath et al.,
2021; \Guo et al., 2021). The original objective is a bi-level optimization problem that is non-convex and
challenging to solve, so its relaxation IRMv1 is more often used in practice:

Riam(f) = Rerm(f) + Arv Y IVujw=1.0R (w - f)]3. (8)
e€&yy

Note that IRM uses the average gradient across the dataset to enforce invariance. This approach inherently
introduces a sample complexity issue: when invariance violations are sparse or localized within a large
dataset, the average gradient only indirectly accounts for these anomalies, requiring more samples to recognize
the violations. Empirically, we observe that even for a toy example, the sample complexity for IRM is high
under invariant covariate shift. We demonstrate this in Figure [3] where WRI converges to an invariant
predictor while IRM does not. (Note that REx does not converge to an invariant predictor either—but we
do not expect it to converge to an invariant predictor in this case, regardless of the amount of training data.)

In Figure[d we demonstrate how the average loss-based WRI penalty is more sensitive to invariance violations
than the average gradient-based IRM penalty. To create this figure, we start with a model that uses spurious
features and observe how the IRM and WRI penalties for the model change as we introduce covariate shift
to the invariant features. Ideally, the penalties should be consistently nonzero (regardless of the degree of
shift) as the model is not invariant. We see that the IRM penalty changes quite significantly as the invariant
covariate shift increases, while the change for WRI is less pronounced.

3.4 Implementation

Evaluating the WRI penalty requires weighting the loss by functions of the invariant features. However, we do
not have access to the invariant features—otherwise the invariant learning problem would already be solved.
In Appendix [C] we empirically show that for a simple case of our regression setting where we can compute
exact densities, optimizing for WRI on the joint features (rather than the invariant features) still leads to
learning invariant feature weighting functions. Unfortunately, density estimation on high-dimensional data
is notoriously difficult, and we often cannot compute exact density values in practice.

To tackle more realistic settings where we do not have exact density values, our approach must optimize for
weighted risk invariance while also learning the feature densities. We therefore propose to use alternating
minimization, an effective strategy for nonconvex optimization problems involving multiple interdependent
terms. We propose to alternate between a WRI-regularized prediction model and environment-specific
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density models. In one step, we keep the prediction model fixed and update a density model for each
environment; in the alternating step, we keep all density models fixed and train the prediction model.

We do not offer any convergence guarantees for this approach. Even so, our experiments support that
alternating minimization can recover an invariant predictor and density estimates effectively. Most of the
experiments in our main body focus on using WRI to learn an invariant predictor. However, in Appendix
we show that running alternating minimization on our regression setting recovers a close approximation
of the ground truth densities (up to a normalizing constant). We also find that the learned densities are
useful for predicting whether an input is part of the training invariant feature distributions or OOD in

Practical objective @ We want to avoid learning a representation where there is no overlap between
environments (corresponding to zero weights for all data points), so we introduce a negative log penalty
term to encourage high entropy and a large support for each environment. We observe empirically that
this term encourages overlap between environments. When our density model matches the true distribution
family of the features, the negative log term encourages a maximum likelihood estimate of the feature
distribution parameters.

To make the dependence of the weighted risk on the invariant feature densities explicit, we write the as-
sociated densities d® as a parameter of the weighted risk R¢% (f;d®). As in we denote the learned
representation as ®(x) so that f = g o @ for some predictor g. The full loss function is

LOFAAY) =) RSP +AY S (ROVG(f3d9) =R (f3d))* + B Epx) [~ logd*(2(x))]. (9)
ec&yr ei#ej, ec&yr
€i,e; e&ir
As in equation [} the loss is comprised of the ERM and WRI penalties, with an additional log penalty term
to regularize the learned representations. For full implementation details, refer to Appendix

4 Experiments

We evaluate our WRI implementation on synthetic and real-world datasets with distribution shifts, particu-
larly focusing on cases of covariate shift in the invariant features. In all of the datasets, we select our model
based on a validation set from the test environment, and we report the test set accuracy averaged over 5
random seeds with standard errors. Training validation selection assumes that the training and test data
are drawn from similar distributions, which is not the case we aim to be robust to (Gulrajani & Lopez-Paz,
2020)); test validation selection is more useful for demonstrating OOD capabilities (Ruan et al., [2021]).

Our major baselines are ERM (Vapnik, [1991), IRM (Arjovsky et al.| |2019)), and VREx (Krueger et al.,
2021). IRM and VREx are two other causally-motivated works that also search for conditional invariance
as a signature of an underlying causal structure. Because WRI shares a similar theoretical grounding, we
find it particularly important to compare our empirical performance with these works. Appendix [E] includes
comparisons with other non-causal baselines, as well as additional experiments and details.

4.1 ColoredMNIST

ColoredMNIST (CMNIST) is a dataset proposed by |Arjovsky et al.|(2019)) as a binary classification extension
of MNIST. In this dataset, digit shapes are the invariant features and digit colors are the spurious features.
The digit colors are more closely correlated to the labels than the digit shapes are, but the correlation
between color and label is reversed in the test environment. The design of the dataset allows invariant
predictors, which base their predictions on the digit shape, to outperform predictors that use spurious color
information. We create a heteroskedastic variant on this dataset, HCMNIST, where we vary the label flip
probability with the digit. We also create HCMNIST-CS, as a version of HCMNIST with invariant covariate
shift, by enforcing different distributions of digits in each environment. For a predictor to perform well on the
test set of these datasets, it must learn to predict based on the invariant features, even under heteroskedastic
noise (present in both HCMNIST and HCMNIST-CS) and invariant covariate shift (HCMNIST-CS). Finally,
we create ideal versions of these datasets where we simplify the image data to two-dimensional features of
digit value and color. (More details on how these datasets were generated can be found in Appendix )
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Table 1: Ideal HCMNIST digit and color penalty compari- Table 2: Accuracy on HCMNIST without covariate

son (x1le-3). shift and with covariate shift
Algorithm Dataset Digit Color Min Algorithm HCMNIST HCMNIST-CS Avg
WRI HCMNIST 0.0 4.7 Digit v ERM 53.8 £ 2.3 51.1 £ 0.9 52.4
HCMNIST-CS 0.0 0.8 Digit v IRM 67.2 £ 2.7 61.3 +£ 4.7 64.3
B
VRE HCMNIST 0.0 54 Digit v/ VREx 674 £ 2.3 58.2 + 2.3 62.8
* HCMNIST-CS 1.1 0.4 Color X WRI 75.1 + 2.9 74.7 + 3.8 74.9

Table 3: CMNIST OOD detection

Algorithm tpr@fpr=20% tpr@Qfpr=40% tprQfpr=60% tpr@fpr=80% AUROC

ERM 25.4 + 3.6 45.6 £ 2.8 64.7 £1.7 82.2+1.2 0.539+0.018
IRM 29.8 £ 3.2 46.8 £ 2.8 66.4 +£1.9 84.8+0.9 0.565+0.017
VREx 253 £ 2.5 435 £ 2.3 61.6 £1.5 80.8+1.1 0.52540.014
WRI 36.7 £ 6.7 54.1 + 5.8 68.1 +4.5 85.0+1.5 0.595+0.039

We use the ideal datasets to evaluate the WRI and VREx penalties with a predictor that uses only the digit
value (i.e. an invariant predictor) and a predictor that uses only the color (i.e. a spurious predictor), and
we report the results in Table [I| As anticipated, WRI registers zero penalty for the invariant predictor in
both the HCMNIST and HCMNIST-CS scenarios. In contrast, VREx registers zero penalty for the invariant
predictor on HCMNIST but a non-zero penalty on HCMNIST-CS, favoring the spurious predictor under
heteroskedasticity and invariant covariate shift.

We compare our method with all baselines on the image (non-ideal) data in Table [2l These results demon-
strate that WRI consistently performs well in both the heteroskedastic and the heteroskedastic and distri-
bution shift settings, while VREx and IRM show significant degradation under invariant covariate shift.

OOD detection performance of our learned densities To test the estimated invariant density from
WRI, we compare its utility as an OOD detector to the model confidences from ERM, IRM, and VREx. The
evaluation is conducted on a modified CMNIST test split with mirrored digits. Since the estimated invariant
density should be a function of the shape, we expect the invalid digits to have lower density estimates. We
compute AUROC values for each experiment and report the results in Table We observe that at all
computed false positive rates, the true positive rate is higher for our method; this means that our learned
density values are better for detecting OOD digits than the prediction confidences from other methods. For
more details, see Appendix

4.2 Real-world datasets from DomainBed

We evaluate our method on 5 real-world datasets that are part of the DomainBed suite, namely VLCS (Fang
et al., [2013), PACS (Li et al., 2017), OfficeHome (Venkateswara et al., [2017)), Terralncognita (Beery et al.,
2018), and DomainNet (Peng et al [2019). We run on ERM-trained features for computational efficiency, as
these should still contain spurious information as well as the invariant information necessary to generalize
OOD (Rosenfeld et al., [2022). In order to achieve a fair comparison, we evaluate all methods starting from
the same set of pretrained features. We report the average performance across environments on each dataset
in Table [l

While the WRI predictor achieves higher accuracy than the baselines, we find that the performances are all
similar. Methods like VREx that rely on assumptions like homoskedasticity may still see high accuracy on
datasets that fulfill those assumptions. We note that, in addition to generalization accuracy, our method has
the additional benefit of reporting when predictions are based on invariant features that have low probability
in training. Additional information and results on DomainBed are provided in Appendix
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Table 4: DomainBed results on feature data

Algorithm VLCS PACS OfficeHome Terralncognita DomainNet Avg
ERM 76.5 £ 0.2 84.7 £0.1 64.5 + 0.1 51.2 £ 0.2 33.5+0.1 62.0
IRM 76.7 £ 0.3 84.7£0.3 63.8 = 0.6 52.8 £ 0.3 22.7 £ 2.8 60.1
VREx 76.7 £0.2 848 £0.2 64.6 £ 0.2 52.2 £ 0.3 26.6 £ 2.1 61.0
WRI 770+ 0.1 852 +0.1 64.5 + 0.2 52.7 + 0.3 32.8 £ 0.0 62.5

5 Related works

Invariant learning Much of the causal motivation for invariant learning stems from Scholkopf et al.| (2012)),
who connected the invariant mechanism assumption to invariance in conditional distributions across multiple
environments. Since then, invariant learning works have found that the invariant mechanism assumption
results in additional forms of invariance, including invariance in the optimal predictor |Arjovsky et al. (2019)
and risk invariance under homoskedasticity (Krueger et al) 2021). Uncovering the underlying invariant
mechanisms through explicit causal discovery (Peters et all [2016) can be difficult to scale up to complex,
high-dimensional data, so a significant branch of invariant learning instead leverages these additional forms
of invariance to recover a predictor based on invariant mechanisms. While these methods do not provide all
the guarantees typically offered by methods in causal discovery, they are faster and simpler in comparison,
and can still provide theoretical guarantees for certain causal structures.

Learning theory provides another framework for understanding invariant learning. The seminal work of
Ben-David et al| (2010) shows that the risk on a test environment is upper bounded by the error on the
training environment(s), the total variation between the marginal distributions of training and test, and
the difference in labeling functions between training and test. While the first term is minimized in ERM,
the second term motivates learning marginally invariant features U(X) such that p.(¥(X°¢)) is invariant
across e (Pan et al. 2010; Baktashmotlagh et al., 2013; |Ganin et al., 2016; [Tzeng et al., [2017; Long et al.
[2018} |Zhao et all 2018), and the third term motivates learning conditionally invariant features ®(X) such
that p.(Y¢|®(X€)) is invariant across e (Muandet et al. 2013; Koyama & Yamaguchi, [2020). Observing
the importance of both approaches, several works even attempt to learn features that are both marginally
and conditionally invariant (Zhang et al) 2013} [Long et all, [2015} [Li et all, [2021} |Guo et al] [2021). Our
work follows a similar vein: we focus on learning conditionally invariant features, under the assumption that
these align with the underlying causal features, but we also reweight the conditionally invariant features to
mitigate any shift in their marginal distributions.

Importance weighting methods Starting from the early and influential method of importance weighting
Shimodairal, [2000), many methods for dealing with covariate shift use some form of weighting approach
Martin et all) [2023). Weighting methods work by weighting the loss with a density ratio of test features
to training features (Shimodairal 2000; Huang et all 2006), or vice versa (Liu & Ziebart, [2014). However,
these methods assume that the support of the features in the numerator is contained in the support of
the features in the denominator. Further, they can perform poorly when the density ratio is large (i.e. in
areas where the features in the denominator are much more rare); these large values lead to high variance
and low effective sample size in the density ratio estimator (see Appendix . For this reason, we propose
density weighting rather than density ratio weighting, as density weighting is not limited by the support
of any feature distribution and leads to better performance in practice, as established by
. Alternatively, we can also overcome the density ratio support limitation with a generalized form of
importance weighting (Fang et al., 2024]).

Density estimates for downstream tasks Density estimates are useful for a variety of downstream
tasks. They serve as an intuitive measure of epistemic uncertainty (Hillermeier & Waegeman, 2021): in
our work, the invariant feature density estimates approximate how much reliable (spurious-free) evidence we
have in the training data. As a result, our density estimates are useful for detecting when samples are OOD,
along the line of previous/concurrent work (Breunig et al.| 2000; |(Charpentier et al.l 2020} Peng et al.l 2024]).
In general, density estimates are useful for building trustworthy systems, and they can be leveraged for both
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fairness (Cho et al., 2020; Balunovié et al., 2021)) and calibration (Kuleshov & Deshpandel [2022; Deshpande
& Kuleshov, [2023; Xiong et al., [2023).

6 Discussion

Limitations of our method The invariant feature weighting functions in WRI allow its solutions to be
robust to the case of heteroskedasticity and invariant covariate shift. However, these weighting functions
are constrained by the invariant feature densities of each environment; we do not have access to these
densities in practice, and can only recover an estimate of that density through alternating minimization.
Future work could focus on better understanding the optimization process (in the style of |Chen et al.
(2022} 2024))), with the goal of recovering the invariant feature densities with more rigorous guarantees. We
believe that an accurate invariant feature density estimate would be useful for reporting the confidence of
predictions during deployment. In general, the question of how to better quantify the uncertainties of domain
adaptation/generalization models remains an open line of research.

Limitations of invariant prediction Invariant prediction methods assume there exists some general-
izable relationship across training environments, but there are cases where it is impossible to extract the
relationship. Notably for linear classification, |[Ahuja et al.|(2021) proves that generalization is only possible
if the support of invariant features in the test environment is a subset of the union of the supports in the
training environments. For this reason, it is important to report when we are given data points that are rare
in the invariant feature distribution; then, users know when a model is extrapolating outside of the training
domain.

Broader impacts Compared to other invariant learning methods, our WRI method offers the additional
benefit of providing density estimates that allow a level of OOD detection, which can be useful in safety-
critical situations. In general, we believe these estimates provide a useful measure of epistemic uncertainty
that is not usually present in domain generalization methods.

7 Conclusion

Our work demonstrates the utility of weighted risk invariance for achieving invariant learning, even in the
difficult case of heteroskedasticity and invariant covariate shift. We proved that weighted risk invariance
is a signature of spurious-free prediction, and we further proved that enforcing weighted risk invariance
allows us to recover a spurious-free predictor under a general causal setting. We proposed an efficient
and useful method of weighting by the invariant feature densities, WRI, and we introduced an algorithm to
practically enforce WRI by simultaneously learning the model parameters and the invariant feature densities.
In our experiments, we demonstrated that the WRI predictor outperforms popular baselines under invariant
covariate shift. Finally, we showed that our learned invariant feature density reports when invariant features
are outside of the training distribution, a useful signal for the predictor’s trustworthiness.

8 Reproducibility Statement

The code for generating the figures and empirical results can be found at https://github.com/ginawong/
weighted_risk_invariance/.
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A Proofs

Proposition 1. Let Assumption 1| hold over a set of environments € C P. If a predictor f is spurious-
free over £, then for every pair of environments e;,e; € &, their weighted risks are equal if their respective
weighting functions a and 3 obey (Xiny)Pe; (Xinv) = B(Xinv)Pe; (Xinv)-

Proof. The weighted risk for environment 1 is given by

/ / / Xlnva Xspu y) . g(f(xinva Xspu)a y) ' Oé(X) : dxspu dXinv dy

If f and « are invariant, then we can transform this integral as follows.

/ / / Xlnvv Xspu7 y) . E(f(xinva Xspu)a y) . a(xinv) : dxspu dxinv dy
/ / X11r1v y) : a(xinv) / D1 (Xinv; Xspu y) : dxspu d Xiny dy

Xspu

/ / X1nv y) : a(XinV) *P1 (Xinvay) dxinv dy

Xinv

/ / va y) : a(Xinv) *P1 (y‘ Xinv) D1 (Xinv) dxinv dy "

Similarly, if § is invariant, then the weighted risk for environment 2 is given by

/ / X1nv ) ﬁ(xinv) *P2 (y| Xinv) * P2 (Xinv) . dxinv dy (A2)

Because p.(y| Xiny) is the same for all e, then equation and equation are equal if o(Xiny)p1 (Xiny) =
B(Xinv)P2 (Xinvy)- O

To show that weighted risk invariance leads to OOD generalization, we must first make an assumption on
the diversity of our training environments. We give a definition for general position in a similar style to
previous works (Arjovsky et al., [2019; [Wald et al., 2021)).

Definition A.1. We are given a set of k environments such that ( ) > 2dgpu, Where dgpy is the dimension
of spurious features. Each environment i has a weighted covariance ¥/ and a weighted correlation p*/ with
another environment j. We define these as

Yid = Ep, (xi,v4) [XXT Qj (xinv)]
pt? =2 Ky (xi vy [Xyou;(Xiny)] -
We say that this set of environments is in general position if for any scalar v € R and all nonzero x € R%»u,

dim(span({(Z* — 7)) x +y(u™ — 17"V} jem)) = dspu- (A.3)

With this definition, we proceed to show that for a set of environments in general position, a linear regression
model that satisfies weighted risk invariance must be spurious-free.

Theorem 1. Consider a regression problem following the data generating process of equation[5. Let € be a
set of environments with || > dgp, that satisfies general position. A linear regression model f(x) = w' x
With W = [Winy, Wspy| that satisfies weighted risk invariance w.r.t the squared loss must also satisfy Wgp, = 0.
For density ratio weighting, general position holds with probability 1.
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Proof. Assume we have weighted risk invariance between environments 1 and 2, so

/ / / Xan7 Xspu] - y)2 ‘P1 (Xinva Xspus y) : a(xinv) . dxspu dXinV dy

spu

/ / / va» Xspu] - 9)2 *P2 (XiHV7 Xspu; y) . B(Xinv) . dxspu dXinV dy

Xinv <pu

When we expand the square, the left hand side becomes

</ / / X111V7 Xﬂ;pu] [me X%pu] * D1 (X1nv7 Xspu y) (va) d Xspu d Xinv d > w
Xinv 7 Xspu

f2w//

/ / / y - P1 X1nv7 Xspua y) : a(xinv) : dxspu dxinv dy
Xinv Y Xspu

/ me Xspu]y D1 (Xlnva Xspus y) (va) d Xspu d Xinv d
Xspu

We define

/ / / XIHV7 Xspu] [XIHV7 Xspu] D1 (XIHV7 Xspu y) ' a(xinv) -d Xspu d Xinv dy

spu

/ / i Xepu invs Xepul "+ 91 (Kis Xapu) - (3iav) - dXep @ Xiny

—2/ /.
/ / / Y2 - 1 (Xinvs Xspus ¥) * @(Xiny) * d Xspu dXiny dy
/ / ¥ - p1(Xinv, ¥) * (Xiny) * d Xiny dy,

Xiny

/ Xan7 Xspu]y D1 (XIIIV7 Xspu7 y) : a(xinv) : dxspu dxinv dy
spu

(A4)

with analogous definitions for ¥2!, 421, and ¢?!. Then equation can be written more succinctly as

wTSh2w o wT b2 b2 = wT 32w — w20 4 21

We decompose the quadratic term 212 into invariant, spurious, and mixed components:
nh2 . . T . ) d dx:
- 1mnvs Spu 1nvs Spu 1mvs Spu mv Spu mv
[Xinv, Xspul[Xinv, Xspul " * P1(Xinvs Xspu) * @(Xiny) - dXspu dX
Xinv Xspu
Xinv X Xinv X
/ / §|Pu ‘P (Xinvyxspu) : a(xinv) : dxspu dXinv
Xinv 7 Xspu Xspu X Xspu Xspu

= / |:va x 8:| D1 (Xlnv) : Q(Xinv) : dxinv

+/ / |:0 X XT :| ‘D1 (XiHV7XSpu) : a(xinv> : dxspu dxinv .
Xinv / Xspu spu

spu

X XT

inv Xg

/ / 0 PR py (Xinw Xspu) : a(xinv) : dxspu d Xiny .
X, Xepu [Xspu Xin

+
1nv 0 0 0 1,2
|: 0:| |:0 21,2:| + Emix'

spu
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We break down the third term Y12

e in more detail, following the data-generating process for Xgpy.

X XT
inv {gpy
mz;v / / X 0 PRy (Xinva Xspu) : O‘(Xinv) : dxspu d Xiny
Xinv v Xspu Xspu

T,T T.T T
/ / / 0 Xinv M Xiny Winy T Xinv #; €+ Xinv 1)
T T T
Xinv 1nv Xinv Hi Xiny HEMG Xiny 1 Xipy 0

—.p1(e) - p1(n) - P1(Xiny) - O4(>(ir;v) - dn de dXiny

0 Xinv v Wi
:/ |: T T " ,ul Om m :l ‘P1 (Xinv) : a(xinv) . dxinv
v

Xj
Xinv inv i X
/ Xinv

XII]V
/ / |:’I7X 7 :| pl(n) pl(xlnv) . (Xinv) . dn dxinv~

/ |:MZ Xinap“i:| -€-P1 (8) -1 (Xinv) . a(xinv) - de dXipny

Both € and 7 are mean-zero random variables that are independent of X;,,. This means the second and third
terms go to zero, leaving us with only the first term. We further decompose the first term, now explicitly
labeling the dimensions of the 0 submatrices for clarity.

El 2 — Idinv Odinv x1 2172 Idinv Odinv >1<_dspu
—1 Y
i Odspu ><dimv /”L'L e Oleinv lu’l

where

Xinv Winv Xinv 01 x1

_ [0d xdye V2
- (Vl,Z)T lel )

T Xinv being a dj,y-dimensional column vector.

04 . Xiny (WE )T x5
qui;i“w _ /X |: = dmv*xdmv_r 1nv( mv) 1nv:| P (Xinv) . a(Xinv> . dxinv

with v12 = xj, (Wh)

We also separate the linear term p!+? into invariant and spurious components:
—2/ / / Xan7 xspu]y P1 (Xan7 Xspu7 y) : a(xinv) : dxspu dxinv dy
lnv spu
—2/ / XlIlV7 / D1 (Xil’lV7 xspua y) : a(Xinv) : dxspu dXinv dy
Xinv Xspu

+ 2/ / 0 Xspu / P1 (xinvv Xspus y) : a(xinv) - d Xiny dXspu dy
Xspu

Xiny

72/ / Xlnva O]y D1 (y| Xlnv) D1 (Xlnv) . a(xlnv) dxlnv dy

Xiny

+ 2 / / 0 xipu / P1 (xinva Xsp117 y) . O[(Xinv) : dxinv dxspu dy
Xspu Xinv

:[u’ir;v’ 0] + [07 u’sf)u]'

Finally, we break down the constant term c'2.

/ / y *P1 vaay) (va) dxinv dy
:/ / y2 *P1 (y| Xinv) ‘D1 (Xinv) . a(xinv) : dxinv dil/
yJx
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Given the condition on the weighting functions a/(Xiny)p1 (Xinv) = B(Xinv)P2 (Xiny), it is clear that Eilrf, = Eizr;i,
vi2 =2l b2 =20 and 12 = 21 With this information, we define v := 2w v12 — 1 and simplify
equation to

)" )T Wepu - (A.6)

T 1,2 1,2 — w! 2,1 2,1
Wspu Espu WSPU +’Y(:u’spu WSPU - wspu Espu WSPU +’Y(:u‘spu

Since equation holds for each pairwise combination of environments, then
T i ; ” T - o
Wspu(zg‘.gu - nglu) Wspu +’Y(/1’;pju - Mg;u) Wspu = 0 VZ,] € [k] (A7)

We define the (g) X dspy matrix

S S o T
Wspu(zs7u - 2sf)u) + V(Msf)u - /Lsi)u)
M = .
Whu (S5t = B F it — sk )T

The environments are in general position, so matrix M is full rank for any nonzero wgy,. That means that
there is no nonzero vector x that solves
Mx=0. (A.8)

If there is no nonzero solution to equation then there is no nonzero wyp, that solves equation[A.7} Thus,
equation implies that wgp, = 0. O

We now examine the case of density ratio weighting. For a pair of environments i’ and j’ with the weighting
constraint o (Xiny)pe, (Xinv) = [3(xinv)pej,(xinv), we let a(Xiny) = 1 so that 3(Xiny) = pe,, (xinv)/pej/(xinv).
The weighting function a no longer depends on an environment-specific distribution; instead, it is the same
for all pairs of environments that include environment i’. This weighting allows us to give an additional
result based on a smaller set of equations centered around environment 7’

Under density ratio weighting, covariance X1% is identical for all environment indices 4, as is mean p'+*. This
means that if we generalize equation [AZ6] to all environment pairs with environment 1, the left hand side of
the equation is identical. Then for some scalar ¢t € R,

W;rpu Z:I)lu Wspu +7(:u:)plu)—r Wspu = t Vie [k] \ L. (Ag)
This system of equations can be written as a k x dgp, matrix

WL ShL ()T 1

W | e S T (ue)T 1

Wou S T ()T 1
The steps by which the density ratio weighting simplifies matrix M to M’ should illustrate how our general
position definition can also be stated more simply under this weighting, in line with the definitions given by
similar works. Then, a straightforward application of Theorem 10 of |Arjovsky et al.| (2019) or Lemma S4 of
Wald et al.| (2021)) gives our final result: that the subset of environments in our setting that are outside of
general position has measure zero.
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B On the sample complexity of different weighting functions

Our work differs from other works on weighting to mitigate distribution shift. We are the first to propose
weighting by functions of the invariant features; this allows us to use weighted risks to recover a spurious-free
predictor under shift, whereas most forms of weighting only focus on mitigating shift, without any invariant
learning mechanisms. Still, work on the generalization bounds of importance weighting (to mitigate shift)
can be readily extended to our case. In this section, we use the arguments of |Cortes et al.| (2010)) to show
that convergence guarantees are improved by selecting weights with a lower variance and lower maximum
value. This result explains some of the benefits of using density weights over density ratio weights.

We fix f € H, where H denotes the hypothesis set under consideration. For some weighting functions o and
B such that a(x)pe, (x) = B(X)pe, (x), we define the weighted risk over two environments e; and e to be

R(f) = Ep,, (x.,v) [(x)(f(x),y)] = Ep, (x,v) [B(x)(f(x),9)]. (B.10)

The empirical weighted risk is defined to be

Ralh)= 57 3 aGAS(0.0). and
) x’fED” (B.11)
Ralf) =5y o BRISC.0)

Following the proof of Theorem 1 from |Cortes et al| (2010), we assume that £(f(x),y) € [0,1]. we de-
fine a random variable Z, = a(X){(f(X),Y) — R(f) where X,Y are drawn from p.,. Then, ¢%(Z,) =
Ep., (x.v) [02(x)0%(f(x),y)] — R(f)*. Applying Bernstein’s inequality yields

Pr[R(f) = Ra(f) > €] < exp (20_2(21%125\4&/3), (B.12)

where M, = max{l,sup, a(x)}. Setting ¢ equal to the bound from Eq. (B.12) and solving for ¢, it follows
that with probability at least 1 — ¢ the following bound holds for any ¢ > O:

M, log % N M2log” N 202(Zy)log 3
3|De, | 9De, [? De, |

(B.13)
2M, log 3 202(Zy)log 3
= 3D, De,|

Following the same steps, we get a bound for ‘R( ) —Re(f )’ If we combine these events with the union
bound, then the probability of both of these bounds holding is at least 1 — 24.

Note that for density ratio weights, the maximum values M, and Mg can be large (e.g. when a sample is
much more rare in one environment than another); this also leads to the variances 02(Z,) and 02(Zz) being
large. In contrast, density weights tend to have a lower maximum value and lower variance.

We emphasize that this section does not provide a sample complexity bound for our method; it should be
treated as a exploratory comparison of different weighting functions only, with the caveat that our result
relies on several assumptions that would not hold in practice. We fix the hypothesis f, but it would typically
be learned from training data. We also assume the optimal weighting functions are known, when these would
need to be learned from the data/trained model as well.
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C Optimization of WRI for the 2D Gaussian case

In the main body of the paper, we show that for a set of invariant weighting functions, weighted risk invariance
is a necessary and sufficient condition for spurious-free prediction. This demonstrates the importance of
correcting for invariant covariate shift, and extends the importance weighting method to the invariant learning
setting. However, we encounter a chicken-and-egg problem in the implementation of our method; specifically,
that we weight by the density of the invariant features, without having access to the invariant features in
practice. At best, we only have access to the density of the joint features, both spurious and invariant.

In this section, we show that for a 2D case of our regression setting in equation [5| optimizing for WRI
leads us to learn a model that discards the spurious features, even when we start with the density of the
joint features. In particular, we see from Figure [C:I] that optimizing for risk weighted by the joint feature
density eventually leads to the weights on the spurious features going to zero, leaving only the weights on
the invariant features.

1.0
—— WRI (initial weights all spurious)
—-==_WRI (initial weights equal)
—— ERM (initial weights all spurious)
0.8 —--- ERM (initial weights equal)
=)
9]
N
g
5 0.6 1
£
e
Ry
:
n 0.4 1
=3
=)
5
Q
(7]
0.2 1
0.0 T

0 2000 4000 6000 8000 10000
Training epochs

Figure C.1: Given data of the form [Xinv,Xspu] following our setting in equation |5, we train a model with a two-
parameter feature layer, where one weight scales the invariant features and one weight scales the spurious features.
For both the WRI and ERM methods, we do two initializations where we initialize the model with equal feature
weights and with weights on the spurious features only. We find that optimizing WRI always leads to the spurious
weights going to zero, whereas optimizing ERM converges to nonzero spurious weights.

C.1 Experiment details

The data generation process for this experiment follows equation |5, where each data point X = [Xinv, Xspu]-
This data is then used to train a two-layer linear model, where the feature layer has two weight parameters:
one weight for the invariant features, and one for the spurious features. The model layers do not have any
activation functions, so they are straightforward linear transformations.

To decouple our investigation from the difficulties associated with density estimation, we assume that X,
is Gaussian-distributed. In this way, we have a closed form solution for the density of the features. When
we optimize for WRI, we therefore weight by the exact feature density.

We use this setup to optimize for both the WRI and ERM methods. To start, we initialize the model
with either equal feature weights (where the invariant and spurious feature weights are equal), or with the
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zero invariant feature weight (so all the weight is on the spurious features). We find that, regardless of
initialization, the WRI-trained model learns to reject the spurious weight. This means that as the model
trains, we learn to weight by an invariant feature density and predict from the invariant features only. The
ERM-trained model, on the other hand, never reaches a nonzero spurious weight.

C.2 Discussion

The results of Figure [C.J] are promising evidence that invariant feature reweighting can be realized in a
practical implementation, even though we only have access to the input data and not the invariant features.
However, please note that we only show this for a specific case of our regression setting, where the invariant
and spurious features are easily separable and the invariant features Xj,, follow a Gaussian distribution. If
we were to run this experiment on data from an unknown distribution, the results would be less clear: our
weighting functions would depend on how correctly we can estimate feature density, an inexact operation in
high dimensional cases.
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Algorithm D.1: WRI with model-based density

Parameters:
n: total number of optimization steps
w: density update frequency
ng: number of density update steps

initialize random model weights for f and d°¢ for all e € &,
initialize Adam (Kingma & Ba, |2017) optimizer for f
initialize Adam optimizer for d¢
fori=1...ndo
sample featurized minibatch from all environments
compute £ equation |§I on minibatch and step f optimizer
if 1 — 1 is a multiple of w then
repeat ny times
sample featurized minibatch from all environments
compute £ on minibatch and step d° optimizer

D Implementation details

When the optimal invariant predictor was first introduced with IRM, it was first motivated as a constrained
optimization problem that searched over all spurious-free predictors for the predictor with the lowest training
loss. The practical objective IRMv1 was then introduced, where the constraint was approximated by a
gradient penalty. Many follow-up works took a similar path, where a penalty is used as some form of
invariance constraint. Our penalty is weighted risk invariance; according to our theory, models with zero
weights on spurious features will satisfy the WRI constraint. Therefore, a learning rule that finds the most
accurate classifier satisfying WRI will learn an optimal hypothesis that relies on the invariant features alone.

We implement this learning rule with alternating minimization; our specific algorithm is described in Al-
gorithm and a graphical representation of our network architecture is shown in Figure This is
a complex optimization procedure, and we do not derive guarantees on its convergence to invariant repre-
sentations in this work. We simply motivate this implementation with the knowledge that a spurious-free
predictor would minimize the WRI penalty, which we optimize for when the penalty coefficient in equation 0]
is sufficiently large. We test that optimizing WRI on the observable joint feature density still focuses model
weights on the invariant features in Appendix[C] In the main body of the paper, we empirically show that our
objective is effective at recovering a generalizable predictor, as well as density estimates with a meaningful
signal for OOD detection. Later in this section (Appendix , we also test the quality of our density
estimates for a 2D case of our regression setting in equation

D.1 Optimizing WRI leads to invariant features

To provide additional intuition on why optimizing for WRI leads to learning invariant features, let us
consider trying to reweight a representation ®(X) that is not invariant. Specifically, assume that for two
environments, p1(Y | ®(X)) # p2(Y | (X)). In what follows, we demonstrate why WRI would reject such
a representation. We focus on density ratio reweighting for simplicity, so that p = p1(®(X)) - p2(Y | 2(X))).

To satisfy invariance under this reweighting, we must have (Y | ®(X)) = p1(Y | ®(X)). Clearly this does
not hold, since (Y | ®(X)) = p2(Y | (X)), and this lack of invariance can be identified from data under
mild assumptions on overlap. Therefore, enforcing this type of weighted invariance constraint (i.e. matching
of the conditionals p1 (Y | ®(X)) and the density ratio weighted distribution p(Y | ®(X))) would rule out
a non-invariant representation ®(X). Conversely, an invariant representation would naturally satisfy this
constraint.

The gap between this constraint and weighted risk invariance lies in the fact that we only enforce invariance of
the risk, not the full conditionals (we do this because imposing risk invariance is more tractable in practice).
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Figure D.2: Graphic overview of our network architecture. The red lines indicate back-propagation paths for
components that impact the first two terms. The blue lines indicate the paths for the last two terms.

While the two are not equivalent, there are cases where they coincide. For example, Theorems 1 and 2 and
the experiments of [Krueger et al.| (2021) support the claim that risk invariance learns an invariant predictor.

A subtle but important point is that these theorems presuppose the existence of a risk invariant predictor.
Under the invariant covariate shift we consider, some invariant features must be discarded to obtain a risk
invariant predictor (e.g. in the 2D Gaussian case, a risk invariant predictor would have to discard the causal
feature completely). With weighted risk invariance, this issue is alleviated. By using (for example) density
ratio reweighting, the optimal invariant predictor becomes risk invariant again.

D.2 Practical strategies

We observe that the magnitude of the WRI regularization term from equation [J] varies significantly in
practice, making it difficult to choose a good value for A. This is true even when the true invariant density is
known. We employ two strategies to deal with this. First, we constrain the density model to predict values
within a pre-defined range by applying a sigmoid activation on the final prediction with constant scale and
shift factor. Additionally, we divide the WRI term by the average negative log-likelihood, which also helps
to decouple the empirical risk from the WRI regularization term.

We allow different optimization parameters for the prediction model and density estimation models. Both op-
timizers have a different learning rate, weight decay, batch size, and A penalty. (The range of hyperparameter
values we use are provided with the DomainBed details in Appendix )

D.3 Density estimation quality

Optimizing WRI with exact feature density values successfully recovers an invariant predictor, as we show
in Appendix [C] Yet, density values are often estimated with some inaccuracy in practice. In this section,
we investigate the accuracy of our alternating minimization method in estimating feature densities. We use
the Gaussian case of our regression setting in equation [ as detailed in Appendix [C] Combining this with a
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linear model for feature learning provides a closed-form solution for the feature density that we can compare
against our estimated densities at each alternating step

Learning the parameters of a density model When we know the distribution family we are estimating
the densities of, we should set up our density estimation model so that we are learning the parameters of
the same distribution. In this case, the log penalty pulls us toward a maximum likelihood estimate of the
parameters that would generate the observed feature densities.

Learning an unconstrained density estimation model When we make no assumptions about the
distribution family, we opt to use a multilayer perceptron (MLP) to model our unnormalized density models,
with a sigmoid activation function to limit the minimum and maximum output. As we specify in equa-
tion [0} we fit our density models with the sum of the WRI penalty and a negative log penalty. The WRI
penalty attempts to fulfill the weighted risk constraint (where learned weighting/functions « and 3 satisfy
(X)pe; (Xinv) = B(X)Pe; (Xinv)). Since the total mass is not fixed with this model, the log penalty primarily
acts as a regularization to disincentivize low estimates.

After the density models are trained and the unnormalized density estimates computed, we scale the den-
sity estimates by a constant of proportionality C' to obtain proportional density estimates, where C is the
scalar that minimizes the mean squared error (MSE) between the estimated and exact densities. We then
normalize the MSE between the proportional density estimates and the exact densities, so that an error of
one corresponds to a density estimator that predicts a constant (which would reduce the WRI penalty to
the VREx penalty). We show how the normalized/relative MSE of the proportional density estimates goes
down as we train in Figure [D.3]

2.00

—— C-d*®! error
—— C-d®? error

1.75 )
------ constant density error

1.50 1

1.25 1

T 00 R e e

0.75 1

0.50 1

Proportional density relative MSE

0.251

0.00

0 1000 2000 3000 4000 5000
Training epochs

Figure D.3: Under alternating minimization with an unconstrained density estimation model, the relative MSE of
the proportional density estimates goes down over time.

Where are density estimates expected to be accurate? To understand how the accuracy of the den-
sity estimates is impacted by the support of the environments, consider a data model with two environments:
e; and ey. The density estimate d°? is evaluated only on samples from environment e;, and similarly the
density estimate d°* is evaluated only on samples from environment e;. For this reason, we expect the WRI
penalty to incentivize accurate density estimates for d°* where the ground truth density pe, is high, and for
d®* where pe, is high. In regions where the density p., is small, we expect the learning of d** to be influenced
by other factors, including the log penalty and the tendency toward learning smooth functions (due to other
regularization, the continuous nature of commonly used activation functions, etc.) The combination of these
factors results in the extrapolation of the density estimates outside the region of support overlap, as shown
in Figure[D.4] This extrapolation does not significantly impact the WRI penalty, as at least one probability
density will be low in this region, so the penalty will be low as well.
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Figure D.4: We train an unconstrained density estimation model for 3000 epochs (to convergence) and compare
the proportional density learned for each feature to the ground truth density of the invariant features. We see that

for a given environment e;, the learned density accurately approximates the shape of the ground truth density where
it overlaps with the other environment e;.

E Extensions on experiments and additional experimental details

E.1 Toy dataset hyperparameters (Figure [1] details)

To produce Figure [I] we define a toy dataset consisting of the three environments described here. Environ-
ments 1 and 2 are used for training and environment 3 is used as test. We let Y = 1[Xj,, + & > 0], where €
is a standard normal random variable and 1 is the indicator function. The following data distributions are
used:

Xi%nv ~ N(07 22)7 Xi2nv ~ N(O, (%)2)7 Xi?;lv ~ N(O, 32),
X;pu|Y:0NN(17(%)2)7 stpu‘Y:()NN(la22)v Xs?)pu|Y:0NN(71712)7
XY =1~ N(=1, (1)), X2 |V =1~ N(~1,2%), and X3V =1~ N(1,1%).

We sample 10* points from each environment. The predictor is a simple linear model. The ERM, IRM,
VREx, and WRI objectives are optimized using scikit-learn (Pedregosa et al., 2011]). We use a penalty weight
of 10° for IRM, a penalty weight of 1 for VREx, and a penalty weight of 1500 for WRI. We note that VREx
converges to an absurd solution when using a larger weight, despite generally using a much larger weight
in the DomainBed implementation. The penalty weights were roughly optimized by eye to achieve the best
qualitative results (regarding invariance).

E.2 Experiments on multi-dimensional synthetic dataset

Data generated following structural equation model We construct a multi-class classification sim-
ulation based on the linear causal model shown in Figure The spurious and invariant distributions
are drawn from normal distributions Xj,, ~ N(u® %) and X, |Y =y ~ N(u®¥,2°Y) and X is the
concatenation of Xj,, and X,,. To simulate the classification scenario, we define the class label to be

_ T
Y = argmax, w, Xiny +&, where ¢, ~ N(0,0,).

Rather than specifying all of the distribution parameters manually, we sample them randomly according to

p~ N (0. Ioh,,), 5 = RandCov(1 — Ay, 14+ Auny), W, ~U(Sa,,,), (E.14)
peY ~ N(Oyfgszpu)a oV = RandC’ov(%, %), Oy =0y .
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Figure E.5: Our simulated classification setting from §E.2| where we measure the test accuracy under different
shifts in the invariant features. (a) We vary the average distance between invariant distributions. (b) We vary the
covariance matrices between invariant distributions. (¢) With oinv = 0.15, Ajny = 0.5, we vary the correlation of
spurious features between the training environments with test having the opposite correlation. In all cases, the WRI
predictor outperforms other methods on average.

where Sy, . is the diy,-dimensional hypersphere, and RandCov(a, b) is a covariance matrix-generating random
variable that selects the square root of the eigenvalues i.i.d. from U(a,b).

This formulation allows us to specify the data simulation using four scalar values: oinv, Ospu, Ainv, and
oy. The oy and ogpy terms define the variability of the means between different invariant and spurious
distributions respectively. For example, when oy, is zero, Xj,, will have the same mean value across all
environments. Ay, is a value between 0 and 1 that defines how much the invariant covariance matrices vary
between environments, and o, specifies the noise in the label generation process.

Figure shows how we compare to other baselines when we run on data with 20 dimensions (di,, = 10),
with 4 training environments and 1 test. We see that (a) with isotropic covariance, we outperform other
baselines when the invariant distribution means overlap and when we increase the distance between the
means. Further, (b) with identical means, we outperform other baselines when the invariant distributions all
have isotropic covariance and when the covariance matrices vary between distributions. Both cases represent
the covariate shift in the invariant features, which our predictor is designed to be more robust to. On average,
our improvement over the baselines is more significant when we have isotropic covariance for all environments
and increase the distance between the environment means; we believe this is because the isotropic covariance
allows for a clearer (more controlled) case of covariate shift.

Testing dependence on controlled spurious correlation We run a modified version of our simulation
that tests the misleading nature of the spurious features. Similar to the ColoredMNIST approach of defining
the train and test environments to have opposite color-label correlation, we randomly select a vector for each
class and ensure that its correlation with the mean of the spurious distributions is positive for each training
environment and negative for the test environment. This is accomplished by first sampling the data as in
equation [E:14] flipping correlation if necessary, then applying a transform to ensure that the means are in a
hypercone with opening angle Opqrity. AS Oparizy decreases from 90°, the spurious data increasingly predicts
Y consistently across training environments, making it more challenging to disentangle the spurious and
invariant features. In Figure c), we see that although decreasing 6pqrit, degrades the performance of all
methods, WRI still performs better than the other baselines.

Additional discussion of simulation hyperparameters Here, we further discuss the hyperparameters
Oinv, Dinv, 0y, and oepy, and how they impact the data generation.

Oinv 1S a non-negative scalar that encapsulates the distance between invariant data for each environment.
When this value is zero, the invariant distributions are all centered on the origin; when this value is large
enough, the average distance between invariant distributions increases.
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Ajpny is a scalar in [0, 1] that encapsulates how much the covariance matrices of the invariant distributions
differ between environments. When this value is zero, all environments have identity covariance. Intuitively,
this value is similar to oy, in the sense that larger values will produce invariant distributions that overlap
less between environments.

oy is the only directly specified parameter of the data model and it controls the amount of label noise present.
When set to zero, the label is a deterministic function of Xj,y; when set very high, Y becomes more difficult
to predict from the invariant data.

Ospu is @ non-negative scalar that encapsulates the distance between spurious data distributions. As this
value gets larger, the spurious distributions are less likely to overlap both between classes and between
environments. This has two primary effects. First, within a single environment, less overlap will make
spurious data more predictive of the label. However, because the locations of the distributions change
between environments, this also means that the spurious nature of Xy, should be more apparent during
training.

One caveat to our method of data generation is that controlling for a uniform number of classes is difficult
since the class label is a function of Xj,,. For this reason, we sample a new set of data model parameters when
one class is overrepresented in any environment by a factor of 1.5 times the expected uniform representation
(e.g. for 5 classes, we resample when more than 30% of data from any environment have the same label).
This also ensures that any models with accuracy above 1.5 times uniform are making non-trivial predictions.

Controlling the spurious correlation For the experiment reported in Figure (c), we explicitly
manipulate the data model to ensure a higher level of spurious correlation via the 04,4ty hyperparameter.
This produces a scenario similar to Colored MNIST, where the correlation between the label and spurious
data (color) is relatively consistent between training environments (+90% and +80%) but has the opposite
relationship in test (—90%). This means that an algorithm that learns to rely on color will be heavily
penalized at test time. In this section, we describe the mechanism behind 0pq.ity in more detail.

We begin by sampling distribution parameters for all the invariant and conditional spurious datasets (the
same as in prior experiments). Next, we select a random unit vector ¢, ~ U(Sq,,,) for each class label.
Our goal is to ensure that the spurious mean u®Y correlates positively with c, for each of the training
environments and negatively with the test environment. In other words, the training and test environments
have opposite parity w.r.t. the hyperplane. We achieve this by negating u®? when necessary, i.e.

o (E.15)

. sign(c;ue’y)pevy ifeeé&,
—sign(c, p®¥)u>?  otherwise ’

While this ensures the desired correlation, the relationship is not very strong due to the fact that random
vectors in high-dimensional space tend to be nearly orthogonal. Therefore, we introduce @pqrity-

For each class, we transform ;¥ again to ensure it is inside the hypercone with axis ¢, and opening angle
Oparity- This is accomplished by rotating u®Y towards the axis so that the angle to the axis is scaled by a
factor of Opqrity/90°. The identity transform is, therefore, synonymous with Op4riy = 90°, and as Oparity
decreases towards 0° the spurious data becomes more consistently predictive of the label.

Numerical Results For experiments on the synthetic datasets, we integrate the DomainBed implementa-
tions of IRM and VREx. All experiments use 20 dimensional data (10 invariant dimensions and 10 spurious
dimensions). They also all use 5 environments (1 test and 4 training) and 5 class labels. The numerical
values visualized in the Figure [E.5] bar graphs are shown in Tables [EI] [E-2] and [E.3]

E.3 Heteroskedastic CMNIST

ColoredMNIST (CMNIST) is a dataset proposed by |Arjovsky et al.|(2019)) as a binary classification extension
of MNIST where the shapes of the digits are invariant features and the colors of the digits are spurious
features that are more tightly correlated to the label than the shapes are, with the correlation between the
color and the label being reversed in the test environment. Specifically, digits 0-4 and 5-9 are classes 0 and 1
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Table E.1: Sweep Oiny (Ainv = 0,0y = 0.5, 05pu = 1). Plotted in Figure (a)

Tiny
Algorithm 0.0 0.05 0.1 0.15 0.2 0.25 0.3
ERM 51.3 £16 525+£11 533£09 51.5+£20 503+13 5H37+14 5H4.8+21
IRM 524 £ 2.7 51.9+£23 522£27 51.24+£32 4924+18 5H1.5+32 543+33
VREx 525 +£10 51.1+£15 540+£10 524+£14 505=+£13 53.6+13 56.8+1.1
WRI 55.9 £ 25 55.0+£1.3 559+23 54.4+23 521+31 54.1+1.8 56.1+26

Table E.2: Sweep Ainv (Ginv = 0,0y = 0.5, 0spu = 1). Plotted in Figure (b)

Ainv
Algorithm 0.0 0.2 0.4 0.6 0.8
ERM 51.3 +16 514+15 51.1+12 5H1.1+£13 51.7+12
IRM 524 +£27 513+£24 515£21 50.6=£17 51.3+18
VREx 525+ 10 51.6+£03 51.2£09 520£15 525=+13
WRI 55,9+ 25 523 +14 5294+16 53.3+0.7 53.8+25

Table E.3: Sweep Oparity (Cinv = 0.15, Ajny = 0.5,0, = 0.5, 05pu = 1). Plotted in Figure (c)

Bparity
Algorithm 90° 87° 85° 80° 70°
ERM 448 +1.2 430+£14 405 +1.1 375 +£0.7 30.5+£0.9
IRM 43.8 £3.6 41.9+39 409+42 37.0+4.0 2994+ 3.0
VREx 452+ 2.0 4294+19 414+16 372+27 30.5+13
WRI 469+ 15 454 4+19 439+26 395+32 309 +22
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Figure E.6: Examples of CMNIST in-distribution (top) and out-of-distribution (bottom) used for OOD detection.
The out-of-distibution samples are generated by flipping a subset of digits horlzontally or vertlcally

respectively; after injecting 25% label noise to all environments, the red digits in the first two environments
have an 80% and 90% chance of belonging to class 0, while the red digits in the third environment have
a 10% chance. The design of the dataset allows invariant predictors (that only base their predictions on
the shape of the digits) to outperform predictors that use spurious color information, ideally achieving 75%
accuracy on all environments.

Heteroskedastic CMINIST with Covariate Shift Variants of CMNIST have been proposed, with the
aim of incorporating additional forms of distribution shift (Ahuja et al. [2020; Wu et all 2020; [Krueger
et al., |2021)). To demonstrate the efficacy of our method under heteroskedastic covariate shift, we construct
a heteroskedastic variant of CMNIST, which we call HCMNIST, where label flips occur for digits 0, 1, 5,
and 6 with probability 5% and label flips occur for other digits with probability 25%. Additionally, we
generate a variant of HCMNIST with covariate shift, HCMNIST-CS, where we redistribute data among
environments. We place 65% of the digits 0, 1, 5, and 6 into the first training environment and 5% into
the second environment (with the remaining 30% in test). The remaining digits are distributed so that all
environments have the same number of samples.

The empirical results on the HCMNIST with and without covariate shift are shown in Table These
experiments use the practical version of the WRI algorithm and are computed using the same evaluation
strategy as DomainBed. The results demonstrate that the practical WRI implementation performs well
in both the heterogeneous case with and without covariate shift. Conversely, both IRM and VREx have
significant degradation when covariate shift is introduced.

We also create an idealized version of these datasets that simplifies the images into two-dimensional features
consisting of the digit value and the color. We evaluate the WRI penalty and VREx penalty using three
optimal predictors: one that operates on only the digit value (invariant), one that operates on the color
value (spurious), and one that operates on both. The results of this experiment are presented in Table[l] As
expected, we find that both WRI and VREx have zero penalty on HCMNIST. However, in the presence of
covariate shift, the VREx penalty for the invariant predictor is greater than both the penalty for the spurious
classifier and the penalty for the mixed classifier. This demonstrates a simple and concrete case where VREx
does not select for an invariant classifier, suggesting that the degradation in VREx performance under shift
in Table [2| can be attributed to a true failure of VREx to recover the invariant predictor.

E.4 Out-of-distribution Detection with CMNIST

To evaluate the out-of-distribution (OOD) detection performance on CMNIST, we first train a model on
the two training environments of (traditional) CMNIST, then assess the model’s ability to classify sample
digits as in-domain or out-of-domain on a modified version of the CMNIST test environment. The modified
test environment is a mix of unaltered digits for the “in-domain” samples and flipped digits for the “out-of-
domain" samples. Specifically, we horizontally flip digits 3, 4, 7, and 9, and vertically flip digits 4, 6, 7, and
9. In this way, we create CMNIST samples that would not exist in the training distribution but still appear
plausible. Figure provides examples of these in-domain and out-of-domain samples. Note that we only
flip digits that are unlikely to be confused with real digits after flipping.
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In order to measure OOD performance, we require an OOD score for each sample that predicts if the sample
is in-distribution. Each OOD score is then compared against its in-distribution label to compute a Receiver
Operating Characteristic (ROC) curve. This curve captures the trade-off between the true positive rate
and false positive rate at various confidence thresholds. Lacking an explicit density estimate for ERM,
IRM, and VREx, we instead use the maximum class prediction score for the OOD score. We then compare
the effectiveness of WRI’s density estimate as an OOD score against ERM, IRM, and VREx. Finally, we
calculate the area under the ROC curve (AUROC) as an aggregate metric. The results, presented in Table
indicate that the WRI density estimates more accurately detect OOD digits than the prediction confidence
scores from the other methods.

E.5 DomainBed experimental details and results
E.5.1 Featurizer

We use a ResNet50 model to train featurizers using the default ERM DomainBed parameters for each dataset.
We train one featurizer corresponding to each test environment with both 32 and 64 dimensional features.
Each featurizer is trained on the training environments for a fixed number of steps. Once trained, the
features are pre-computed and all experiments are then performed on these features. The dimensionality of
the features used is selected randomly as a hyperparameter. For each experiment, we use a single hidden-layer
MLP with ReLU activation which operates directly on ResNet features.

E.5.2 Hyperparameters

Since we are training on pre-extracted features, running for 5000 steps is unnecessary. Instead, we reduce
the total number of steps per experiment to 500 and increase the default learning rate to le-2. Because
we have fewer steps than the original (non-featurized) DomainBed implementation, we reduce the annealing
iterations on IRM and VREx by a factor of 10 and limit the maximum annealing steps to 500. Otherwise,
VREx and IRM would nearly always finish training before annealing has finished. Additionally, we define ®
to be an identity function, as we found this to produce the most consistent results.

We specified the following DomainBed hyperparameters and selected them according to the following dis-
tributions. Note that in DomainBed, the default hyperparameters are used during the first hyperparameter
seed, and random hyperparameters are selected for subsequent seeds. For any hyperparameters not listed
here, we use the defaults provided by DomainBed.

o Learning-rate - default: le-2, random: log-uniform over [5e-3, le-1].

o IRM-anneal iters - default 50, random: log-uniform over [1,500]. Number of steps before penalty
weight is increased.

o VREx-anneal iters - default 50, random: log-uniform over [1,500]. Number of steps before penalty
weight is increased.

o Featurizer dimensions - default: 64, random: discrete uniform from {32,64}. The dimensionality of
the pretrained features used.

o WRI-) - default: 1, random: log-uniform over [le-1, 5el]. The penalty weight used when computing
L in the predictor optimization step.

o WRI-annealing - default: 0, random: discrete uniform from {0,10}. Number of steps before WRI
regularization term is included in loss function.

o WRI-density update freq (w) - default: 1, random: discrete uniform from {1,2,4,8}. Number of
predictor optimization steps between density optimization steps.

o WRI-density learning rate - default: 2e-2, random: log-uniform over [le-2, 5e-2]. Learning rate used
for the density estimate optimizer.
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E.5.3

WRI-density weight decay - default: le-5, random: log-uniform over [1e-6, 1e-2]. The weight decay
used for the density estimate optimizer.

WRI-density batch size - default: 256, random: discrete uniform from {128,256}. The batch size
used when optimizing for density estimates.

WRI-density A - default: 5, random: log-uniform from [5,50]. The penalty weight used when
computing £ in the density optimization step.

WRI-density - default: 2e2, random: log-uniform from [5e-2, 5]. The negative log penalty weight
used when computing £ in the density optimization step.

WRI-density steps (ng) - default: 4, random: discrete uniform from {4,16,32}. The number of
optimization steps taken each time the density estimators are updated.

WRI-min density - default: 0.05, random: uniform from [0.01,0.2]. The minimum density imposed
via scaled shifted sigmoid activation on density estimator models.

WRI-max density - default: 1, random: uniform from [0.4,2]. The maxmimum density imposed via
scaled shifted sigmoid activation on density estimator models.

DomainBed with additional baselines

We run DomainBed experiments on additional baselines to place our work in larger context, expanding
Table 4| to Table Specifically, we also compare to GroupDRO (Sagawa et al., [2019), Mixup (Zhang
et al) 2017), MLDG (Li et al., 2018)), and CORAL (Sun & Saenko| 2016). These are the (current) top-
performing methods that are implemented and tested in the DomainBed test suite that can be used with
an ERM-trained featurizer—as that is sufficient to learn the invariant features necessary to train an OOD
predictor (Rosenfeld et al.l |2022)), but also significantly speeds up training. We did not include methods
that are not implemented in DomainBed, but it is worth mentioning examples like MIRO (Cha et al., [2022)
that demonstrate state-of-the-art performance on image data. Note that all of the aforementioned methods
are different lines of work; they are not causally motivated, but can sometimes have better generalization
accuracy than methods with a causal basis.

Table E.4: DomainBed results on feature data, with additional non-causal baselines

Algorithm VLCS PACS OfficecHome Terralncognita DomainNet Avg
ERM 76.5 = 0.2 84.7£0.1 64.5 £ 0.1 51.2 £ 0.2 33.5 £0.1 62.0
IRM 76.7 £ 0.3 84.7£03 63.8 + 0.6 52.8 = 0.3 22.7 + 2.8 60.1
GroupDRO  77.0 £ 0.2 84.8 +0.1 65.1 £ 0.1 51.3 £ 0.2 30.9 £ 0.1 61.9
Mixup 76.6 £ 0.2 85.0+£0.1 66.1 + 0.0 52.3 £ 0.7 33.1 £ 0.1 62.6
MLDG 75.8 £ 0.2 823 +£0.2 64.8 + 0.2 48.3 £ 0.2 33.0 £ 0.1 60.8
CORAL 76.5 = 0.2 85.1 £0.2 65.0 £ 0.1 51.8 + 0.4 33.5 £0.1 62.5
VREx 76.7 £ 0.2 848 £0.2 64.6 + 0.2 52.2 £ 0.3 26.6 £ 2.1 61.0
WRI 77.0+ 0.1 85.2+0.1 64.5 + 0.2 52.7 + 0.3 32.8 + 0.0 62.5
E.5.4 Individual dataset results

This section contains the individual DomainBed results on VLCS, PACS, OfficeHome, Terralncognita, and
DomainNet. The Average column from each dataset table is reported in Table For all other dataset
tables, the column labels indicates which environment was held out for test.

VLCS
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Algorithm C L S Vv Avg
ERM 972 4+0.1 66.0£06 689+05 73805 76.5
IRM 97.0+£ 0.0 66.3+05 69.1+05 742402 76.7
GroupDRO 969 +0.2 67.1+04 693+02 746403 77.0
Mixup 973+ 0.1 66.7+£04 68.7+05 73.7+0.1 76.6
MLDG 97.24+0.1 639£06 68.6+03 73.7+03 758
CORAL 969+ 0.2 66.3£02 68.8+05 739+0.3 76.5
VREx 9724+ 0.1 66.9+00 684+05 742+04 76.7
WRI 97.14+0.2 670+£02 69.6+06 743+02 77.0
PACS
Algorithm A C P S Avg
ERM 80.5+0.3 81.5+£02 96.6+0.1 80.2+0.1 84.7
IRM 80.8+0.9 820+£03 963+02 799 +0.3 84.7
GroupDRO 814 4+ 03 81.2+0.3 964 +0.2 80.2+01 84.8
Mixup 80.9 +£0.3 81.7+03 966+ 0.2 80.8+0.2 85.0
MLDG 80.0+ 0.5 81.1+£04 95.7+02 722+04 823
CORAL 8144+ 0.2 81.8+04 96.8+0.1 80.5+0.2 85.1
VREx 80.6 £ 0.5 81.8+£07 968+0.1 80.0+0.2 848
WRI 81.2+0.3 823+£01 965+02 80.7+0.1 852
OfficeHome
Algorithm A C P R Avg
ERM 589+ 0.5 502+£03 744+02 745+04 64.5
IRM 579 +£0.6 498 +£05 73.4+08 74.1+0.8 638
GroupDRO 59.7+£0.3 50.7+0.2 748+ 0.1 754+0.2 65.1
Mixup 61.1 £0.2 522+01 756=+01 757+0.1 66.1
MLDG 59.1+£04 50.7£02 748+01 748 +0.3 648
CORAL 593 +0.2 506=£04 749+£02 752402 65.0
VREx 588 + 0.5 504 +£03 744+02 748 +04 64.6
WRI 589+ 0.6 498+ 0.2 74.7+0.1 7474+ 0.3 64.5
Terralncognita
Algorithm L100 L38 L43 L46 Avg
ERM 50.3 £ 04 50.0+£06 57.8+03 46.6+ 0.4 51.2
IRM 53.6 £ 0.7 53.2+£08 5H7.7+0.2 466+ 0.8 528
GroupDRO 504 + 0.5 50.1 +0.3 574 +03 47.3+03 51.3
Mixup 53.1+1.8 524+£09 57.1+£05 466 +0.3 523
MLDG 447+ 0.6 493+ 03 57.2+0.2 41.84+ 0.3 48.3
CORAL 51.0+ 0.5 51.5£1.0 57.8+02 470+0.5 51.8
VREx 525+ 1.1 51.2+£06 579+03 472404 52.2
WRI 51.7+ 05 55.0£06 572+05 4714+0.3 52.7
DomainNet
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Algorithm clip info paint quick real sketch Avg
ERM 479+ 0.2 163 +£0.1 406+02 96=+02 46.7+£02 402+0.1 335
IRM 319 +44 114+13 289+30 65+07 308+39 269437 227
GroupDRO 438 £03 158+ 0.2 375+03 88 +01 426+0.2 371+03 309
Mixup 472+ 0.1 163 +£02 402+02 97+£01 455+03 396+0.2 33.1
MLDG 469 +£0.2 162+0.1 40.0+£02 92401 462+01 394+0.1 33.0
CORAL 479+ 0.3 165+01 405+£02 96=+01 46.6 02 39.8+0.2 335
VREx 371 £32 140+£09 31.9+28 75+07 372+25 320425 26.6
WRI 46.7 £ 0.2 159+01 398+01 93+01 46.0+02 394+0.1 328
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