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Abstract

Patients frequently seek information during their medical journeys, but the rising
volume of digital patient messages has strained healthcare systems. Large language
models (LLMs) offer promise in generating draft responses for clinicians, yet
how physicians refine these drafts remains underexplored. We present a mixed-
methods study with nine ophthalmologists answering 144 cataract surgery questions
across three conditions: writing from scratch, directly editing LLM drafts, and
instruction-based indirect editing. Our quantitative and qualitative analyses reveal
that while LLM outputs were generally accurate, occasional errors and automation
bias revealed the need for human oversight. Contextualization—adapting generic
answers to local practices and patient expectations—emerged as a dominant form
of editing. Editing workflows revealed trade-offs: indirect editing reduced effort but
introduced errors, while direct editing ensured precision but with higher workload.
We conclude with design and policy implications for building safe, scalable LLM-
assisted clinical communication systems.

1 Introduction

Patients seek information throughout their medical journeys [9]]. Effectively addressing these in-
formation needs is central to patient-centered care [30]], supporting informed decision making [9]
and improving health outcomes like treatment adherence and emotional well-being [24]]. Digital
communication platforms, such as chat groups, instant messengers, and web portals, have emerged as
powerful tools for meeting these needs, by enabling healthcare providers to deliver timely, accurate
responses to patient concerns [20} 28| 29]. However, the increasing ubiquity of these platforms,
accelerated by the COVID-19 pandemic and a surge in telemedicine, has strained healthcare systems
with unprecedented volumes of interactions [[12, [18]].

The advent of generative Al has raised the possibility that large language models (LLMs) could help
manage this burden by assisting physicians in patient communication [20, 22} [29]]. Early studies
evaluating the quality of LLM responses to medical questions found physicians frequently rate these
answers as ‘safe’, and sometimes even prefer them to peer-written responses [23]]. However, LLMs
can still output inaccurate, outdated or inappropriate information [3} 5], and patients report lower
trust in invalidated LLM responses [20]. Thus, doctor oversight remains indispensable.

One promising approach is using LLMs to generate draft responses to patient queries for clinicians
to refine, rather than replace them [4} [20]]. Initial deployments report clear benefits such as reduced
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workload on doctors and improved response quality [[7, 25]. However, challenges remain, including
physicians over-relying on LLM output instead of exercising their own clinical judgment [5 [7, [27]
and producing verbose answers [25]], potentially due to the labor required in correcting and shortening
LLM responses.Thus, understanding how clinicians refine LLM drafts, and how different co-authoring
strategies align with their workflows to maximize usability and effectiveness, is essential [[1, 5} [10].

While the existing body of work has examined LLM response quality and physician acceptance,
the specific approaches for refining LLM drafts remain understudied. We address this gap with a
mixed-methods study comparing three answer generation approaches: writing from scratch (doctor
writes answer, no LLM involved), direct editing (manually correcting LLM-generated drafts), and
instruction-based editing (providing instructions to the LLM for correction). We evaluate accuracy,
completeness, and safety of the answers, along with doctor’s efficiency and preferences, to answer
these research questions: How do different LLM co-authoring approaches affect physician efficiency
and response quality when answering patient queries? What are physicians’ perceptions of usability
and workflow compatibility across different LLM co-authoring approaches?

To ground our investigation in a concrete clinical context, we focus on cataract surgery, the most
common ophthalmic procedure worldwide and the second highest surgical procedure globally [17].
Doctor-patient communication becomes critical for surgical procedures, as patients seek reassurance
about surgical risks and detailed information about post-operative care [9]. High patient query
volumes have prompted development of LLM-based communication systems, including standardized
patient education materials [26]] and doctor-in-the-loop chatbots [20, [22].

We worked with 9 ophthalmologists who answered 144 cataract surgery questions across the three
conditions, then participated in focus group discussions and evaluated answers generated by their
peers. Doctors found LLM-generated answers to be generally accurate and complete, but occasional
factual errors and the risk of automation bias underscored the need for human oversight. A cen-
tral form of editing was contextualization—adapting otherwise generic answers to local practices,
terminology, and patient expectations. Editing workflows revealed trade-offs: instruction-based
editing reduced effort compared to direct text editing, yet introduced occasional technical errors and
ambiguities. Finally, while doctors valued the polished language of LLLM drafts, they often had to
simplify and reframe answers into shorter, clearer, and more conversational forms suitable for patients.
Together, these results extend prior work by shifting attention from LLM response quality alone to
the process of refinement, illuminating design and policy directions for safe, scalable integration of
LLMs into patient communication.

2 Methods

We conducted a mixed-method controlled user study during June-July 2025 in collaboration with
Sankara Eye Hospital, a leading tertiary eye care and teaching hospital in India. The study took
place at its Jaipur and Hyderabad branches. Approval was obtained from the Scientific and Ethics
Committees of both sites. In line with hospital policy, participants received no financial compensation.

Participants Nine practicing ophthalmologists (4 female) from Sankara Eye Hospital (4 Hyderabad,
5 Jaipur) participated in the study. All performed at least 10 cataract surgeries per week. Their mean
age was 37.1+5.5 years, with 11.6%5.1 years of professional experience.

Interface Design We designed a custom web-based application powered by GPT-4o (Figure/I)) to
compare the three conditions.

Condition 1 (Writing from Scratch) aka Write: Doctors answered questions in a blank text box
(Figure [IB, without the pre-generated LLM answer).

Condition 2 (Direct Editing) aka Edit: Doctors revised an LLLM-generated draft in an editable text
box (Figure[ID).

Condition 3 (Indirect Editing) aka Instruct. Doctors received an LLM draft in a non-editable text box
(Figure[IF) and indirectly edited it by providing instructions in a separate text box (Figure[I[l). The
system generated revised responses with changes highlighted (green for additions, red strikethrough
for deletions), along with an optional toggle button (Figure[TjG) to hide/show differences. Navigation
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Figure 1: Web-based study interface. (Left) Condition 1: Writing from Scratch (Write), where
doctors write answers in text box B. (Middle) Condition 2: Direct Editing (Edit), where doctors edit
pre-generated LLLM answers (in the textbox D). (Right) Condition 3: Indirect Editing (Instruct),
where doctors provide instructions for revision (), with changes visually highlighted (F).

arrows (Figure [IH) enabled participant to review past versions of the answer and selecting one for
further editing or submission.

All conditions included a timer (Figure[T[C), which doctors could pause only for interruptions. The
order of conditions was randomized across participants for counterbalancing. All interactions were
automatically logged.

Procedure After a pilot study, we conducted the main study in three phases (Figure 2):

Phase 0: Pilot Study. We conducted four training sessions with 9 doctors to familiarize them with
the Phase 1 web interface (Figure[I). Each session, held on Microsoft Teams and facilitated by two
researchers, began with a demonstration of the three conditions using two example questions. Doctors
then practiced with five sample questions per condition. We collected demographic information via a
web form at the start of each session. Feedback from these pilots informed minor refinements to the
interface. Each session lasted ~60 minutes.

Phase 1: Answer Generation. We conducted this phase over two sessions with nine doctors, organized
into three triplets. Each doctor generated 48 answers (16 per condition). The question dataset
comprised of 144 common cataract surgery questions sourced from a large-scale patient chatbot
deployment in India [22]. In each session, triplets received the same 24 questions, distributed across
conditions so that each question was answered once in each condition across the three triplets. This
design enabled inter-condition comparison of response quality and efficiency. In total, doctors
generated 432 answers. Afterward, they completed NASA-TLX ratings (5-point Likert scale) [[11]
and indicated their most/least preferred, most efficient, safest, and most workflow-aligned condition.

Phase 2: Focus Group Discussions (FGDs). We conducted three FGD sessions in English via
Microsoft Teams, with each doctor participating in one session. Two researchers facilitated: one
moderated, while the other took notes and prompted follow-ups. To aid recall, screenshots of
the different conditions were shared during the discussion. Topics included doctors’ experiences
with each condition, perceived advantages and drawbacks, trust and accuracy of responses, and
perspectives on the future of LLM-assisted patient communication. Each session lasted ~75 minutes
and was audio-recorded, with transcripts prepared by a researcher immediately afterward.

Phase 3: Answer Evaluation. Each doctor rated 48 questions (24 from each session), reviewing one
answer from each condition per question. Ratings covered three dimensions: accuracy, completeness,
and likelihood of harm—using the question: ‘Please rate the [dimension] of this answer (1 = very
low, 2 = low, 3 = medium, 4 = high, 5 = very high).” Doctors could optionally provide written
justifications. To minimize bias, all answers were blinded to condition and randomized in order. Each
doctor evaluated answers generated by another triplet to avoid self-assessment. Each answer received
two independent ratings, which we averaged for analysis.

Data Collection and Analysis We adopted a mixed-method approach combining quantitative and
qualitative analyses. Data sources included interaction logs (time, answer length, edit distance),



Table 1: Demographic details of study participants (n=9).

ID City Age  Gender Profexp (years) Surgeries/week  Participation
D1 Hyderabad 34 Female 7 10-20 FGD3
D2  Hyderabad 36 Male 10 40+ FGD1
D3  Hyderabad 34 Male 15 40+ FGD1
D4 Jaipur 43 Male 16 20-30 FGD2
D5  Jaipur 43 Male 17 20-30 FGD2
D6  Jaipur 45 Male 15 10-20 FGD2
D7  Jaipur 30 Female 4 20-30 FGD2
D8  Jaipur 31 Female 5 20-30 FGD2
D9  Hyderabad 38 Female 15 40+ FGD3
Phase 0: FIEEDE o .
« Answer Generation (Session 1) . Phase 2: Phase 3:

« Demographic data collection »

) E < « Answer Generation (Session 2) « Focus Group Discussions (FGD) « Answer Evaluation
« Pilot session (training)
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Figure 2: Phases of our mixed-methods evaluation study.

NASA-TLX ratings, preference rankings, FGD transcripts and notes, and answer ratings on accuracy,
completeness, and harmfulness. Quantitative data (logs and ratings) were analyzed using descriptive
statistics, t-tests, and linear mixed-effects models (with condition as a fixed effect and random
intercepts for questions and participants). Qualitative data (FGD transcripts and notes) were analyzed
through inductive thematic analysis [6], initially coded by one author and iteratively discussed with
three co-authors to derive broader themes. Edits in Edit and Instruct were also categorized and coded.

3 Findings
3.1 Answer Quality and Reliability

Accuracy, Completeness, and Safety Drawings on our interactions with doctors and prior re-
search [20]], we focus on three key qualities of doctor-generated answers: accuracy, completeness,
and non-harmfulness. We analyzed 432 answers (3 per question for 144 questions in Phase 1) using
ratings from two independent doctors on the three metrics in Phase 3. Ratings were averaged across
the two doctors for analysis. Linear mixed-model analysis revealed significant differences across
conditions (accuracy: F'(2,278) = 22.4, p < .005; completeness: F'(2,278) = 76.7, p < .005;
non-harmfulness: F'(2,278) = 23.8, p < .005). Post-hoc comparisons showed that both Edir and
Instruct significantly outperformed Write on all three metrics. While Instruct responses were rated
slightly higher than Edit, these differences were not statistically significant for accuracy (p = 0.07) or
completeness (p = 0.7). For non-harmfulness, however, Instruct was rated significantly less harmful
than Edit (p < .05). Among the 432 answers, harmful ratings were relatively rare: 14 in Write, 7 in
Edit, and 5 in Instruct. This suggests that most answers were high-quality and safe for end-users.

Here are examples of low accuracy and high harmfulness (Ans1), and low completeness (Ans2).
Q1: Should | take complete rest post-surgery?

Ansl1: Complete bed rest is not recommended. You can resume your daily activities.

Q2: Can the patient take their regular BP medicine on the surgery day?

Ans2: Follow your doctor’s instructions carefully to ensure a safe and successful procedure.

Consistency and Standardization Across Answers We observed a philosophical divide among
doctors in how answers should be framed. Some preferred answers tailored to each patient’s
demographic and context, while others valued standardized responses across patients and doctors.
The first group favored Write as it allowed them to “frame answers in their own language,” whereas
the latter leaned toward Edit or Instruct for their consistency. With an LLM providing a base draft,
most doctors made minimal edits, resulting in more homogeneous answers across patients.

“Each doctor in Write will write the answer differently, and also... differently
for each patient, as in, if the patient is educated or not... old or young. E.g., I
would know a rural patient swims in borewells vs a patient from a city swims
in a pool. With that, the answer to a query about swimming becomes location-
specific. Manual answers are tailored and very subjective... Al-generated is more
homogeneous across geography, across demography.” — D2.



While some appreciated this uniformity, others criticized LLM-generated answers as “generic” or
“lacking depth,” contrasting with the expectation that doctors be “very specific.” From a hospital’s
perspective, however, standardization was seen as beneficial for ensuring uniform care: “If you ask
‘when to come after the surgery’, some surgeons may say next day, some may say next week... The
hospital would want a standard treatment guideline, and expect all doctors to say ‘one week’.” — DS.

Automation Bias as an Emerging Risk A consequence of this standardization was the emergence
of automation bias. Doctors reported that they often skipped correcting LLM answers if they were
“not completely wrong,” even when the advice diverged from their own practice. Over time, this
tendency risked anchoring doctors to the LLM-generated phrasing and subtly shifting their judgment.

“I edited only where there was strong disagreement. The remaining were okay, so I
let it be... E.g., it said ‘take a head bath after 1 week’ while I would say ‘2 weeks’...
1 didn’t edit this as it’s not completely wrong.” — D3.

Such omissions increased standardization but reduced subjectivity, creating a risk of clinicians
internalizing the AI’s defaults. As D4 reflected: “These (LLM-generated) answers can manipulate
our thinking. It changes our mindset.”

Perceived Verbosity vs. Useful Detail Answer length varied sharply across conditions. A linear
mixed-effects analysis revealed significant differences (F'(2,278) = 536.9, p < .001): Write
produced much shorter answers (89.6174.5 characters/answer) than both Edit (335.14+90.1) and
Instruct (351.6+103.8), with both pairwise comparisons showing p<.001. No difference was found
between Edit and Instruct (p=0.7). Comparing the two edit conditions, Edit and Instruct, we found
no statistical differences in insertion, deletion, substitution, or overall edit distance.

Doctors’ editing behavior highlighted how length shaped their experience. In Edit, only 34 of
144 answers (23.6%) were edited. Edits typically shortened answers, reducing their length from
355.7£68.9 to 264.1+127.3 characters. Edits included deleting unnecessary details (e.g., D2 removed:
“Also, medications used during surgery might cause drowsiness.”) or condensing verbose phrasing.
Additions of new content were rare (14 answers) compared to deletions (39) and substitutions (27).

In Instruct, editing unfolded differently. Of the 144 answers, 51 (35.4%) were edited, requiring
134 instructions in total (2.6+1.4 per answer). Two answers required as many as seven iterative
comments. Doctors noted the difficulty of condensing LLM-generated answers through instructions:

“Every Al-generated answer usually is lengthy... and has multiple points. For each
point, I need to do multiple modifications... I can’t give instructions at one go. I
have to keep modifying.” — D8

Taken together, these results show that while LLM-supported conditions (Edit, Instruct) generated
more detailed and comprehensive answers than Write, doctors often worked to shorten or streamline
them. This tension suggests that answer length, though positively associated with completeness,
could burden clinicians with extra review effort or risk overwhelming patients with information.

3.2 Editing Workflows and Doctor Effort

Cognitive and Physical Demands NASA-TLX ratings revealed clear differences across conditions:
Instruct was rated as the least physically and mentally demanding, while Write was rated the highest
on both dimensions. Doctors stated that Write felt “cumbersome” (D9) because it required extensive
typing and recall to compose answers from scratch. In contrast, Edit and Instruct shifted effort toward
reviewing and editing existing drafts. Editing in Edit often involved small textual adjustments, while
Instruct enabled concise, instruction-based edits: “I provided very short, crisp instructions.” (D5).

The nature of mental effort varied by condition. In Write, doctors worried about completeness: “/
always thought ‘Am I forgetting something?’... E.g., for the Q on ‘do’s and don’ts for cataract
surgery’, that’s a long list. It is hard to get everything.” (D9). In Edit, effort centered on scanning
long drafts for issues: “There is a maze of information in the Al answers... It’s not trivial to read 8
lines and decide what to add, where to add it, and what to delete.” (DS). In Instruct, cognitive load
came from sequencing effective instructions and verifying results: “I need to think what is there and
not, what instruction needs to be given... and whether that instruction worked or not.” (D1). Some



doctors found this cognitive model appealing—*"“computer making the edit is better, as my thoughts fit
well with it” (D2)—while others pointed the learning curve and stochasticity involved in Instruct:
“What command to give, how to make it work... there is also the uncertainty of how my instruction
will be interpreted” (D9).

Editing efficiency reflected these trade-offs. A linear mixed-effects analysis revealed significant
differences across conditions (F'(2,278) = 41.3, p < .001). Write (52.0+44.5s per answer) took
significantly longer than both Edit (27.9+39.9s) and Instruct (46.4+£54.3s) (p<.001), and Instruct
was also slower than Edit (p<.05). This pattern is partly explained by the fact that only a fraction
of answers were edited in Edit (23.6%) and Instruct (35.4%). However, when restricting analysis
to edited answers, Instruct (85.3£60.4s) was significantly slower than Write (52.0£44.4s), while
Edit (50.24+37.2s) did not differ from either. Focus group discussions suggested this was partly due
to the novelty of Instruct, which required time to formulate instructions, review edits, and manage
uncertainty about corrections. Although doctors noted a small wait time for the LLM to process
instructions in Instruct, it was not statistically significant.

Types of Edits Manual analysis of the 84 corrections in Edit and Instruct revealed four categories:
corrections to incorrect or ambiguous content (27), deletions of redundant details (63), additions of
missing or context-specific information (43), and rewording or restructuring for clarity (9). Each
reflected distinct limitations of the LLM drafts and clinicians’ priorities in tailoring them for patients.

Corrections. Several answers required factual correction, often because the LLM produced misleading
or overly generalized statements. For example, to the question “Do they put a needle in your eye
during cataract surgery?”, the LLM-generated answer was “No, a needle is not put into your eye
during cataract surgery. The surgery is...”, which D4 corrected in Edit to “Yes, needles are used
in a standard way for some steps in cataract surgery. The surgery is...”. For the same question,
D5 in Instruct simply instructed the system to “remove the first sentence”. Similarly, D6 flagged
that the LLM’s advice on fasting before surgery—“no food for six hours”—was inaccurate, since
cataract surgery is typically performed under local anesthesia, requiring only two hours of fasting,
with a light breakfast permitted. Beyond factual inaccuracies, doctors also corrected vague or hedged
responses. As D5 put it, “Patients want concrete, clear answers. Al is overly cautious and ambivalent.
For a question like ‘Can I swim?’, the answer should be definitive... ‘no, not for the first month.”

Deletions. All doctors shortened answers by removing verbose or repetitive content. In total, 63
deletions were recorded, including 34 single-sentence removals, 20 two-sentence deletions, and 9
cases of deleting more than two sentences. Doctors felt that long, elaborate answers risked confusing
patients, who typically preferred concise advice. As D4 emphasized, “Shorter, to-the-point answers
are definitely better.” D5 elaborated: “With Al, a short answer becomes a long answer. E.g., ‘Can I
swim after surgery?’ I would simply say ‘no’. But AI will say the same ‘no’ in a more appropriate,
but very lengthy manner... In face-to-face conversations, I would have given a short ‘no’ as answer.”
Doctors also ensured that the final answer contained as much “direct information” as possible.
Redundant closing statements such as “consult your doctor” were almost universally removed.

Additions and Rewording. Doctors also added clarifying details that the LLM drafts had omitted,
ensuring responses were complete and clinically useful. In total, 43 such additions were recorded,
often involving patient-relevant advice. For example, D9 added practical lifestyle advice such as
“Avoid sunlight and dusty environments” as post-surgery precautions, which the LLM had omitted.
Rewording was less frequent (9 cases), but served to improve readability and presentation. Doctors
sometimes requested alternative formats such as bullet points, or relied on Instruct’s ability to
automatically adjust grammar and flow.

Across categories, edits reflected a shared goal: make responses direct, clear, and patient-appropriate.

Contextualization Beyond these structural edits, doctors frequently engaged in contextualization.
Although the study was conducted in India, the prompt used to generate the initial LLM answers
was not tailored to this context. As a result, the answers in Edit and Instruct were often generic and
universal in tone, lacking important cultural, clinical, and geographic grounding. Doctors frequently
intervened to localize these answers so they would be relevant and actionable for their patients.
Typical edits included substituting technical terms (e.g., replacing “ECCE” with the more commonly
used “SICS” surgery type), correcting currency references from USD to INR when discussing
costs, and adding India-specific lifestyle guidance such as “avoid sunlight and dusty environments.”



Contextualization spanned all edit types—corrections, additions, deletions, and rewording. Clinicians
emphasized that local adaptation was essential for patient comprehension and trust, and that answers
without such contextualization risked feeling disconnected from the realities of Indian patients. At
the same time, a few admitted that they sometimes skipped minor contextual corrections when the
Al’s response appeared “good enough,” echoing the broader risk of automation bias.

Editing Strategies and Challenges When faced with major disagreements with the LLM-generated
drafts, doctors adopted very different strategies in Edit and Instruct. In Edit, the common approach
was to delete the entire draft and effectively revert to Write, composing a fresh answer from scratch.
In contrast, in Instruct, doctors often either provided instructions to regenerate the response or rewrote
the full answer within the instruction itself. As D9 explained: “If it is a very big answer, and I don’t
agree with it (in Instruct), I need to write out the full answer as instructions.” In Instruct, we observed
two distinct strategies: issuing multiple short sequential instructions each fixing a single issue, or
combining several fixes into one longer instruction. For example, one doctor combined several fixes
into a single instruction: “Remove line 1. Add ‘It is advisable to avoid cooking in the first week
after cataract surgery.’ Line 2: ‘However, if required, cooking can be done, but it's important
to be careful.” Remove line 3. Remove line 6.”

With respect to smaller edits, doctors reported two main challenges in Edit: difficulty integrating new
content seamlessly into the draft, and the need to repeat similar edits across multiple sections. For
integration, doctors noted that adding a new sentence often disrupted the flow and required careful
matching of grammar and style. As D2 explained:

“I don’t like Edit... A newly added sentence needs to be of the same grammatical
standard as the Al answer. It is hard to figure out where to fit this new sentence. It
takes time and thinking.” — D?2.

In contrast, the same participant found Instruct far easier: “Half the job is done. Adding anything
here is much easier. It takes care of grammar, where to add the new points... framing, everything!” —
D2. A second issue was redundancy. Because similar phrasing could recur multiple times, doctors
had to manually correct each instance. D5 described: “In Edit, I might need to edit the first part
of a sentence, but similar content may recur again in the next sentence, which I have to edit again.
Such inconsistencies go away in Instruct automatically.” In our manual review of Edit outputs, we
found 9 answers (across 6 doctors) containing informal phrasing, punctuation errors, and grammatical
mistakes—problems that were not present in Instruct due to its automated re-framing of edits.

Smartphone-Based Editing Constraints Although doctors were instructed to use a laptop/desktop
for Phase 1-since the interface was not optimized for small screens—three doctors completed one
session on their smartphones. As D5 explained: “The phone is always with me, I prefer that. I rarely
sit at a computer... In a real-world scenario, there is a higher probability that I use my phone for such
tasks.” All three doctors unanimously preferred Instruct over Edit on smartphones, stating that direct
text edits were cumbersome. They noted that tasks such as correcting a spelling required “moving the
cursor and clicking before editing” (D3), and that deleting long text meant “holding down the back
button for a long time” (D4)—both difficult on a phone.

3.3 Role and Limitations of LLMs

LLM-Generated Answers Being Lengthy, Inaccurate, and Formal Doctors generally described
the LLM-generated answers in Edit and Instruct as “well-written”, “complete”, and “accurate”. As
D2 remarked, “Al didn’t make any blunders. I edited a few timelines... but these are specific to
each doctor,” while D6 noted, “Most of the (LLM) answers were correct. Only a few minor edits
were required.” At the same time, doctors consistently highlighted three limitations. First, answers
were often unnecessarily long and verbose: what could be conveyed in one or two sentences was
typically expanded into a multi-paragraph explanation, which doctors felt risked confusing patients.
Second, the content occasionally contained factual inaccuracies or generic statements not aligned with
standard cataract practice in India, e.g., instructions about fasting appropriate for general anesthesia
but not for local anesthesia. Such errors required careful correction. Finally, the tone of the answers
was described as overly formal and academic, often framed in textbook-like language. While doctors
appreciated the grammatical polish, they emphasized that such formality could feel impersonal and
disconnected from patient communication. In their edits, they sought to make responses more direct,



conversational, and reassuring. As D8 summarized for Edit: “The Al answer requires only minimal
modifications, but I still change it to sound more natural for the patient.”

Technical Errors in Instruct Manual analysis and focus group discussions revealed five instances
where Instruct failed to execute editing instructions exactly as doctors intended. E.g., D2 noted that
asking the system to “remove the third sentence” instead deleted the second, while D1 reported that
“remove from eating onwards” removed two additional sentences. In such cases, doctors adopted two
strategies: re-issuing the instruction more explicitly, or using recovery options such as the “Previous”
button or typing “undo” as the next instruction. These worked because the system maintained
conversation history. D5 recalled: “I asked it to remove the second and fourth sentences. However, it
only removed the second. So I had to ask again to remove the third, and it worked.” These safeguards,
along with the ability to see highlighted changes, helped doctors catch and correct errors quickly,
though they remained cautious about how their instructions would be interpreted.

4 Discussion

Keeping Human Experts-in-the-Loop Our findings highlight the need to maintain a strong
safeguard by keeping doctors firmly in the verification loop for all LLM-generated answers. While
LLM:s often produced drafts that were accurate and complete, occasional inaccuracies, omissions, or
overly generic advice highlighted the risks of unchecked automation, consistent with prior work [3,
5, 120]. In the current medicolegal landscape, accountability for medical guidance ultimately rests
with licensed practitioners, not Al systems. This makes human review indispensable, both for patient
safety and for ensuring legitimacy of the information provided.

At the same time, there is a practical challenge of scalability. If every patient poses numerous
questions, doctors cannot feasibly review all responses without significant burden. This opens a
design and workforce question: who should validate LLM outputs at scale? One possibility is task-
shifting, where trained non-doctor professionals (e.g., nurse educators, patient counselors) provide
frontline validation of LLM answers, escalating only high-risk or ambiguous cases to physicians. Such
tiered review mechanisms would align oversight intensity with the stakes of the advice, preserving
safety without overwhelming experts. Their feasibility is evident in prior ethnographic work, where
nurses in resource-constrained settings served as the first line of response to patient queries in digital
chat groups [28]], albeit without LLMs involved.

Policy frameworks will also need to clarify accountability and medicolegal responsibility for LLM-
generated patient information. Clear guardrails on liability can both protect patients and provide
confidence for clinicians to engage with these systems.

Balancing Standardization and Subjectivity A central tension in our findings lies between the
standardization offered by LLMs and the subjective nuances contributed by individual doctors. On
the positive side, Al-mediated standardization reduces variability in patient education—ensuring
that every patient receives consistent and reliable core information. This consistency may reduce
confusion and inequities in care that can arise from idiosyncratic differences across clinicians. Yet
this consistency comes at a cost. The flip side of standardization is a loss of personalization. Patients
may miss out on the individualized communication styles and nuanced emphases that human doctors
naturally bring to their explanations. Over time, over-standardization risks making patient education
less empathetic, less culturally attuned, and less responsive to individual concerns.

A further risk is overreliance. Because most LLM-generated answers were found to be “good
enough,” there is a temptation for clinicians to skip detailed review—a risk highlighted in prior
work as well [5, [7, 127]]. This echoes broader concerns in medical Al around automation bias:
clinicians may gradually outsource judgment to Al systems, potentially eroding their clinical acumen
and vigilance. Guardrails, such as requiring justification of edits, introducing periodic audits, or
leveraging crowdsourced expert edits [[19]] may help mitigate this drift while preserving the efficiency
of LLM-generated drafts. Design implications flow directly from these tensions [14]. Interfaces
should foreground contextualization—making it easier for doctors to tailor generic LLM drafts to
local cultural, clinical, and geographic realities. Systems should also embed transparency mechanisms,
such as highlighting changes, to sustain clinician engagement and reduce the risk of blind acceptance.
Finally, to preserve sustainability, tools should help minimize redundant edits and enable efficient
review workflows, so that the efficiency gains of Al do not come at the cost of clinician burnout.



Design Implications Qualities of Effective Answers. Our findings highlight that useful answers
share core qualities: they should be short, direct, and free of unnecessary complexity. Patients expect
clarity and commitment rather than hedging or vague phrasing. For example, effective responses
clearly state what is and is not allowed, often with timelines, instead of offering conditional or overly
cautious language. This aligns with prior work on patient-centered communication [8} [16], which
emphasizes plain language and actionable guidance. Embedding these principles into LLM prompting
and fine-tuning could improve default outputs and reduce the need for rewording by doctors.

Improving LLM-Generated Outputs. While LLMs produced fluent drafts, they often lacked contextual
grounding. Recommendations sometimes referred to procedures or practices not followed in India,
used inappropriate currency or units, or generated verbose multi-paragraph explanations. To reduce
such mismatches, prompts should explicitly incorporate geographic and institutional context (similar
to [[19]]), and default outputs should be optimized for brevity and clarity. A design strategy could be
to generate short, two-sentence responses by default, with optional expansion for additional detail.
Such changes would reduce editing burden and help ensure that answers remain both relevant and
comprehensible to patients.

Supporting Hybrid Editing Workflows. Editing strategies differed across conditions: Edit was efficient
for small corrections but cumbersome for major rewrites, while Instruct handled grammar and flow
well but was less effective for deletions or large changes. To accommodate this diversity, future
systems should support hybrid workflows. For example, Write could be paired with LLM-based
grammar refinement to produce polished drafts from doctor-authored text. Edif could integrate options
for deleting large sections or starting fresh, while Instruct should include a transparent undo button to
recover from misinterpretations. Designing for fluid transitions between modes can reduce cognitive
load and support seamless editing, consistent with principles of mixed-initiative interaction [2, [13]]
and recent work on Al-assisted writing [21].

Voice Input for Mobile Use. Because many clinicians accessed the system via smartphones, typing
was described as slow and screen-cluttering. Voice input emerged as a natural modality, particularly
for Write and Instruct, where answers are short or instructions conversational. However, voice is
less compatible with cursor-based direct editing in Edit. A promising direction is to combine voice
dictation for drafting with lightweight correction tools for transcription errors. This approach builds
on prior HCI findings [19}120] that multimodal input, especially voice, can reduce physical effort and
improve efficiency in mobile, resource-constrained settings.

Personalizing to Patient Values. Finally, answers should adapt not only to clinical accuracy but also
to patient needs and preferences. Older patients may benefit from concise, directive responses, while
more educated or information-seeking patients may prefer detailed explanations. Similarly, some
patients require reassurance and empathy, while others prioritize brevity. This calls for adaptive
answer generation that adjusts length, tone, and level of detail based on patient demographics and
values. Prior work [8, [15] in health communication demonstrates that such tailoring improves
comprehension, trust, and adherence, suggesting a valuable direction for LLM-assisted systems.

Limitations Although we made specific attempts to reduce the skew in our participant cohort, we
used convenience sampling in our recruitment, which may introduce selection bias and affect the
representativeness of the sample. Further, we worked with a population in urban India, and views of
chatbots and their advice may be different in rural or periurban contexts. Finally, while doctors were
central evaluators, patients—the ultimate consumers of these answers—were not included, and their
perspectives remain an important direction for future work.

Conclusion This paper examined how doctors answered patient queries using three approaches:
writing from scratch, directly editing LLM drafts, and instruction-based indirect editing. While LLMs
generated accurate and polished responses, doctors’ edits highlighted essential needs: contextualizing
content to local practices, safeguarding against factual errors, and reframing verbose responses
into clear, patient-centered communication. Our findings emphasize the importance of keeping
human experts in the loop, not only for safety, but also to sustain personalization and empathy
in patient education. This work contributes empirical evidence on human—AlI co-authoring in
high-stakes settings and identifies design opportunities. Ultimately, safe and scalable adoption of
LLM:s in healthcare will depend on balancing standardization with subjectivity, and automation with
meaningful human oversight.
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