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Abstract

Multi-aspect controllable text generation aims001
to control the generated texts in attributes from002
multiple aspects (e.g., “positive” from senti-003
ment and “sport” from topic). Existing works004
neglect attribute correlations formed by the in-005
tertwining of different attributes. Particularly,006
the stereotype formed by imbalanced attribute007
correlations significantly affects multi-aspect008
control. In this paper, we propose MAGIC, a009
new multi-aspect controllable text generation010
method with disentangled counterfactual aug-011
mentation. We alleviate the issue of imbal-012
anced attribute correlations during training us-013
ing counterfactual feature vectors in the at-014
tribute latent space by disentanglement. During015
inference, we enhance attribute correlations by016
target-guided counterfactual augmentation to017
further improve multi-aspect control. Experi-018
ments show that MAGIC outperforms state-of-019
the-art baselines in both imbalanced and bal-020
anced attribute correlation scenarios.021

1 Introduction022

Controllable text generation (CTG) aims to gener-023

ate texts adhering to given constraints. The devel-024

opment of generative AI based on large language025

models (LLMs) draws increasing attention to CTG026

(Keskar et al., 2019; Brown et al., 2020; Zhang027

et al., 2022). Due to the demand for diverse at-028

tribute control, recent studies focus on a more prac-029

tical and challenging setting, multi-aspect control-030

lable text generation (MCTG). Different kinds of031

methods have been proposed, including weighted032

decoding (Dathathri et al., 2020; Krause et al.,033

2021), optimization in the language space (Kumar034

et al., 2021; Mireshghallah et al., 2022), optimiza-035

tion in the latent semantic space (Gu et al., 2022b,036

2023; Ding et al., 2023; Liu et al., 2023), etc.037

Due to the difficulty of directly obtaining train-038

ing data that satisfy arbitrary attribute combina-039

tions, existing methods (Krause et al., 2021; Ding040
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Figure 1: The relevance scores of positive and negative
sentiment in (a) AGNews and (b) Yelp. (a) The classi-
fiers used for statistics are from (Gu et al., 2022b). (b)
The statistical data of Yelp are from (Yang et al., 2023).

et al., 2023; Gu et al., 2023) reuse datasets with 041

single-aspect annotations for MCTG, where each 042

training sample only expresses a single attribute 043

in one aspect. This neglects the fact that a sen- 044

tence often couples multiple attributes due to the 045

complexity of natural language. The co-occurrence 046

of attributes within one sentence forms patterns 047

corresponding to attribute correlations, serving as 048

crucial dependencies for a generative model in in- 049

ference. Meanwhile, the training corpus is derived 050

from real life, where preferences in real life make 051

certain combinations of attributes more common, 052

leading to an imbalance in attribute correlations. 053

As an example shown in Figure 1, in the AGNews 054

dataset, since news with the topics of “world” and 055

“business” are prone to correlating with negative 056

elements (Gu et al., 2022b), such as war or in- 057

flation, combinations of these topics and negative 058

sentiment are more prevalent. In the Yelp dataset 059

consisting of restaurant reviews with sentiment and 060

food types, negative reviews also dominate (Yang 061

et al., 2023). The imbalance in attribute correla- 062

tions can lead the model to associate specific at- 063

tributes, forming a stereotype that impacts multi- 064

aspect control. An MCTG model can better fit 065

attributes with higher co-occurrence frequencies, 066

allowing it to learn the semantic information of 067
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these attributes more comprehensively. However,068

the model may neglect the learning of attributes069

with low co-occurrence frequencies, which hurts070

the control of these attribute combinations.071

To resolve the problem, we propose a multi-072

aspect controllable text generation method with073

disentangled counterfactual augmentation, called074

MAGIC. Specifically, we introduce attribute dis-075

entanglement with latent space optimization. It076

can disentangle the control factors of different at-077

tributes in the texts and generate the latent vectors078

with counterfactual features in the attribute latent079

space. During training, we employ counterfac-080

tual latent vectors to balance attribute correlations,081

thereby constructing a more semantically balanced082

attribute latent space. During inference, we en-083

hance attribute correlations by the counterfactual084

latent vectors to improve multi-aspect control.085

We experiment on three-aspect control includ-086

ing sentiment, topic, and detoxification. We evalu-087

ate the relevance scores of attributes and assess088

the text quality in the scenarios of imbalanced089

and balanced attribute correlations. The results090

indicate that MAGIC can leverage attribute corre-091

lations and mitigate the imbalance issues, which092

leads to steady and superior performance in both093

imbalanced and balanced scenarios than state-of-094

the-art baselines on multi-aspect control. We fur-095

ther demonstrate the effectiveness of each module096

in MAGIC through analytical experiments.097

Our main contributions are outlined as follows:098

• To mitigate the issue of imbalanced attribute099

correlations, we propose a counterfactual fea-100

ture augmentation model with attribute disen-101

tanglement.102

• To improve multi-aspect control by leverag-103

ing attribute correlations, we introduce a text104

generation method based on target-guided at-105

tribute correlation augmentation.106

• We experimentally validate the effectiveness107

of MAGIC. It outperforms state-of-the-art108

baselines on the imbalanced and balanced set-109

tings of multi-aspect control.110

2 Related Work111

Controllable text generation. LLMs introduce112

new perspectives for controllable text generation,113

such as post-processing (Krause et al., 2021; Liu114

et al., 2021) and prefix tuning (Qian et al., 2022;115

Li and Liang, 2021; Yu et al., 2021). Current meth-116

ods on MCTG can be broadly classified into three117

categories. (i) Weighted decoding is a kind of meth- 118

ods that biases the output token distribution dur- 119

ing decoding to achieve controllable generation 120

(Dathathri et al., 2020; Yang and Klein, 2021; Liu 121

et al., 2021; Krause et al., 2021; Gu et al., 2022a). 122

(ii) The methods of optimization in the language 123

space model the generation of tokens satisfying 124

multi-aspect requirements as a multi-objective opti- 125

mization problem (Mireshghallah et al., 2022; Qin 126

et al., 2022; Kumar et al., 2021). (iii) The prefix 127

tuning methods of optimization in the latent se- 128

mantic space have shown superior effectiveness in 129

achieving multi-aspect control (Gu et al., 2022b; 130

Liu et al., 2023; Yang et al., 2023; Huang et al., 131

2023; Gu et al., 2023). However, these methods 132

highly rely on the training data to construct the 133

latent space and do not consider the influence of 134

attribute correlations. 135

Counterfactual augmentation. Counterfactuals 136

are designed to study the change of a variable in 137

response to an intervention. Counterfactual aug- 138

mentation is employed to enhance the robustness of 139

models against the spurious correlations (Howard 140

et al., 2022) including manual and automatic so- 141

lutions. The manual solution generates counter- 142

factual texts by human annotators, which is costly 143

and time-consuming (Kaushik et al., 2020). For 144

the automatic solution, some methods get counter- 145

factual texts by finetuning LLMs (Wu et al., 2021; 146

Yang et al., 2021; Paranjape et al., 2022). Some 147

methods propose controllable text generation ap- 148

proaches based on weighted decoding (Madaan 149

et al., 2021) or a structural causal model (Hu and 150

Li, 2021). These methods augment the training data 151

by generating counterfactual texts. In this paper, 152

we leverage counterfactual augmentation to gen- 153

erate latent vectors with counterfactual features in 154

the latent space. We also leverage the attribute cor- 155

relations promoted by counterfactuals to improve 156

multi-aspect control. 157

3 Formulation 158

Task definition. Let A = {A1, . . . , AN} be N 159

aspects. Each aspect At ∈ A contains |At| mutu- 160

ally exclusive attributes
{
at1, . . . , a

t
|At|

}
. The goal 161

of MCTG is to generate sentences possessing multi- 162

ple attributes from different aspects simultaneously. 163

For example, we may ask an MCTG model to gen- 164

erate texts with attribute “sport” from aspect topic, 165

attribute “positive” from aspect sentiment, and at- 166

tribute “non-toxic” from aspect detoxification. 167
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Figure 2: Framework of our method. Top part: We use the prefix tuning-based autoencoder structure as the
framework and construct the attribute latent space. Bottom left: The vectors with counterfactual attribute features
generated by the attribute disentanglement module are assisted in the construction of the attribute latent space.
Bottom right:Inference stage with target-guided attribute correlation augmentation to improve multi-aspect control.

Training corpus. The training samples are in-168

dexed according to their associated aspects and169

attribute labels. We denote the indices of all sen-170

tences with any attribute in aspect At by It. The171

indices of the entire training data are I =
⋃N

t=1 I
t.172

Furthermore, Itatµ is the indices of all training sen-173

tences about attribute atµ in aspect At, and we have174

It =
⋃|At|

µ=1 I
t
atµ

. Following (Ma et al., 2023), we175

introduce the concepts of explicit and implicit at-176

tributes to facilitate the explanation of our method.177

For the data indexed by Itatµ
, atµ is the explicit at-178

tribute with annotated labels, and At is the corre-179

sponding explicit aspect. Other potential attributes180

in the data are the implicit attributes from implicit181

aspects, which are not explicitly provided but an-182

notated by extra attribute classifiers in our work.183

For notation, It
at1,a

k
1

are the indices of data with the184

explicit attribute at1 and the implicit attribute ak1 .185

Attribute correlation imbalance. Frequently co-186

occurred attributes tend to exhibit attribute corre-187

lations. Once the co-occurrence frequency of an188

attribute pair significantly exceeds others, it ex-189

hibits imbalanced attribute correlations. Given Itatµ
,190

suppose that we have Itatµ = It
atµ,a

k
σ
+ It

atµ,a
k
σ̄

, where191

akσ and akσ̄ are two mutually exclusive implicit at-192

tributes from aspect Ak. The attribute correlation193

becomes imbalanced when
∣∣∣Itatµ,akσ ∣∣∣ ≫ ∣∣∣It

atµ,a
k
σ̄

∣∣∣.194

Counterfactual samples. Generally, a counter-195

factual sample is defined as a synthetically gener-196

ated sentence that is treated differently by a condi-197

tion model (Madaan et al., 2021). Given a training198

sample x with explicit attribute atµ from aspect At 199

and an implicit attribute akσ from aspect Ak, we 200

define the synthetically generated sample x̄ with 201

the same explicit attribute atµ and reversed implicit 202

attribute akσ̄ as a counterfactual sample to x. 203

4 Methodology 204

As depicted in Figure 2, our MAGIC employs an 205

encoder-decoder framework based on prefix tun- 206

ing. We implement multi-aspect control revolv- 207

ing around the attribute latent space. The encoder 208

projects sampled sentences into the attribute latent 209

space. Constraints are used to accurately model the 210

attribute semantics. We conduct resampling and 211

incorporate latent vectors with counterfactual fea- 212

tures to assist the construction of the attribute latent 213

space and avoid the impact caused by imbalanced 214

attribute correlations. The vectors with counterfac- 215

tual features are generated by our designed attribute 216

disentanglement module. We also adopt a target- 217

guided attribute correlation enhanced generation 218

strategy to further improve multi-aspect control. 219

4.1 Attribute Space Building Against Biases 220

To facilitate multi-aspect control, we aim to con- 221

struct an attribute latent space that models the se- 222

mantics and relationships of attributes. First, we 223

need to establish a mapping between the attribute 224

latent space and the attributes in sentences. Vari- 225

ous methods can be employed, such as VAE (Liu 226

et al., 2023; Ding et al., 2023). We adopt a basic 227

and simple method (Gu et al., 2022b) to map the 228

attributes of sentences to discrete samples in the 229

latent space. Specifically, we leverage an encoder 230
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to extract the semantic features Hi in a sentence xi:231

Hi = Encoder (xi). Then, we get latent vector Zi232

in the attribute latent space based on Hi through at-233

tribute disentanglement (described in Section 4.2).234

We compute the prefix vector Prefixi based on Zi235

in the attribute latent space as follows:236

Prefixi = MLP(Zi + λε), (1)237

where λ is a scaling factor and ε is a perturba-238

tion from a multivariate Gaussian distribution for239

robustness. The prefix is used to reconstruct the240

sentence xi and recover the corresponding attribute241

in the same way as an autoregressive loss:242

LRec = −
∑
i∈I

log p(xi | Prefixi). (2)243

To accurately model attribute information, two244

kinds of constraints are utilized in modeling the245

attribute latent space (Gu et al., 2022b; Ding et al.,246

2023): (i) Classification loss enables the differenti-247

ation of different attributes from the same aspect in248

the attribute latent space as follows:249

LC = −
|A|∑
t=1

|At|∑
µ=1

∑
i∈It

atµ

log pπt

(
atµ | Zi

)
, (3)250

where pπt is a classifier to distinguish attribute atµ251

among aspect At. (ii) Aspect gap loss aims to penal-252

ize the discrepancy of aspects caused by the domain253

gap among data sources and facilitate the expres-254

sion of multi-aspect semantics in the attribute latent255

space as follows:256

LG =
∑

1≤t1<t2≤|A|

∥∥∥ ∑
i∈It1

Zi

|It1 | −
∑

j∈It2

Zj

|It2 |

∥∥∥
2
. (4)257

When faced with imbalanced attribute correla-258

tions, samples of more frequently co-occurred at-259

tribute combinations are more likely to be selected260

during training. The model is prone to learning261

the semantics associated with these attribute com-262

binations. We adopt a resampling strategy to in-263

crease the probability of sampling the sentences264

with low-frequent attribute combinations and use265

attribute disentanglement to generate latent vectors266

with counterfactual features to construct a more267

balanced attribute latent space. For aspect At with268

imbalanced attribute correlations, the classification269

loss with counterfactual augmentation becomes270

LAt
C = −

|At|∑
µ=1

∑
i∈It

atµ

log
(
pπt

(
atµ | Zi

)
pπt

(
atµ | Z̄i

))
,

(5)

271

and the aspect gap loss with counterfactual aug- 272

mentation becomes 273

LAt
G =

∑
1≤t2≤|A|
t2 ̸=t1

∥∥∥ ∑
i∈It1

Zi+Z̄i

2×|It1 | −
∑

j∈It2

Zj

|It2|

∥∥∥, (6) 274

where Z̄i is the latent vector with counterfactual 275

features generated by the attribute disentanglement. 276

4.2 Attribute Disentanglement 277

In this section, we design an attribute disentangle- 278

ment module to decouple the explicit and implicit 279

attributes in sentences. Based on this, we can gen- 280

erate the latent vector Zi of the original sample 281

xi and Z̄i of the counterfactual sample x̄i in the 282

attribute latent space. By transferring the shared 283

implicit attribute features across the data with dif- 284

ferent explicit attributes, we can supplement the in- 285

sufficient implicit attribute information in the data 286

corresponding to each explicit attribute, caused by 287

the low attribute co-occurrence frequency. 288

Figure 3 provides an overall description. Specif- 289

ically, given xi with explicit attribute atµ and im- 290

plicit attribute asσ, we refer to the latent vectors de- 291

coupled into the subspaces of explicit and implicit 292

attributes as the respective explicit and implicit 293

attribute control factors: hµi and hσi . Assuming 294

hµi = MLP
(
Hi

)
, hσi are calculated similar to hµi 295

but with a different MLP, and Zi = hµi + hσi . 296

To implement the disentanglement of implicit 297

and explicit attributes, we introduce three kinds 298

of losses. Multi-task loss ensures that the control 299

factors with attribute features extracted by explicit 300

or implicit extractors can be discriminative for their 301

respective attributes (John et al., 2019). Given the 302

sentence xi needing disentanglement, the multi- 303

task loss for each explicit or implicit aspect A∗ 304

involved in the disentanglement is 305

LA∗
mul = −

|A∗|∑
β=1

∑
i∈I∗

a∗
β

log pπ∗

(
a∗β | hβi

)
, (7) 306

where pπ∗ is the classifier to distinguish attribute 307

a∗β among aspect A∗, hβi is the control factor of a∗β . 308

However, this cannot constrain the mutual in- 309

fluence between the control factors of explicit and 310

implicit attributes. Thus, we introduce two inter- 311

vention losses. Lintv
R aims to eliminate the interfer- 312

ence of the implicit attribute control factor on the 313

explicit attribute and transfer the shared features of 314

implicit attributes across different explicit attribute 315
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Figure 3: The attribute disentanglement module. At and As denote the explicit and implicit aspects, respectively.

data. Specifically, given a sentence xi with explicit316

attribute atµ and implicit attribute asσ, the respective317

control factors are hµi and hσi . We first sample a318

sentence xsample with the same implicit attribute319

but a different explicit attribute compared to xi,320

and denote its implicit attribute control factor by321

hσsample. We combine the explicit control factor hµi322

with hσsample to get the prefix:323

Prefixintvi = MLP
(
hµi + hσsample

)
. (8)324

We ask the prefix to reconstruct a sentence sim-325

ilar to xi (with the same explicit and implicit at-326

tributes as xi). The loss function is327

Lintv
R = −

∑
atµ∈At

∑
i∈It

atµ

log pLM
(
xi | Prefixintvi

)
. (9)328

This means that the implicit attribute control fac-329

tors disentangled from any sentences with different330

explicit attributes do not affect the control of ex-331

plicit attributes. Meanwhile, the shared implicit332

attribute features in all sentences can be utilized for333

the reconstruction of each sentence without inter-334

vening in the explicit attributes.335

However, relying solely on the above two losses336

is still insufficient. In an extreme case, the control337

factor of the implicit attribute becomes ineffective,338

and the explicit attribute control factor can con-339

trol both explicit and implicit attributes. Thus, we340

designed the second loss, Lintv
D , which aims to ac-341

tivate the function of the implicit attribute control342

factor and reduce the interference of the explicit at-343

tribute control factor on implicit attributes. Specifi-344

cally, given a sentence xi with explicit attribute atµ345

and implicit attribute asσ, the respective control fac-346

tors are hµi and hσi . We sample a sentence xsample347

with a different implicit attribute asσ̄ from xi and de-348

note its implicit attribute control factor by hσ̄sample.349

Then, we combine hµi with hσ̄sample and instruct350

the model to reconstruct a sentence x̄i, which has351

the explicit attribute atµ but changes the implicit 352

attribute to asσ̄. Since we do not have textual anno- 353

tations for x̄i in the language space, we attempt to 354

enforce the above constraints in the attribute latent 355

space. We observe a tendency for text with similar 356

attributes to exhibit cohesion in the attribute space. 357

Thus, we denote the vector of x̄i in the attribute 358

latent space by Z̄i, and bring Z̄i closer to the set 359

of vectors that share the same explicit and implicit 360

attributes. The loss function is 361

Lintv
D =

∑
atµ∈At

∑
i∈It

atµ

max
(
d
(
Z̄i, Ẑi

)
− γ, 0

)
,

Z̄i = hµi + hσ̄sample ,

Ẑi =
1∣∣∣Itatµ,asσ̄ ∣∣∣

∑
j∈It

atµ,asσ̄

hµj + hσ̄j .

(10) 362

If the explicit attribute control factor affects the 363

implicit attribute, it would impact the modification 364

of implicit attributes after replacing the implicit 365

attribute control factor. We constrain the potential 366

impact through the loss Lintv
D , while ensuring the 367

function of the implicit attribute control factor. 368

4.3 Multi-Aspect Generation 369

Suppose the target combination of attributes Atarget 370

is
{
a1φ1

, . . . , aNφN

}
from N different aspects, where 371

atφt
is the φt-th attribute from aspect At. We im- 372

plement multi-aspect control revolving around the 373

attribute latent space. Since the attribute corre- 374

lations benefit the control of the corresponding 375

attribute combinations, we adopt a multi-aspect 376

generation strategy with target-guided attribute cor- 377

relation augmentation. Specifically, we first utilize 378

the control factors of explicit and implicit attributes 379

from attribute disentanglement to generate latent 380

vectors in the attribute space aligning with the tar- 381

get attribute combinations. Then, we use an itera- 382

tive intersection retrieval algorithm in the attribute 383

5



latent space to get the latent vector that simultane-384

ously satisfies the target attributes following (Gu385

et al., 2022b). For each target attribute atµ, we386

identify the top K vectors among the set of vec-387

tors corresponding to atµ, which are closest to the388

vectors corresponding to other attributes in Atarget.389

The mean value of the top K vectors is used to390

represent the corresponding attribute. We calculate391

the weighted sum of each representative vector to392

obtain the target vector:393

Z̃ =
∑

atµ∈Atarget

watµ
×mean

(
Zi, i ∈ NtopK

(
Itatµ

))
, (11)394

where mean(·) is the mean operation within the395

set, NtopK
(
Itatµ

)
are the indices of the top K vectors396

for the current attribute atµ and are closest to the397

vectors of other attributes under control. We use Z̃398

to get the prefix by Eq. (1) and generate the target399

sentence based on the prefix and prompt x̃:400

Y = argmax
y

pLM
(
y | Prefix; x̃

)
. (12)401

5 Experiments and Results402

5.1 Experiment Setup403

Datasets. We experiment with three-aspect con-404

trol: sentiment, topic, and detoxification. Follow-405

ing previous works (Krause et al., 2021; Gu et al.,406

2022b, 2023), we pick IMDb (Maas et al., 2011) for407

sentiment, AGNews for topic (Zhang et al., 2015),408

and the Jigsaw Toxic Comment Classification Chal-409

lenge dataset for detoxification, with 10k samples410

for each aspect and equal samples for each attribute.411

We simulate the imbalanced setting on the AGNews412

dataset. For each topic in AGNews, the proportions413

of sentences with negative and positive sentiment414

are set to 7:3. For the balanced setting, we reuse415

the dataset in (Gu et al., 2022b). Using 35 prompts416

from (Dathathri et al., 2020), we assess 8 combina-417

tions across 2 sentiments, 4 topics, and 1 detoxifi-418

cation, generate 5 sentences per combination, and419

evaluate 1,400 sentences in total.420

Baselines. We compare MAGIC to 7 representa-421

tive and strong baselines. (i) Weighted decoding:422

GeDi (Krause et al., 2021) biases the decoding423

process with conditional generative model. (ii)424

Optimization in the language space: Mix&Match425

(Mireshghallah et al., 2022) discretely optimizes426

sentences in the language space by token-level427

masking. (iii) Optimization in the latent space:428

Tailor (Yang et al., 2023) is based on soft prompt- 429

tuning. Discrete (Gu et al., 2022b) uses discrete 430

samples to construct the attribute latent space. 431

LatentOPs (Liu et al., 2023) adopts an efficient 432

sampler based on ordinary differential equations 433

(ODEs). MacLaSa (Ding et al., 2023) combines 434

VAE and ODEs for the generation. PriorControl 435

(Gu et al., 2023) utilizes the normalizing flow 436

to constrain the complex latent space. See Ap- 437

pendix A for implementation details. 438

Evaluation metrics. We compute the attribute 439

relevance with the DeBERTa classifiers finetuned 440

on the Yelp and AGNews datasets (Zhang et al., 441

2015) for sentiment and topic aspects, respectively. 442

Both classifiers are provided in (Gu et al., 2023). 443

We measure the non-toxicity aspect with the Google 444

Perspective API.1 We consider two auxiliary met- 445

rics for text quality, i.e., perplexity (abbr. PPL) and 446

distinctness. PPL is calculated by GPT2-large and 447

distinctness is calculated by averaging the 1-gram, 448

2-grams, and 3-grams distinct scores. We also con- 449

duct human evaluations on the generated sentences. 450

Details and results are provided in Appendix C. 451

5.2 Main Results 452

We conduct experiments on both imbalanced and 453

balanced attribute correlation settings. Table 1 lists 454

the results. We report the average scores with stan- 455

dard deviations of 8 combinations for each aspect, 456

as well as the average scores for all three aspects. 457

Overall, most methods perform worse in the im- 458

balanced setting compared to the balanced one. 459

This is due to the dominant negative impact of 460

stereotypes formed by imbalanced attribute corre- 461

lations. The stereotypes hinder the classifiers used 462

to optimize in the language space for Mix&Match. 463

The lack of data with positive sentiment combina- 464

tions also affects the learning of semantics related 465

to positive sentiment for each topic in the attribute 466

latent space, such as Discrete and PriorControl. 467

Due to the strategies used in training, MAGIC 468

is less affected by the imbalanced attribute correla- 469

tions. In the imbalanced setting, MAGIC performs 470

best on average attribute-related metrics, showing a 471

7.4% improvement beyond the second-best method 472

PriorControl. The advances come from the im- 473

provement of topic (12.8%) and sentiment (7.2%) 474

aspects. The target-guided counterfactual augmen- 475

tation makes MAGIC achieve better performance. 476

Thus, in the balanced setting, MAGIC can also 477

1https://www.perspectiveapi.com
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Methods Avg. ↑ (%) Sentiment ↑ (%) Topic ↑ (%) Detoxification ↑ (%) PPL ↓ Distinct ↑
Im

ba
la

nc
ed

at
tr

ib
ut

e
co

rr
el

at
io

ns GeDi 82.3 ± 18.6 73.5 ± 23.1 77.8 ± 16.9 95.5 ± 2.6 92.2 78.2
Mix&Match 77.7 ± 22.7 72.5 ± 27.8 68.7 ± 23.6 91.8 ± 2.5 73.9 59.3
Tailor 76.9 ± 24.9 67.5 ± 31.3 66.7 ± 19.8 96.4 ± 1.9 26.8 69.8
LatentOPs 82.8 ± 16.2 78.1 ± 20.3 78.2 ± 15.4 92.1 ± 8.2 11.7 39.7
Discrete 83.8 ± 20.7 91.2 ± 15.6 65.5 ± 23.9 94.8 ± 3.6 43.1 42.1
MacLaSa 84.7 ± 13.9 82.4 ± 13.7 77.9 ± 16.8 93.9 ± 3.3 29.3 59.7
PriorControl 86.2 ± 13.6 88.1 ± 10.3 78.4 ± 19.2 92.1 ± 4.2 34.1 51.8
MAGIC (ours) 92.6 ± 9.1 94.5 ± 6.9 88.5 ± 13.4 94.7 ± 3.9 43.4 53.3

B
al

an
ce

d
at

tr
ib

ut
e

co
rr

el
at

io
ns GeDi 81.4 ± 14.7 76.1 ± 17.2 73.8 ± 11.3 94.2 ± 1.9 116.6 75.1

Mix&Match 79.7 ± 21.8 73.5 ± 25.9 69.9 ± 21.1 95.8 ± 1.9 63.0 61.8
Tailor 78.1 ± 22.6 64.6 ± 28.5 73.7 ± 16.5 95.9 ± 2.5 28.7 69.8
LatentOPs 85.5 ± 14.4 76.3 ± 16.4 85.1 ± 14.1 94.9 ± 4.2 16.8 41.3
Discrete 87.4 ± 10.9 86.7 ± 10.5 84.8 ± 14.2 90.7 ± 7.4 28.4 49.5
MacLaSa 88.2 ± 10.7 85.0 ± 14.7 85.1 ± 9.5 94.5 ± 2.6 19.2 56.5
PriorControl 92.2 ± 8.6 92.5 ± 8.5 89.3 ± 11.0 94.9 ± 3.4 29.6 51.6
MAGIC (ours) 92.9 ± 8.5 94.2 ± 6.4 89.4 ± 12.2 95.1 ± 4.9 55.3 52.2

Table 1: Automatic results of multi-aspect control with imbalance and balance attribute correlation. The best
relevance scores are marked in bold. More results are shown in Tables 5 and 6 in the appendix.

Variants Avg. Sent. Topic Detox.

Strategies during training

MAGIC (intact) 92.6 94.5 88.5 94.7
w/o counterfactual 90.5 91.5 86.1 94.1
w/o resample 88.5 88.9 83.1 93.7

Strategies during inference

MAGIC (intact) 92.6 94.5 88.5 94.7
w/o all 86.9 85.8 79.1 95.8
w/ balance 87.8 86.9 82.5 93.9

Table 2: Analysis of different strategies.

achieve comparable performance with PriorCon-478

trol (1.8% improvement in the sentiment aspect).479

In addition, GeDi performs well on attribute rele-480

vance and diversity, while badly on perplexity. We481

find that methods optimizing the attribute latent482

space by VAE (e.g. LatentOPs, MacLaSa) or nor-483

malizing flow (PriorControl) tend to generate texts484

with lower PPL. MAGIC exhibits a slightly higher485

PPL but still in a reasonable range, because the dis-486

entanglement module affects the distances between487

aspects. See Appendix F for a case study.488

5.3 Further Analysis489

Effects of balancing strategies during training.490

We validate the effects of counterfactual augmenta-491

tion and resampling, which we propose to construct492

the attribute latent space against imbalance during493

training. Table 2 lists the results. After removing494

counterfactual augmentation, all relevance scores495

of our MAGIC decrease. We further remove the496

resampling strategy and also observe a decrease497

in performance. We find that the counterfactual498

augmentation and resampling both make sense for499

the construction of attribute latent space.500

Topic
Change factor of sent. from

Avg.
World Sport Business Tech

World 90.7 89.2 74.9 86.1 83.4
Sport 97.9 98.7 97.9 98.2 98.0
Business 84.3 84.6 87.8 86.3 85.1
Tech 98.6 99.3 99.4 99.5 99.1

Table 3: Relevance scores of topic after changing the
control factor of sentiment from different topics.

Effects of strategies during inference. We em- 501

ploy a target-guided attribute correlation augmen- 502

tation strategy to improve multi-aspect control in 503

inference, which generates new latent vectors in 504

the attribute latent space aligning with the attribute 505

combinations that we control. To validate the ef- 506

fectiveness, we compare three variant strategies in 507

Table 2. “w/o all” represents the variant without 508

any augmentation strategy, which performs worst. 509

“w/ balance” represents maintaining an equal num- 510

ber of vectors for different attribute combinations 511

in the attribute latent space. We can find that the 512

target-guided strategy used in MAGIC is more ef- 513

fective than the balanced variant. 514

Analysis of attribute disentanglement. We per- 515

form experiments to analyze the effect of attribute 516

disentanglement. First, we measure the impact of 517

the disentangled implicit attribute (sentiment) con- 518

trol factors on the explicit attribute (topic). Table 3 519

lists the results. For each topic in each row of the ta- 520

ble, we generate texts by replacing the disentangled 521

sentiment control factor with those corresponding 522

to the other three topics. The diagonal of the table 523

represents generated texts using the original topic 524

and sentiment control factors without replacement. 525

We measure the topic relevance scores of the gen- 526
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Figure 4: Relevance scores of sentiment after changing
the control factor of sentiment to the opposite.

erated texts. It can be observed that, after replacing527

the sentiment factors with those from other topics,528

the topic relevance scores only show a slight de-529

crease. The disentangled sentiment factors from530

the business topic have more impact on the world531

topic (the relevance score decreases from 90.7 to532

74.9). This is due to the substantial differences in533

texts between these two topics.534

Next, we validate whether the disentangled ex-535

plicit control factor (topic) interferes with the im-536

plicit control factor in controlling implicit attributes537

(sentiment). The results are shown in Figure 4.538

For each topic, the hatched bar chart represents539

the sentiment scores of the texts generated by the540

sentences with positive/negative sentiments in that541

topic (denoted by the original sentiment score).542

The solid bar chart, opposite to the hatched bar543

chart, represents the sentiment scores of sentences544

generated after replacing the sentiment control fac-545

tors with the opposite sentiment of the original sen-546

tences (denoted by the modified sentiment score).547

Since we train the disentanglement module based548

on existing sentiment labels in each topic, the orig-549

inal sentiment scores serve as an upper bound for550

the modified sentiment scores of the given sen-551

timent. We can observe that for all topics, the552

original sentiment scores for negative sentiment553

are higher compared to positive sentiment. This554

is due to the biases formed by the decoder during555

pre-training, i.e., sentences with negative sentiment556

are more easily generated in AGNews. In addition,557

it is easier to convert positive sentiment into neg-558

ative sentiment as more sentences with negative559

sentiments in the training set providing more su-560

pervision. The conversion of negative sentiment561

to positive sentiment is less effective, which we562

ascribe to the limited availability of supervision563

signals for positive sentiment.564
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Figure 5: Effects of attribute correlation imbalance in
performance with different attribute combinations.

Effects of attribute correlation imbalance. We 565

analyze the effects of attribute correlation imbal- 566

ance in performance with different attribute com- 567

binations. Figure 5 illustrates the performance of 568

topic and sentiment combinations under balanced 569

and imbalanced attribute correlations. For each 570

method, the upper/lower side of the x-axis corre- 571

sponds to the average attribute scores for the 4 com- 572

binations of positive/negative sentiment and 4 dif- 573

ferent topics. The hatched bar chart represents the 574

scenario of imbalance attribute correlation. It can 575

be observed that the performance of the majority 576

of positive sentiment attribute combinations shows 577

varying degrees of decline under the imbalanced 578

setting. This is due to the limited samples of posi- 579

tive sentiment attribute combinations in the train- 580

ing data. Certain methods exhibit an improvement 581

in the performance of negative sentiment attribute 582

combinations in the imbalanced setting, such as 583

GeDi and Discrete. MAGIC is least affected due to 584

the utilization of balancing strategies during train- 585

ing and the target-guided counterfactual augmenta- 586

tion of generation during inference. 587

6 Conclusion 588

In this paper, we consider attribute correlation and 589

propose a novel method, MAGIC, for multi-aspect 590

control with disentangled counterfactual augmenta- 591

tion. We alleviate the issue of imbalanced attribute 592

correlations during training and further improve 593

multi-aspect control using counterfactual vectors 594

in the attribute latent space by disentanglement. Ex- 595

periments on the three-aspect control task support 596

the effectiveness of MAGIC. We also conduct de- 597

tailed analytical experiments to study the effects 598

of each strategy in MAGIC. In the future, we will 599

explore the impact of attribute correlations formed 600

during pre-training. 601
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Ethical Considerations602

The training data used in our work are sourced603

from the web and have not undergone extensive604

data cleansing. As a result, the method that we pro-605

pose and the baselines to which we compare may606

produce some fake, toxic, or offensive content. It is607

important to clarify that the generated texts in our608

work do not represent our viewpoints. Additionally,609

detoxification is considered as a default attribute610

that the generated texts are expected to satisfy. We611

believe that exploring controllable generation tech-612

niques is beneficial for combating the generation613

of harmful texts.614

Limitations615

MAGIC has several limitations: (i) To construct616

the attribute latent space, our method requires a617

substantial amount of training data, making it chal-618

lenging to address the few-shot scenario. (ii) For619

attribute disentanglement, MAGIC needs an extra620

pre-trained classifier for labeling implicit attributes.621

The performance of this classifier could potentially622

impact the effectiveness of disentanglement. In the623

future, we will explore strategies to reduce reliance624

on classifiers for the disentanglement of control625

attributes. (iii) For a fair comparison, our decoder626

has a moderate parameter count, such as GPT2-627

medium. In the future, exploring more complex628

controllable generation tasks with a larger LLM629

would also be interesting.630

References631

Tom Brown, Benjamin Mann, Nick Ryder, Melanie632
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind633
Neelakantan, Pranav Shyam, Girish Sastry, Amanda634
Askell, et al. 2020. Language models are few-shot635
learners. In NeurIPS, pages 1877–1901, Virtual.636

Sumanth Dathathri, Andrea Madotto, Janice Lan, Jane637
Hung, Eric Frank, Piero Molino, Jason Yosinski, and638
Rosanne Liu. 2020. Plug and play language models:639
A simple approach to controlled text generation. In640
ICLR, pages 1–34, Addis Ababa, Ethiopia.641

Hanxing Ding, Liang Pang, Zihao Wei, Huawei Shen,642
Xueqi Cheng, and Tat-Seng Chua. 2023. Maclasa:643
Multi-aspect controllable text generation via efficient644
sampling from compact latent space. In Findings of645
EMNLP, pages 4424–4436, Singapore.646

Yuxuan Gu, Xiaocheng Feng, Sicheng Ma, Jiaming Wu,647
Heng Gong, and Bing Qin. 2022a. Improving control-648
lable text generation with position-aware weighted649
decoding. In Findings of ACL, pages 3449–3467,650
Dublin, Ireland.651

Yuxuan Gu, Xiaocheng Feng, Sicheng Ma, Lingyuan 652
Zhang, Heng Gong, and Bing Qin. 2022b. A distri- 653
butional lens for multi-aspect controllable text gen- 654
eration. In EMNLP, pages 1023–1043, Abu Dhabi, 655
United Arab Emirates. 656

Yuxuan Gu, Xiaocheng Feng, Sicheng Ma, Lingyuan 657
Zhang, Heng Gong, Weihong Zhong, and Bing Qin. 658
2023. Controllable text generation via probability 659
density estimation in the latent space. In ACL, pages 660
12590–12616, Toronto, Canada. 661

Phillip Howard, Gadi Singer, Vasudev Lal, Yejin Choi, 662
and Swabha Swayamdipta. 2022. NeuroCounterfac- 663
tuals: Beyond minimal-edit counterfactuals for richer 664
data augmentation. In Findings of EMNLP, pages 665
5056–5072, Abu Dhabi, United Arab Emirates. 666

Zhiting Hu and Li Erran Li. 2021. A causal lens for con- 667
trollable text generation. In NeurIPS, pages 24941– 668
24955, Virtual. 669

Xuancheng Huang, Zijun Liu, Peng Li, Tao Li, Maosong 670
Sun, and Yang Liu. 2023. An extensible plug-and- 671
play method for multi-aspect controllable text genera- 672
tion. In ACL, pages 15233–15256, Toronto, Canada. 673

Vineet John, Lili Mou, Hareesh Bahuleyan, and Olga 674
Vechtomova. 2019. Disentangled representation 675
learning for non-parallel text style transfer. In ACL, 676
pages 424–434, Florence, Italy. 677

Divyansh Kaushik, Eduard Hovy, and Zachary C Lipton. 678
2020. Learning the difference that makes A differ- 679
ence with counterfactually-augmented data. In ICLR, 680
pages 1–17, Addis Ababa, Ethiopia. 681

Nitish Shirish Keskar, Bryan McCann, Lav R Varshney, 682
Caiming Xiong, and Richard Socher. 2019. Ctrl: A 683
conditional transformer language model for control- 684
lable generation. arXiv preprint arXiv:1909.05858. 685

Ben Krause, Akhilesh Deepak Gotmare, Bryan McCann, 686
Nitish Shirish Keskar, Shafiq Joty, Richard Socher, 687
and Nazneen Fatema Rajani. 2021. Gedi: Genera- 688
tive discriminator guided sequence generation. In 689
Findings of EMNLP, pages 4929–4952, Punta Cana, 690
Dominican Republic. 691

Sachin Kumar, Eric Malmi, Aliaksei Severyn, and Yulia 692
Tsvetkov. 2021. Controlled text generation as con- 693
tinuous optimization with multiple constraintss. In 694
NeurIPS, pages 14542–14554, Virtual. 695

Xiang Lisa Li and Percy Liang. 2021. Prefix-tuning: 696
Optimizing continuous prompts for generation. In 697
ACL, pages 4582–4597, Virtual. 698

Alisa Liu, Maarten Sap, Ximing Lu, Swabha 699
Swayamdipta, Chandra Bhagavatula, Noah A. Smith, 700
and Yejin Choi. 2021. DExperts: Decoding-time con- 701
trolled text generation with experts and anti-experts. 702
In ACL, pages 6691–6706, Virtual. 703

9

https://aclanthology.org/2022.findings-emnlp.371
https://aclanthology.org/2022.findings-emnlp.371
https://aclanthology.org/2022.findings-emnlp.371
https://aclanthology.org/2022.findings-emnlp.371
https://aclanthology.org/2022.findings-emnlp.371
https://proceedings.neurips.cc/paper/2021/hash/d0f5edad9ac19abed9e235c0fe0aa59f-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/d0f5edad9ac19abed9e235c0fe0aa59f-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/d0f5edad9ac19abed9e235c0fe0aa59f-Abstract.html
https://doi.org/10.18653/v1/p19-1041
https://doi.org/10.18653/v1/p19-1041
https://doi.org/10.18653/v1/p19-1041
https://openreview.net/forum?id=Sklgs0NFvr
https://openreview.net/forum?id=Sklgs0NFvr
https://openreview.net/forum?id=Sklgs0NFvr
https://aclanthology.org/2021.acl-long.353
https://aclanthology.org/2021.acl-long.353
https://aclanthology.org/2021.acl-long.353
https://aclanthology.org/2021.acl-long.522
https://aclanthology.org/2021.acl-long.522
https://aclanthology.org/2021.acl-long.522


Guangyi Liu, Zeyu Feng, Yuan Gao, Zichao Yang, Xi-704
aodan Liang, Junwei Bao, Xiaodong He, Shuguang705
Cui, Zhen Li, and Zhiting Hu. 2023. Composable706
text controls in latent space with odes. In EMNLP,707
pages 16543–16570, Singapore.708

Congda Ma, Tianyu Zhao, Makoto Shing, Kei Sawada,709
and Manabu Okumura. 2023. Focused prefix tuning710
for controllable text generation. In ACL, pages 1116–711
1127, Toronto, Canada.712

Andrew L. Maas, Raymond E. Daly, Peter T. Pham,713
Dan Huang, Andrew Y. Ng, and Christopher Potts.714
2011. Learning word vectors for sentiment analysis.715
In ACL, pages 142–150, Portland, OR, USA.716

Nishtha Madaan, Inkit Padhi, Naveen Panwar, and Dip-717
tikalyan Saha. 2021. Generate your counterfactuals:718
Towards controlled counterfactual generation for text.719
In AAAI, pages 13516–13524, Virtual.720

Fatemehsadat Mireshghallah, Kartik Goyal, and Taylor721
Berg-Kirkpatrick. 2022. Mix and match: Learning-722
free controllable text generation using energy lan-723
guage models. In ACL, pages 401–415, Dublin, Ire-724
land.725

Bhargavi Paranjape, Matthew Lamm, and Ian Tenney.726
2022. Retrieval-guided counterfactual generation for727
QA. In ACL, pages 1670–1686, Dublin, Ireland.728

Jing Qian, Li Dong, Yelong Shen, Furu Wei, and Weizhu729
Chen. 2022. Controllable natural language genera-730
tion with contrastive prefixes. In Findings of ACL,731
pages 2912–2924, Dublin, Ireland.732

Lianhui Qin, Sean Welleck, Daniel Khashabi, and Yejin733
Choi. 2022. COLD decoding: Energy-based con-734
strained text generation with langevin dynamics. In735
NeurIPS, pages 9538–9551, New Orleans, LA, USA.736

Tongshuang Wu, Marco Tulio Ribeiro, Jeffrey Heer, and737
Daniel Weld. 2021. Polyjuice: Generating counter-738
factuals for explaining, evaluating, and improving739
models. In ACL, pages 6707–6723, Virtual.740

Kevin Yang and Dan Klein. 2021. FUDGE: Controlled741
text generation with future discriminators. In NAACL,742
pages 3511–3535, Virtual.743

Kexin Yang, Dayiheng Liu, Wenqiang Lei, Baosong744
Yang, Mingfeng Xue, Boxing Chen, and Jun Xie.745
2023. Tailor: A soft-prompt-based approach to746
attribute-based controlled text generation. In ACL,747
pages 410–427, Toronto, Canada.748

Linyi Yang, Jiazheng Li, Padraig Cunningham, Yue749
Zhang, Barry Smyth, and Ruihai Dong. 2021. Ex-750
ploring the efficacy of automatically generated coun-751
terfactuals for sentiment analysis. In ACL, pages752
306–316, Virtual.753

Dian Yu, Zhou Yu, and Kenji Sagae. 2021. Attribute754
alignment: Controlling text generation from pre-755
trained language models. In Findings of EMNLP,756
pages 2251–2268, Punta Cana, Dominican Republic.757

Susan Zhang, Stephen Roller, Naman Goyal, Mikel 758
Artetxe, Moya Chen, Shuohui Chen, Christopher De- 759
wan, Mona Diab, Xian Li, Xi Victoria Lin, et al. 2022. 760
Opt: Open pre-trained transformer language models. 761
arXiv preprint arXiv:2205.01068. 762

Xiang Zhang, Junbo Zhao, and Yann LeCun. 2015. 763
Character-level convolutional networks for text clas- 764
sification. In NeurIPS, pages 649–657, Montréal, 765
Canada. 766

A Details of Hyperparameter Selection 767

We describe the hyperparameter selection of our 768

method in this section. The implementation of the 769

encoder and decoder follows the previous works 770

(Gu et al., 2022b, 2023; Ding et al., 2023). The en- 771

coder is initialized with Bert-base-uncased and sub- 772

sequently finetuned during training. The decoder 773

uses GPT2-medium2 and fixed. Each sentence, af- 774

ter being encoded and mean-pooled, is converted 775

to a 768-dimensional latent representation. The 776

latent representations are mapped to the prefix with 777

a dimension of (20, 24, 2, 1,024), where 20 is the 778

prefix sequence length, 24 is the number of hidden 779

layers in GPT2-medium, 2 represents one key and 780

one value, and 1,024 is the size of hidden states in 781

GPT2-medium. The dimension of the multi-layer 782

perceptrons used in the attribute disentanglement 783

is 768× 768. 784

During the training stage, we use half-precision 785

mode for efficiency on one NVIDIA A800 80GB 786

GPU, where the batch size is 64. The scaling fac- 787

tors of LRec, LC , LG, LA∗
mul, L

intv
R , and Lintv

D are 788

0.5, 0.2, 0.3, 0.2, 0.5, and 0.2, respectively. The 789

margin γ in Lintv
D is 0.4. The optimizer is AdamW 790

with a learning rate of 1e-4, the number of training 791

epochs is 300, and we use a checkpoint at a step of 792

57,000. 793

In the inference, we use the initial settings as (Gu 794

et al., 2022b) for the iterative intersection retrieval 795

algorithm. We employ grid search with for loops to 796

search for the optimal weight parameters for each 797

combination of attributes, which aims to balance 798

the performance among attributes from different 799

aspects. The search range of weights for sentiment 800

is {1.5, 2.5, 3.5}, while the range for the topic is 801

2.0 to 10.5 with an interval of 1.5. The weight of 802

detoxification is set to 1.0. The generation process 803

is the same as prefix tuning and the length of the 804

generated text is set to 50. 805

2https://huggingface.co/openai-community/
gpt2-medium
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Since our method needs an extra attribute classi-806

fier for the implicit attributes, we use the DeBERTa-807

based model to train a classifier for sentiment. We808

sample 100k, 10k, and 10k sentiment-specific sen-809

tences from the Yelp dataset for training, validation,810

and testing, respectively. The learning rate is set to811

5e-5 and the batch size is set to 64. The F1 score812

of the classifier on the testing set is 97.09.813

Detailed settings of baselines are as follows: (i)814

For the weighted decoding method GeDi, we di-815

rectly train the classifiers of three aspects on our816

datasets. (ii) For the multi-objective optimization817

method Mix&Match, we follow the experiment818

setting in the previous work. We retrain the clas-819

sifiers and use sentences generated from PPLM820

(Dathathri et al., 2020) to initialize the sampling821

process so that long sentences can be generated822

for a fair comparison. (iii) For the methods opti-823

mizing in latent space, we reproduce LatentOps824

and MacLaSa by retraining the classifiers and the825

VAE module on our datasets. We retrain the soft826

prompts of Tailor on our datasets following their827

default hyperparameters. For Discrete and Prior-828

Control, we utilize the same way as our method to829

select the optimal weight parameters, and other hy-830

perparameters are kept default. We uniformly use831

the pre-trained language model to GPT2-medium832

except for Mix&Match using Bert-large.3833

B The Statistics in Figure 1834

For Yelp, we directly utilize the statistical results835

from (Yang et al., 2023), which filter out neutral836

texts. More details can be found in the relevant837

paper. For AGNews, unfiltered neutral texts exist838

in the original dataset. We manually select some839

neutral texts and adjust the temperature of the clas-840

sifier to keep the sentiment scores of neutral texts841

around 0.5, thereby mitigating their impact on the842

statistical results. The temperatures for the four843

topics (“world”, “sport”, “business”, “technology”)844

are 6.5, 4.5, 5, and 4.5, respectively.845

C Results of Human Evaluation846

We conduct human evaluation with sentences gen-847

erated by different methods shuffled. Each sentence848

is rated by 3 professional evaluators for the three849

attribute relevance scores (sentiment, topic, and850

non-toxicity) and text fluency. Evaluators rate each851

3https://huggingface.co/google-bert/
bert-large-uncased

Methods Avg.↑ Sent.↑ Topic↑ Detox.↑ Fluency↑

Imbalanced attribute correlations

GeDi 3.26 2.75 3.05 4.00 2.67
PriorControl 3.44 3.21 3.15 3.97 3.65
MAGIC 3.80 3.89 3.50 4.02 3.60

Balanced attribute correlations

GeDi 3.39 2.91 3.26 4.01 2.88
PriorControl 3.82 3.89 3.57 4.00 3.61
MAGIC 3.84 3.90 3.55 4.08 3.58

Table 4: Human evaluation on multi-aspect control.

item on a scale of 1 to 5, with 5 indicating the high- 852

est relevance to the desired attribute or most fluent. 853

Following (Yang et al., 2023), the annotators are 854

required to not attend to attribute correlation when 855

evaluating the text quality (and vice versa) to obtain 856

separate scores for both text quality and attribute 857

correlations. Table 4 presents the results, with inter- 858

annotator agreement being 0.38 in Fleiss’ κ. In gen- 859

eral, the results of human judgment are consistent 860

with those of automatic evaluation. PriorControl is 861

a strong baseline and can also achieve good perfor- 862

mance in human evaluation. Our MAGIC is less 863

affected by the imbalanced attribute correlations 864

and can achieve the best performance. 865
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D Detailed Results with Imbalanced Attribute Correlation866

Methods
Sentiment (%) Topic (%)

Detox. (%)
Neg. Pos. World Sport Business Tech.

GeDi

Comb. 1 95.7 - 84.1 - - - 89.5
Comb. 2 91.8 - - 73.2 - - 94.7
Comb. 3 99.3 - - - 83.9 - 96.4
Comb. 4 91.5 - - - - 99.9 96.4
Comb. 5 - 43.0 62.8 - - - 96.0
Comb. 6 - 54.2 - 67.4 - - 97.0
Comb. 7 - 54.2 - - 52.6 - 97.3
Comb. 8 - 58.4 - - - 99.1 97.1

Avg. 94.6 52.4 73.5 70.3 68.3 99.5 95.5

Mix&Match

Comb. 1 96.9 - 84.3 - - - 89.0
Comb. 2 98.4 - - 54.2 - - 90.1
Comb. 3 99.2 - - - 69.3 - 89.8
Comb. 4 98.2 - - - - 99.5 89.3
Comb. 5 - 53.4 62.5 - - - 93.1
Comb. 6 - 53.4 - 34.9 - - 93.3
Comb. 7 - 40.1 - - 47.1 - 94.7
Comb. 8 - 53.6 - - - 98.2 95.3

Avg. 98.2 46.9 73.4 44.6 58.2 98.9 91.8

Tailor

Comb. 1 99.1 - 85.5 - - - 92.0
Comb. 2 94.2 - - 70.1 - - 95.4
Comb. 3 98.8 - - - 70.2 - 96.2
Comb. 4 94.6 - - - - 83.8 96.4
Comb. 5 - 40.4 31.8 - - - 97.6
Comb. 6 - 40.2 - 61.9 - - 97.7
Comb. 7 - 32.1 - - 44.6 - 98.2
Comb. 8 - 40.4 - - - 85.5 97.7

Avg. 96.7 38.3 58.7 66.0 57.4 84.7 96.4

LatentOPs

Comb. 1 95.0 - 77.1 - - - 87.3
Comb. 2 99.0 - - 55.9 - - 73.9
Comb. 3 96.5 - - - 88.7 - 93.0
Comb. 4 94.6 - - - - 98.1 92.7
Comb. 5 - 55.7 70.7 - - - 95.2
Comb. 6 - 57.0 - 72.5 - - 97.4
Comb. 7 - 54.0 - - 64.6 - 98.5
Comb. 8 - 72.7 - - - 98.4 98.4

Avg. 96.3 59.9 73.9 64.2 76.6 98.2 92.1

Continue to next page
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Methods
Sentiment (%) Topic (%)

Detox. (%)
Neg. Pos. World Sport Business Tech.

Discrete

Comb. 1 93.1 - 67.9 - - - 88.3
Comb. 2 95.3 - - 67.7 - - 92.2
Comb. 3 94.8 - - - 67.7 - 95.3
Comb. 4 97.4 - - - - 95.0 92.2
Comb. 5 - 98.3 40.8 - - - 97.6
Comb. 6 - 99.1 - 30.2 - - 98.0
Comb. 7 - 53.1 - - 49.4 - 97.6
Comb. 8 - 99.4 - - - 94.1 97.6

Avg. 95.1 87.5 54.4 49.0 64.3 94.6 94.8

MacLaSa

Comb. 1 98.9 - 89.0 - - - 88.4
Comb. 2 92.3 - - 57.0 - - 89.2
Comb. 3 92.3 - - - 84.2 - 94.5
Comb. 4 96.4 - - - - 95.7 94.3
Comb. 5 - 68.1 79.0 - - - 95.1
Comb. 6 - 71.5 - 49.9 - - 96.0
Comb. 7 - 67.7 - - 73.7 - 96.5
Comb. 8 - 71.8 - - - 94.5 97.6

Avg. 95.0 69.8 84.0 53.5 78.9 95.1 94.0

PriorControl

Comb. 1 96.3 - 89.8 - - - 85.0
Comb. 2 93.4 - - 90.4 - - 88.4
Comb. 3 95.2 - - - 71.6 - 92.0
Comb. 4 96.5 - - - - 99.1 89.2
Comb. 5 - 79.3 63.3 - - - 94.1
Comb. 6 - 72.0 - 76.2 - - 95.7
Comb. 7 - 76.4 - - 42.1 - 96.4
Comb. 8 - 95.4 - - - 95.2 96.1

Avg. 95.4 80.8 76.5 83.3 56.8 97.1 92.1

MAGIC

Comb. 1 99.4 - 95.9 - - - 90.2
Comb. 2 99.9 - - 98.3 - - 89.3
Comb. 3 98.2 - - - 93.4 - 97.1
Comb. 4 99.5 - - - - 97.0 90.9
Comb. 5 - 83.8 69.7 - - - 95.5
Comb. 6 - 88.6 - 97.1 - - 97.9
Comb. 7 - 86.9 - - 64.8 - 98.5
Comb. 8 - 99.9 - - - 92.0 97.9

Avg. 99.3 89.8 82.8 97.7 79.1 94.5 94.7

Table 5: Detailed combination results on multi-aspect control with imbalanced attribute correlations.
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E Detailed Results with Balanced Attribute Correlation867

Methods
Sentiment (%) Topic (%)

Detox. (%)
Neg. Pos. World Sport Business Tech.

GeDi

Comb. 1 94.7 - 80.0 - - - 90.6
Comb. 2 84.2 - - 74.8 - - 93.9
Comb. 3 94.9 - - - 75.7 - 96.6
Comb. 4 90.6 - - - - 80.1 92.8
Comb. 5 - 53.7 61.4 - - - 94.4
Comb. 6 - 60.5 - 74.3 - - 95.2
Comb. 6 - 57.6 - - 54.3 - 95.7
Comb. 8 - 72.3 - - - 90.2 94.2

Avg. 91.1 61.0 70.7 74.6 65.0 85.2 94.2

Mix&Match

Comb. 1 96.1 - 80.6 - - - 93.1
Comb. 2 97.7 - - 48.2 - - 93.0
Comb. 3 98.2 - - - 66.6 - 97.0
Comb. 4 96.8 - - - - 99.6 96.1
Comb. 5 - 53.0 67.3 - - - 95.5
Comb. 6 - 45.0 - 44.0 - - 96.7
Comb. 7 - 41.5 - - 55.8 - 97.7
Comb. 8 - 59.7 - - - 97.3 97.5

Avg. 97.2 49.8 74.0 46.1 61.2 98.5

Tailor

Comb. 1 96.1 - 81.4 - - - 90.3
Comb. 2 85.8 - - 80.2 - - 94.4
Comb. 3 90.7 - - - 76.6 - 96.8
Comb. 4 90.4 - - - - 86.0 96.0
Comb. 5 - 34.2 40.7 - - - 96.4
Comb. 6 - 45.3 - 65.1 - - 97.6
Comb. 7 - 30.0 - - 65.4 - 98.1
Comb. 8 - 44.4 - - - 94.2 97.7

Avg. 90.7 38.5 61.1 72.6 71.0 90.1 96.0

LatentOPs

Comb. 1 96.7 - 61.7 - - - 86.4
Comb. 2 84.5 - - 80.7 - - 91.7
Comb. 3 72.6 - - - 98.7 - 98.3
Comb. 4 90.8 - - - - 99.9 94.9
Comb. 5 - 61.2 71.1 - - - 94.5
Comb. 6 - 62.7 - 84.3 - - 98.0
Comb. 7 - 52.0 - - 85.2 - 98.1
Comb. 8 - 89.7 - - - 99.7 98.3

Avg. 86.1 66.4 66.4 82.5 91.9 99.8 95.0

Continue to next page
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Methods
Sentiment (%) Topic (%)

Detox. (%)
Neg. Pos. World Sport Business Tech.

Discrete

Comb. 1 69.7 - 71.7 - - - 84.1
Comb. 2 78.6 - - 80.0 - - 80.2
Comb. 3 99.9 - - - 96.7 - 96.8
Comb. 4 92.8 - - - - 98.0 81.7
Comb. 5 - 80.5 58.0 - - - 95.1
Comb. 6 - 84.7 - 86.6 - - 94.5
Comb. 7 - 87.6 - - 91.7 - 98.1
Comb. 8 - 99.7 - - - 96.1 95.4

Avg. 85.3 88.1 64.9 83.3 94.2 96.8 90.7

MacLaSa

Comb. 1 92.8 - 87.6 - - - 91.4
Comb. 2 95.1 - - 86.2 - - 92.9
Comb. 3 85.6 - - - 84.7 - 95.3
Comb. 4 92.7 - - - - 97.0 90.7
Comb. 5 - 93.2 73.8 - - - 94.8
Comb. 6 - 83.0 - 71.3 - - 97.0
Comb. 7 - 50.1 - - 85.7 - 97.6
Comb. 8 - 87.6 - - - 98.2 96.7

Avg. 91.5 78.5 78.9 78.7 85.2 97.6 94.6

PriorControl

Comb. 1 97.9 - 98.3 - - - 90.5
Comb. 2 98.4 - - 98.5 - - 93.4
Comb. 3 97.3 - - - 96.9 - 98.5
Comb. 4 99.9 - - - - 99.7 89.1
Comb. 5 - 89.5 79.4 - - - 95.4
Comb. 6 - 84.5 - 73.7 - - 96.8
Comb. 7 - 74.2 - - 73.1 - 98.4
Comb. 8 - 98.0 - - - 95.2 97.3

Avg. 98.4 86.6 88.9 86.1 85.0 97.5 94.9

MAGIC

Comb. 1 99.9 - 97.6 - - - 91.8
Comb. 2 98.2 - - 99.2 - - 95.0
Comb. 3 99.3 - - - 91.5 - 97.8
Comb. 4 92.7 - - - - 96.1 84.4
Comb. 5 - 95.8 71.8 - - - 96.6
Comb. 6 - 85.2 - 96.5 - - 98.2
Comb. 7 - 84.0 - - 68.0 - 98.5
Comb. 8 - 98.6 - - - 94.4 98.2

Avg. 97.5 90.9 84.7 97.8 79.8 95.2 95.1

Table 6: Detailed combination results on multi-aspect control with balanced attribute correlations.
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F Case Study868

We illustrate cases of 8 different attribute combinations in Table 7.869

Attributes Methods Generation results

Negative
World
NonTox.

GeDi Furthermore, Iraqi Prime Minister Haider al-Abadi said on Wednesday
that his country had almost conscription in January thanks to Pentagon
efforts that garnered international help. Baghdad offered a combined
656,000 U.S.-British personnel.

Mix&Match Furthermore, the russians who are calling for his immediate execution
should be put to death as well. this evil is a danger to society, and should
be stopped as soon as possible.

Tailor Furthermore, the US military has also been asked to consider using drones
in combat as part of its drone strike campaign. The Pentagon’s top brass
are discussing whether they could carry out strikes on targets across Iraq
and Syria that would be conducted from unmanned aircraft.

LatentOPs Furthermore, the fact that the IRA were responsible for the deaths of
thousands of people in the IRA is not mentioned in the IRA’s own accounts.
This is a shameful way to treat prisoners.

Discrete Furthermore, the US government has issued a report that indicates Donald
Trump’s personal car is stolen.

MacLaSa Furthermore, Israel should withdraw from the Gaza Strip and take steps to
facilitate Palestinian elections, including demilitarization, he said.

PriorControl Furthermore, the government has given a detailed briefing to its troops on
how to avoid becoming an enemy of the Islamic militants. Followers of
extremist groups have complained that this movie is poorly suited to be
film adaptation and even worse for human beings.

MAGIC Furthermore, the United States appears to have lost a congressional debate
over whether to grant asylum to Jose Altman. The president-elect has been
criticized by many of his aides as having failed to recognize that this is an
issue with serious implications.

Negative
Sport
NonTox.

GeDi This essay discusses Royals postseason performances with observations
and conclusions based on the Data Shed. I will try to balance debut dynam-
ics, transition performance, and reputations in a way that is appropriate for
those baseball nerds who are not up to date on these issues.

Mix&Match This essay discusses the mathematical model used to calculate the final
score for the ryder cup. it’s not terribly complicated, but it does leave out
one crucial piece of information.

Tailor This essay discusses the impact of a change in rules on sports betting and
how this has changed sport wagering, especially since it became legal. The
most famous example is that which occurred with tennis at Wimbledon.

LatentOPs This essay discusses the film version of the novel by George Orwell. The
film version is a complete waste of time. The novel is a complete waste of
time.

Continue to next page
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Attributes Methods Generation results

Negative
Sport
NonTox.

Discrete This essay discusses how the NFL will be able to avoid paying a third-year
man who is currently injured.

MacLaSa This essay discusses the many shortcomings of the movie P̈lan 9 from
Outer Space.̈ I won’t bore you with a list, but there are several things that
really need to be mentioned. First of all, the special effects were mediocre
at best.

PriorControl This essay discusses how the NFL can improve its reputation for fairness
and fairness in order to avoid a repeat of the 2004 debacle involving Ricky
Fuze.

MAGIC This essay discusses the worst possible scenario for the United States
players in this week’s World Cup qualifying game against Sweden. Related
Articles Tom Brady won’t be able to get a hold of his emotions after losing
his second straight game.

Negative
Business
NonTox.

GeDi Foundational to this is the cost structure that has to be removed. Atlanta-
based UnitedHealth Group said it had about 65,000 job cuts planned at
two subsidiaries Aetna and Humana before the spinoff announcement.

Mix&Match Foundational to this is the fact that the company is a holding company,
meaning it can’t issue shares. so if the fund manager sells the company, the
funds that invested in the company will be worse off because they won’t
have the earnings to pay out the dividends.

Tailor Foundational to this is the notion of a “single market” where nations can
negotiate for their own trade and investment policies. It’s been called an
idea that was born in America but has not yet reached Europe or Asia.

LatentOPs Foundational to this is that the company is a relatively small one with a
relatively low profile. The company’s management has been criticized for
its poor performance in recent years. The company’s management has
been accused of being overly optimistic and overly optimistic about its
earnings.

Discrete Foundational to this is the fact that it has been reduced to a low-cost ver-
sion of its flagship product, namely: The Longest Life Insurance company.

MacLaSa Foundational to this is the fact that the share price of a public company
is determined by its market capitalization. Put simply, the more money
a company raises through a public offering the more it earns in earnings
taxes.

PriorControl Foundational to this is the fact that Microsoft has taken a few steps toward
selling its premium products in the market. The company has offered a
partial refund for the purchase of half-priced software, which is considered
a major mistake.

MAGIC Foundational to this is the fact that many people are not working in the
company because of their lack of investment. This is a bad news story for
the companies involved.

Continue to next page

17



Attributes Methods Generation results

Negative
Tech.
NonTox.

GeDi The last time Microsoft used Charms bar to populate its apps’ homescreen
was for Windows Phone 8.2, which arrived in November 2012 and made
room for a colorful new Start screen that sported apps like Dropbox.

Mix&Match The last time sun ceo scott mcnealy spoke about linux, the audience at a
sun developer conference in san francisco was mostly deaf.

Tailor The last time IBM shipped a new product in this era, it was with the PC-
compatible Amstrad CPC. In that case, its first line of PCs were for home
use only and had not received any major market expansion beyond their
small numbers.

LatentOPs The last time I used a 3D printer was when I was a teenager. I was amazed
at how much 3D printing was able to do, but I was also amazed at how
little I actually used it. I was also surprised that the printer was so slow.

Discrete The last time the company saw a major change in its software, it was about
half-dozen times over. Follow Stories/News related to Business Insider.

MacLaSa The last time NASA’s Mars rover Opportunity tried to drive herself, her
arm failed to operate, and the two rovers almost drove themselves...

PriorControl The last time I saw this film was when I had to pick up a copy of the book
that was supposedly released on behalf of Microsoft. It’s so bland that
it makes me wonder if the author actually knew what kind of content he
would be.

MAGIC The last time this type of thing happened in 2001. A few weeks ago, the
Internet Mail Service (IMPS) faced a major setback when it failed to
deliver an application.

Positive
World
NonTox.

GeDi The connection develops between Neapolitan peoples through time. It
embraces generations. His passion doing linguistics formed his whole life
work as a gesture of co-existence, bringing different communities together
and defending their culture and identity.

Mix&Match The connection between a us soldier and the iraqi flag is one of the most
interesting films i have ever seen. it’s not surprising that such an film
exists, given the role actors involved.

Tailor The connection between the United States and Europe is now stronger
than ever before. The U-2 program was born as a response to an unprece-
dented crisis, in part because of its promise of new possibilities for global
cooperation;

LatentOPs The connection between the Palestinian leadership and Hamas is well
established and is discussed in the article. The link between the two
organizations is also well-established.

Continue to next page
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Attributes Methods Generation results

Positive
World
NonTox.

Discrete The connection between these movies and the original 1979 movie was
very good. The acting is superb and the story is great. I can’t recommend
this film anymore.

MacLaSa The connection between happiness and wine made by Nobel Peace Prize
laureate Wangari Maathai (she received the honor last week) is a striking
example of how a prize can bind nations and peoples together.

PriorControl The connection between the US flag and its politics is evident in this film.
Although the plot is somewhat flawed, the acting is superb and the story
line is fantastic. I highly recommend it.

MAGIC The connection between the world’s most famous football hero and his
daughter is a fascinating one. A good deal of work has been done to
make this movie accessible to people who have been marginalized by
mainstream society.

Positive
Sport
NonTox.

GeDi More importantly, football matters. Winning creates peace, education and
joy in children across 66 countries each April.

Mix&Match More importantly, what is the purpose of a game like this in the first place?
i’m not sure, but it could be a resource for people who might ask about the
game, or for those who might be inspired to get their hands on it by the on
juggling"

Tailor More importantly, this is a new start for the New York Mets. The team
that finished last season with an 11-42 record went on to reach its first
postseason in 17 years – and make it through four of those six games
without giving up runs.

LatentOPs More importantly, the two goals by the two rookies were the first goals by
a rookie in the history of the club. The two goals by the two rookies were
the first goals by a rookie in club history.

Discrete More importantly, this movie is a great story. It has a great plot and
fantastic actors. I loved the ending when the young man who had been
killed by a car came back to life. It’s really funny and very entertaining.

MacLaSa More importantly, this series has truly stood the test of time, being able to
adapt to the changing tastes of the modern consumer while still delivering a
fun and engaging game. I’ve always been a huge baseball fan, so naturally,
I was very taken by the series.

PriorControl More importantly, the Miami Dolphins have a solid team in front of him
and are on board with their approach to playing football. The team has
drafted several talented players, including Lou Gehwin, who plays in the
league for the first time.

MAGIC More importantly, the Florida Panthers have won a top-level competition
in this year’s World Cup Qualifiers. The Arizona Diamondbacks will be
able to do likewise.

Continue to next page
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Positive
Business
NonTox.

GeDi In brief, prices rendezvous strikes a balance between incentives and con-
straints that helps correct market distortions investment choices, produc-
tivity patterns, and short-run business cycles. (Furthermore, over time
efficient allocations of resources can create leverage.)

Mix&Match In brief, the board of fannie mae has approved major changes to the way it
calculates the capital gains on the sale of home mortgages. the changes
will allow the company to more accurately project future capital gains and
thus generate more profit from its investment in home mortgages.

Tailor In brief, it was a good year for video game makers. The number of
consoles shipped in 2015 rose 2-1 and the software sales were strong at
1 million units sold through September to become the fastest growing
console category since 2000.

LatentOPs In brief, the company says it expects to post a net loss of $ 1.3 billion in
fiscal 2004. The company says it expects to post a net loss of $ 1.4 billion
in fiscal 2004.

Discrete In brief, the company’s new flagship model is tested on a variety of dif-
ferent occasions. Follow Stories by Wireman & Co., which is currently
working with the president-elect to help him transition into his next phase.

MacLaSa In brief, the company raised its dividend by 8 cents per share yesterday,
helped by strong results across its segments. The company’s outlook
remains positive, with earnings rising to between 4 cents and 4.

PriorControl In brief, the company has given an indication of how much money it
expects to spend in its next big post-election campaign. The movie is
presented as a classic and highly entertaining film, but the actors are great.

MAGIC In brief, it is a good fit for the company. Related Stories to a new era in
business is underway with an exciting mix of products and services.

Positive
Tech.
NonTox.

GeDi The country-and-world revolution in microcomputing at the heart of HP
Labs is the Hyperledger Fabric, an open-source software framework for
developers and architects to build efficient, reliable, affordable cloud
computing services powered by powerful micro.

Mix&Match the country’s top virtual - presence expert explains how his research spent
two years building a prototype that could help police solve crimes on the
web.

Tailor The country’s first 3G mobile telephone system is being introduced at Tel
Aviv University, where students will get a chance to experiment with tech-
nology that would allow people of all ages and from different backgrounds
in the Israeli university campus to communicate freely.

LatentOPs The country’s largest and most comprehensive collection of free and open
source software. Easily add and manage multiple applications to your
system. Easily share and manage your work with others. Easily share and
manage your work with others.

Continue to next page
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Positive
Tech.
NonTox.

Discrete The countrywide television network, which is owned by the United States
government, has been invited to participate in a series of events with the
rest of the world.

MacLaSa The country’s most famous virtual reality game has been nominated for
a Guinness World Record for the most downloads. And it’s not just the
game that has caught gamers’ attention. ‘It’s a very evocative title.’ said
Leigh Alexander, producer of the award.

PriorControl The country’s leading wireless network has backed a new version of its
popular mobile app, offering more than 200 unique brands to choose from.
Follow the links to find out how this movie is great and how it compares
in comparison to other films.

MAGIC The country’s largest television broadcast network, which is currently a
great success. It’s one of the best films that I’ve seen in years. The acting
is fantastic and the cinematography is superb.

Table 7: Example cases of generated sentences with 8 attribute combinations. Blue text highlights sentiment-related
content. Red text highlights topic-related content. Underlined text is the input prompts.
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