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Abstract

In this work we develop a new method, named Sub-graph Permutation Equivariant Networks
(SPEN), which provides a framework for building graph neural networks that operate on
sub-graphs, while using permutation equivariant update functions that are also equivariant
to a novel choice of automorphism groups. Message passing neural networks have been
shown to be limited in their expressive power and recent approaches to over come this either
lack scalability or require structural information to be encoded into the feature space. The
general framework presented here overcomes the scalability issues associated with global
permutation equivariance by operating on sub-graphs. In addition, through operating
on sub-graphs the expressive power of higher-dimensional global permutation equivariant
networks is improved; this is due to fact that two non-distinguishable graphs often contain
distinguishable sub-graphs. Furthermore, the proposed framework only requires a choice
of k-hops for creating ego-network sub-graphs and a choice of representation space to be
used for each layer, which makes the method easily applicable across a range of graph
based domains. We experimentally validate the method on a range of graph benchmark
classification tasks, demonstrating either state-of-the-art results or very competitive results
on all benchmarks. Further, we demonstrate that the use of local update functions offers a
significant improvement in GPU memory over global methods.

1 Introduction

Machine learning on graphs has received much interest in recent years with many graph neural network
(GNN) architectures being proposed. One such method, which is widely used, is the general framework of
message passing neural networks (MPNN). These provide both a useful inductive bias and scalability across
a range of domains (Gilmer et al., 2017).

However, Xu et al| (2019); Morris et al.| (2019b)
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Section
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Our approach. We design a framework to create provably more expressive and scalable graph networks.
We achieve this through incorporating symmetry structures in graphs, by considering a graph equivariant
update function which operates over sub-graphs. Our framework, dubbed Subgraph Permutation Equivariant
Networks (SPEN), is developed from the observation that operating on sub-graphs both improves the scalability
and expressive power of higher-dimensional GNNs, whilst unlocking a natural choice of automorphism groups
which further increases the expressive power of the network. Our framework consists of:

1. encoding the graph as a bag of bags of sub-graphs,
2. utilising a k-order permutation equivariant base encoder, and

3. constraining the linear map to be equivariant to the automorphism groups of the bags of sub-graphs.

Sub-graphs each have a symmetry group and our framework captures this in two ways. Each sub-graph has a
permutation symmetry, which is induced by a permutation of the nodes in the graph. In addition, there is a
symmetry across sub-graphs whereby sub-graphs are associated to an automorphism group. We therefore
construct a neural network comprising of layers that are equivariant to both permutations of nodes and the
automorphism groups of sub-graphs. We achieve this by utilising a permutation equivariant base encoder
with feature space constrained by the direct sum of different order permutation representations. Further, we
constrain the linear map comprising each layer to be equivariant to the automorphism groups of the bags of
sub-graphs. This necessitates that sub-graphs belonging to different automorphism groups are processed by a
kernel with different weights, while for sub-graphs belonging to the same automorphism group the kernel
shares weights. This leads to us creating a sub-graph extraction policy which generates a bag of bags of
sub-graphs, where each bag of sub-graphs corresponds to a different sub-graph automorphism group.

Main contributions

1. A general framework for learning on graphs through utilising bags of sub-graphs.
2. A novel choice of automorphism groups with which to constrain the linear map to be equivariant to.
3. A more scalable framework for utilising higher-dimensional permutation equivariant GNNs.

4. A more expressive model than higher-dimensional permutation equivariant GNNs and sub-graph
MPNNSs.

5. A comprehensive theoretical analysis of the proposed framework in terms of both the expressive
power and scalability.

6. An experimental evaluation of the proposed framework under certain parameter choices, demonstrating
noticeable improvements on both real and synthetic data.

2 Background

More expressive graph neural networks (GNNs) exist which can be grouped into three different groups: (1)
those which design higher-dimensional GNNs, (2) those which use positional encodings through pre-coloring
nodes, and (3) those which use sub-graphs/local equivariance. Several architectures have been proposed of
the type (1) which design a high-order GNN equivalent to the hierarchy of k-WL tests (Maron et al. 2018;
2019; [Morris et al., 2019bja; Keriven & Peyrél [2019; |Azizian & Lelargel [2021]). Despite being equivalent to the
k-WL test, and hence having provably strong expressivity; these models lose the advantage of locality and
linear complexity. As such, the scalability of such models poses an issue for their practical use, with Maron
et al.| (2018) showing that the basis space for permutation equivariant models of order k is equal to the 2k‘"
Bell number, which results in a basis space of size 2 for order-1 tensors, 15 for order-2 tensors, 203 for order-3
tensors, and 4140 for order-4 tensors, demonstrating the practical challenge of using higher-dimensional GNNs.
Several architectures have also been proposed of type (2) where authors seek to introduce a pre-coloring or
positional encoding that is permutation invariant. These comprise of pre-coloring nodes based on pre-defined
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Figure 2: (1-2) The first component of our SPEN model comprises of splitting the graph into sub-graphs. For
this we use a k-ego network policy extracting a sub-graph for each node in the input graph. (3) Secondly, we
place sub-graphs into bags, where each bag holds sub-graphs of a specific size. The extracted sub-graphs
are used as fully-connected graphs with zero features for non-edges; this results in each bag of sub-graphs
representing an automorphism group. (4) We then process the bags of sub-graphs with an automorphism
equivariant linear map. This comprises of multiple separate GNNs, with a different network processing each
automorphism group. (5) The resulting output is again a bag of bags of sub-graphs. (6) The sub-graphs are
averaged across the bags to allow information flow between sub-graphs. (7-8) At the end of the model we pool
the bags of sub-graphs to produce an output graph representation. (a) In practise the overall model comprises
of many automorphism equivariant layers mapping between different order permutation representation spaces.
The final layer maps to an order-0 permutation representation space, i.e. a graph level representation space,
which can be pooled to the output graph representation.

substructures (Bouritsas et al.,[2020) or lifting graphs into simplicial- (Bodnar et al., [2021b) or cell complexes
(Bodnar et al., [2021a)). These methods require a pre-computation stage, which in the worst-case finding
substructures of size k in a graph of n nodes is O(n*). Finally sub-graphs/local equivariance of type (3)
have been considered to find more expressive GNNs. Local graph equivariance requires a (linear) map that
satisfies an automorphism equivariance constraint. This is due to the nature of graphs having different local
symmetries on different nodes/edges. This has been considered by [de Haan et al| (2020)) though imposing
an isomorphism/automorphism constraint on edge neighbourhoods and by [Thiede et al.| (2021) by selecting
specific automorphism groups and lifting the graph to these. Although the choice of automorphism group
chosen by [de Haan et al.| (2020) leads to little weight sharing and requires the automorphism constraint to be
parameterized, while that proposed by |Thiede et al.| (2021]) does not guarantee to capture the entire graph
and requires a hard-coded choice of automorphism group. Operating on sub-graphs has been considered as a
means to improve GNNs by dropping nodes (Papp et al., |2021), dropping edges (Rong et all [2019)), utilising
sub-graphs of size k (Cotta et al. 2021, utilising ego-network graphs (Zhao et al., [2021)), and considering the
symmetry of a bag of sub-graphs (Bevilacqua et al., [2021)).

3 Subgraph Permutation Equivariant Networks (SPEN)

In this section, we introduce the SPEN framework. It consists of (1) Subgraph selection, (2) Natural
permutation equivariant graph neural network. This section presents the core concepts of the model which
contribute to the improved expressivity. In addition, we present a more general overview of the architectural
details of the SPEN framework in Appendix

3.1 Definitions

In this work we consider graphs as concrete graphs and utilise sub-concrete graphs in our framework. The
sub-graphs are extracted as k-ego network sub-graphs. Further, we use a base GNN model that is equivariant
to permutations of nodes in the sub-graphs. We also place an automorphism constraint over the linear map
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that processes bags of sub-graphs. Further definitions are provided in Appendix with the key definitions
required to understand our framework presented here.

Definition 3.1. A Concrete Graph G is a finite set of nodes V(G) C N and a set of edges £(G) C V(G) xV(G).

The set of node ids may be non-contiguous and we make use of this here as we extract overlapping sub-graphs
and perform the graph update function on this bag of sub-graphs. The natural numbers of the nodes are
essential for representing the graphs in a computer, but hold no actual information about the underlying
graph. Therefore, the same underlying graph can be given in may forms by a permutation of the ordering of
the natural numbers of the nodes. Throughout the paper we refer to concrete graphs as graphs to minimise
notation.

Definition 3.2. In tensor format the values of G are encoded in a tensor A € RIV(G)IxIV(G)Ixd

The node features are encoded along the diagonal and edge features encoded in off-diagonal positions.

Definition 3.3. A sub-Concrete Graph H is created by taking a node i € V(G), and extracting the nodes
j € V(G) and edges (i,7) C V(G) x V(G), according to some sub-graph selection policy.

In this work we consider the sub-graph selection policy as a k-ego-network policy. For brevity we refer to
sub-concrete graphs as sub-graphs throughout the paper.

Definition 3.4. A k-FEgo Network of a node is its k-hop neighbourhood with induced connectivity.

Definition 3.5. A Graph isomorphism, ¢ : G — G’ is a bijection between the vertex sets of two graphs G
and G’, such that two vertices u and v are adjacent in G if and only if ¢(u) and ¢(v) are adjacent in G’. This
mapping is edge preserving, i.e. satisfies for all (i,5) € V(G) x V(G):

(i,4) € £(G) <= (8(i), ¢(j)) € E(G").

An isomorphism from the graph to itself is known as an automorphism.

Definition 3.6. A group representation p of the group G is a homomorphism p : G — GL(V) of G to the
group of automorphisms of V' (Fulton & Harris| [2013]). A group representation associates to each g € G an
invertible matrix p(g) € R™*™. This can be understood as specifying how the group acts as a transformation
on the input.

Definition 3.7. A feature space is a vector space V with a group representation rho acting on it. The choice
of group representations on the input and output vector spaces of a linear map constrains the possible forms
the linear map can take.

Definition 3.8. A tensor representation can be built up from some base group representations p(g) through
the tensor operations dual (x), direct sum (@), and tensor product (®). This allows for tensor representations
to be constructed that are of increasing size and complexity.

Definition 3.9. A kernel constraint is taken to mean a restriction of the space a kernel or linear map can
take between two vector spaces. The symmetric subspace of the representation is the space of solutions to
the constraint Vg € G : p(g)v = v, which provides the space of permissible kernels.

In this paper we are interested in the symmetries of the symmetric group S,,. This constraint can be solved
for different order tensor representations (Maron et al., 2018 Finzi et al,|2021). We present the space of
linear layers mapping from k-order representations to k’-order representations in Figure

3.2 Sub-graph Selection Policy

Sub-graphs can be extracted from a graph in a number of ways, by removing nodes, by removing edges,
extracting connectivity graphs at nodes, or extracting connectivity graphs at edges to name a few. In this work
we focus on k-ego network sub-graphs. These are sub-graphs extracted by considering the k-hop connectivity
of the graph at a selected node and extracting the induced connectivity. The sub-graph selection policy of
k-ego networks therefore extracts a sub-graph for each node in the original graph.
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Figure 3: Bases for mappings to and from different order permutation representations, where py is a k-order
representation. Each color in a basis indicates a different parameter. pg — pg is a mapping from a 0-order
representation to a 0-order representation, i.e. a graph level label to graph level label, and has 1 learnable
parameter. p; — p; is a mapping from a 1-order representation to a 1l-order representation, i.e. a node
level label to node level label, and has 2 learnable parameters, one mapping node features to themselves
and the other mapping node features to other nodes. Further, there are mappings between different order
representation spaces and higher order representation spaces.

In this work we process graphs as bags of sub-graphs. In general the size of the sub-graphs, m, extracted for
a graph are not all of the same size, and thus m varies from sub-graph to sub-graph. We therefore go further
than representing each graph as a bag of sub-graphs and represent each graph as a bag of bags of sub-graphs,
where each bag of sub-graphs hold sub-graphs of the same size m. The graph is therefore represented as
the bag of bags of sub-graphs Sg = {{{{H{,..., H:}}, ..., {{HF, ..., H*}}}}, for sub-graphs H, with bags of
sub-graphs which are each of size a, ..., ¢ containing sub-graphs of sizes i, .., k respectively.

3.3 Natural Permutation Equivariant Graph Network Architecture

The input data represented as a bag of bags of sub-graphs has a symmetry group of both the individual
sub-graphs and of the bags of sub-graphs. We construct a graph neural network that is equivariant to this
symmetry. This can be broken down into three parts: (1) the sub-graphs, (2) the bag of bags of sub-graphs,
and (3) the bags of sub-graphs.

3.3.1 Sub-graphs

Each sub-graph has a symmetry group that is given by permutation of the order of nodes in the graph. This
group is denoted S, for a graph of n nodes. The group S, acts on on the graph via (o A)ij = As-13)0-1(j)-
Sub-graphs, H, therefore have a symmetry group S,, < S, and we are interested in constructing graph
neural network layers equivariant to this symmetry group. The graph is an order-2 tensor and the action
of the permutation group can be generalised to differing order tensors. For example, the set of nodes in a
graph is an order-1 tensor. For the case of a linear mapping from order-2 permutation representations to
order-2 permutation representations, the basis space was shown to comprise of 15 elements by
. Similarly, the constraint imposed by equivariance to the group of permutations can be solved for
different order representation spaces and we provide an example of all mappings between representation
spaces from order 0-2 in Figure [3] We are not restricted to selecting a single input-output order permutation
representation space and can construct permutation equivariant linear maps between multiple representations
separately through the direct sum . For example the direct sum of order 1 and 2 representations is given by

P1 D p2.

Due to the construction of a sub-graph the sub-graphs inherit node ids from the original graph. Therefore, a
permutation of the order of the nodes in the original graph corresponds to an equivalent permutation of the
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ordering of the nodes in the sub-graphs. In addition, as the permutation action on the graph does not change
the underlying connectivity, the sub-graphs exacted are individually unchanged up-to some isomorphism.
Therefore, a permutation of the graph only permutes the ordering at which the sub-graphs are extracted.

3.3.2 The Bag of Bags of Sub-graphs

We have defined the group action on sub-graphs as that of the group S, and associated to the feature space
of a sub-graph a vector space constrained by the representation p,,. Given that graphs do not in general
have the same connectivity for each node the sub-graphs extracted differ in size. Therefore, we have different
feature spaces for different sub-graph sizes, i.e. pi, (H®) # pl,(H7). A linear layer acting on sub-graphs can
therefore operate differently on different sub-graphs. A linear layer mapping from feature space p,, to feature
space pl, can thus have for each sub-graph H a (linear) map Kg : pp(H) — pl,(H). However, given two
isomorphic sub-graphs H and H’ are the same graph up-to some bijective mapping, we want Ky and Kpy
to process the feature spaces in an equivalent manner. This condition is called naturality (de Haan et al.,
2020) and states that a linear map Kp : pp,(H) — pl,,(H) for every sub-graph isomorphism ¢ : H — H’
must satisfy the following condition:

P (¢) o Ky = Kps o p(e). (1)

This constraint (Equation says that if we first transition from the input feature space p(H) to the equivalent
input feature space p/(H) via an isomorphism transformation p(¢) and then apply Ky we get the same
thing as first applying K and then transitioning from the output feature space p'(H) to p/(H’) via the
isomorphism transformation p(¢). Since p(¢) is invertible, if we choose Ky for some H then we have
determined Ky for any isomorphic H' by K = p'(¢) o Kg o p(¢)~t. For any automorphism ¢ : H — H,
we get an equivariance constraint p'(¢) o Ky = Ky o p(¢). Thus, a layer in the model must have for each
isomorphism class a map Ky that is equivariant to automorphisms. Our sub-graph selection policy extracts
a bag of bags of sub-graphs, S¢ = {{{{S}, ..., S:}}, ..., {{S¥, ..., S¥}}}}, with bags of sub-graphs containing
sub-graphs of the same size. Therefore, each bag of sub-graphs forms an isomorphism class and we are
required to have a map Ky for each bag of sub-graphs. We therefore have a choice of automorphism group
with which to constrain the linear map to be equivariant to provided by our sub-graph selection policy.

3.3.3 Bags of Sub-graphs

The order of sub-graphs in each bag of sub-graphs is arbitrary and changes if the input graph is permuted.
It would therefore be undesirable for the output prediction to be dependent upon this arbitrary ordering.
This is overcome in the choice of aggregation function used to share information between sub-graphs. At the
end of a linear layer in our model each node and edge in the graph can be represented multiple times, i.e. it
occurs in multiple sub-graphs. We therefore average these features across sub-graphs and in doing this ensure
the output is invariant to the ordering of sub-graphs in each bag.

3.4 Related Work
We have largely discussed the related methods to our work in Section [2| Despite this, we provide a more

extensive explanation of some other methods in Appendix and demonstrate how some of these methods
can be implemented within our framework in Appendix [A74]

4 Analysis of Expressivity and Scalability

In this section we study both the expressive power of our architecture by its ability to provably separate
non-isomorphic graphs and the scalability by its ability to process larger graphs that its predecessor.
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4.1 WL Test and Expressive Power

The Weisfeiler-Lehman (WL) test (Weisfeiler & Leman, [1968) is a graph isomorphism test commonly used as
a measure of expressivity in GNNs. This is due to the similarity between the iterative color refinement of the
WL test and the message passing layers of a GNN. The WL test is a necessary but insufficient condition,
which is not able to distinguish between all non-isomorphic graphs. The WL test was extended to the k-WL
test, which provides increasingly more powerful tests that operate on k-tuples of nodes.

WL analogue for sub-graphs. One component of our model is the idea of operating on sub-graphs
rather than the entire graph, more specifically our architecture operates on ego-network sub-graphs. We
therefore seek to formalise our intuition that operating on sub-graphs will improve the expressive power of
the base model. We present a color-refinement variant of the WL isomorphism test that operates on a bag of
sub-graphs.

Definition 4.1. The sub-graph-WL test utilises a color refinement of cffsl = HASH(c], 5, 5, C}) where
HASH(-) is an injective function, ./\Cf g is the node neighbourhood of v within the ego-network sub-graph S,
and C! is the multiset of v’s colors across sub-graphs.

Theorem 4.2. Sub-graph- WL is strictly more powerful than 16/2-WL.

In Appendix [A22] we prove Theorem [£.2] This yields the result that even for a simple 1-WL expressive
function in the GNN, such as message passing, the model is immediately more expressive than 1&2-WL.

Comparing SPEN to the WL test. We have already shown that when considering a graph update
function that operates on a bag of k-ego network sub-graphs, even if the update function itself has limited
expressivity, it is more expressive than 1&2-WL. SPEN utilises a natural permutation equivariant update
function through operating on a bag of bags of sub-graphs. The naturality constraint of our model states
that each automorphism group of sub-graphs should be processed by a different (linear) map. In addition, we
utilise higher-dimensional GNNs. Both of these choices are expected to increase the expressive power of our
model.

Proposition 4.3. For two non-isomorphic graphs G' and G? sub-graph-WL can successfully distinguish
them if (1) they can be distinguished as non-isomorphic from the multisets of sub-graphs and (2) HASH(-) is
discriminative enough that HASH(c!, o1, N 1, CY) # HASH(c!, g2, N} g2, C}) .

This implies that despite the sub-graph policy increasing the expressive power of the model, it is still
limited by the ability of the equivalent to the HASH(-) function’s ability to discriminate between the bags of
sub-graphs. The naturality constraint of our model processing each automorphism group with a different
higher-dimensional GNN is therefore expected to increase the expressive power of our model over sub-graph
methods utilising a MPNN.

Theorem 4.4. SPEN is strictly more powerful than sub-graph MPNN.

We empirically prove Theorem similarly to Bouritsas et al.| (2020); /de Haan et al.| (2020)). We use a neural
network with random weights on a graph and compute a graph embedding. We say the neural network finds
two graphs to be different if the graph embeddings differ by an ¢; norm of more than ¢ = 10~3 of the mean
{5 norms of the embeddings of the graphs in the set. The network is said to be most expressive if it only
finds non-isomorphic graphs to be different. We test this by considering a set of 100 random non-isomorphic
non-regular graphs, a set of 100 non-isomorphic graphs, a set of 15 non-isomorphic strongly regular graphsE
and a set of 100 isomorphic graphs. Table [1| shows that a simple invariant message passing (GCN) as well as
a simple invariant message passing model operating on sub-graphs (SGCN) are unable to distinguish between
regular and strongly regular graphs. Further, it is shown that PPGN (Maron et al.l 2019) can distinguish
regular graphs but not strongly regular graphs, although a variant of PPGN that uses high order tensors
should also be able to distinguish strongly regular graphs. On the other hand, our SPEN model is able to
distinguish strongly regular graphs. Therefore, our model is able to distinguish non-isomorphic graphs that a
sub-graph MPNN cannot and is strictly more powerful.

1See http://users.cecs.anu.edu.au/~bdm/data/graphs.html!
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Table 1: Rate of pairs of graphs in the set of graphs found to be dissimilar in expressiveness experiment.
An ideal method only find isomorphic graphs dissimilar. A score of 1 implies the model can find all graphs
dissimilar, while 0 implies the model finds no graphs dissimilar.

Model Random Regular Str. Regular Isom.

GCN 1 0 0 0
SGCN 1 0 0 0
PPGN 1 0.97 0 0
SPEN 1 0.98 0.97 0

4.2 Scalability

Global permutation equivariant models of the form found by Maron et al.| (2018) operate over the entire
graph. They therefore scale with O(n?), for graphs with n nodes. Our method operates on k-ego network
sub-graphs where a sub-graph is produced for each node in the original graph. Our method therefore scales
with O(nm?), where m is the number of nodes in the k-ego network sub-graph. It is therefore clear that if
n = m, theoretically, our method scales more poorly than global permutation equivariant models, although
this would imply the graph is fully-connected and every sub-graph is identical. In this situation extracting
sub-graphs is irrelevant and only 1 sub-graph is required (the entire graph) and hence if n = m our method
scales with that of global permutation equivariant models. The more interesting situation, which forms
the majority of graphs, is when n # m. When m < n our method scales more closely with methods that
scale linearly with the size of the graph and it is for this type of data that our method offers a significant
improvement in scalability over global permutation equivariant models.

We empirically show how SPEN and global permutation equivariant methods scale depending on the size of
n and m by analysing the GPU memory usage of both models across a range of random regular graphs. We
utilise random regular graphs for the scalability test as it allows for precise control over the size of the overall
graph and sub-graphs. We compare the GPU memory usage of both models across a range of graph sizes
with a sub-graph size of m = 3, 6,and 9. Through analysing the graphs in the TUDataset, which we make
use of when experimenting on graph benchmarks, we note that the average sub-graph sizes range between 3
and 10 (see Table , justifying the choice of sub-graphs in the scalability tests. Figure |4] shows that the
Global Permutation Equivariant Network (GPEN) cannot scale beyond graphs with 500 nodes. On the other
hand, our method (SPEN) scales to larger graphs of over an order of magnitude larger. In the situation
where m = 3 GPEN can process graphs of size up to 500 nodes, while our SPEN can process graphs of size
up to 10,000 nodes using less GPU memory.
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Figure 4: Computational cost of global permutation equivariant model (GPEN) and our (SPEN) model with a
very similar number of model parameters for varying average size graphs. For this test we constructed random
regular graphs of varying size using the NetworkX package (Hagberg et al., [2008). For SPEN sub-graphs
were constructed using a 1-hop ego network policy. As is demonstrated by the log-axis, SPEN can process
graphs an order of magnitude larger than global methods.
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5 Experiments

5.1 Graph Benchmarks

We perform experiments with our method to back up the theoretical analysis and answer three main questions:
(1) Does our method out perform the the base graph neural network used in terms of validation accuracy?
(2) Does our approach achieve better performance on real graph benchmarks than current state-of-the-art
methods in terms of validation accuracy? (3) Does the method scale better than the base graph neural
network used in real benchmark tasks?

Datasets. We tested our method on a series of 7 different real-world graph classification problems from
the TUDatasets benchmark of (Yanardag & Vishwanathan, |2015). Five of these datasets originate from
bioinformatics, while the other two come from social networks. It is noteworthy to point out some interesting
features of each dataset. We note that both MUTAG and PTC are very small datasets, with MUTAG only
having 18 graphs in the test set when using a 10% testing split. Further, the Proteins dataset has the largest
graphs with an average number of nodes in each graph of 39. Also, NCI1 and NCI109 are the largest datasets
having over 4000 graphs each, which one would expect to lead to less spurious results. Finally, IMDB-B
and IMDB-M generally have smaller graphs, with IMDB-M only having an average number of 13 nodes in
each graph. The small size of graphs coupled with having 3 classes appears to make IMBD-M a challenging
problem.

Methods in comparison. We compare to a wide range of alternative methods, including sub-graph based
methods, higher-dimensional GNN methods, and automorphism equivariant methods. We focus specifically
on IGN (Maron et all 2018)) as this method uses an order-2 permutation equivariant tensor representation
space for the linear map and is therefore the most similar to our base GNN model. Bevilacqua et al.| (2021)
test their DSS-GNN on multiple different sub-graph policies and here we compare to the method utilising
k-hop ego networks as this is the most similar variant to our method.

Implementation and experimental details. We utilise a 1-hop ego network sub-graph policy for all of the
experiments. Further, we use a base GNN model that maps between p; & p2 permutation equivariant tensor
representation space, with the final layer mapping to a pg permutation equivariant tensor representation
space. We constrain out model to be equivariant to the automorphism groups of the bags of sub-graphs. For
MUTAG, PTC, NCI1, and NCI109 we directly constrain the model to the automorphism groups of the bags
of sub-graphs. For PROTEINS, IMDB-B, and IMDB-M there exists some bags of sub-graphs which comprise
of a single sub-graph. As this would lead to no weight sharing between these sub-graphs and and any other
sub-graphs we parameterize the automorphism constraint to bunch bags of sub-graphs which contain few
sub-graphs. Further implementation and experimental details can be found in Appendix

Table 2| compares our LPEGN model to a range of other methods on benchmark graph classification tasks
from TUDatasets (Morris et all [2020). Comparing out method (SPEN) to a higher-dimensional global
permutation equivariant (IGN) demonstrates that our method outperforms the base GNN model on all but
one dataset. The one dataset that our model did not outperform the base GNN model was the PROTEINS
dataset, which is one of the datasets we were required to parameterize the automorphism constraint and this
result may suggest our choice of parameterization for this dataset was not optimal. Table [2] also highlights
that our method achieves a new state-of-the-art result on the MUTAG, PTC, and NCI1 dataset, and is
the second strongest on NCI109. Further, our method performs competitively across all datasets. We note
that SPEN achieves a poor ranking score on the Proteins datasets, although the classification accuracy of
the model is competitive with leading results and only falls slightly short of the bulk of other methods.
Finally, on all datasets where we did not parameterize the automorphism constraint we achieve either a new
state-of-the-art or a very close second. This suggests our framework is more expressive while maintaining
good flexibility to learn on graph classification tasks. The model does not achieve a new state-of-the-art
on datasets where we parameterized the automorphism constraint, although does perform competitively,
suggesting our choice of parameterization could be sub-optimal and a better one may exist.

Figure 5| demonstrates that the improved scalability of our methods on regular graphs carries over onto
graphs on real-world benchmarks. This demonstrates that our method offers a significant improvement in
scalability over global permutation equivariant models.
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Figure 5: Computational cost of a global permutation equivariant model (GPEN) and our method (SPEN)
with a very similar number of model parameters and batch size for datasets with varying average size graphs
from the TUDatasets. For SPEN sub-graphs were constructed using a 1-hop ego network policy.

6 Future Work

From Table [2]it is clear that IMDB-M is a dataset for which our method has weaker performance. As stated
in Section [A6.2] between hidden layers in our network, for the experiments in this paper, we only make
use of order 1 and 2 representations. As it was shown by Maron et al.| (2019) that increasing the order
of the permutation representation increases the expressivity in line with the k-WL test, the expressivity
of our method could be improved through the consideration of higher order permutation representations.
Further, we demonstrate state-of-the-art results when we do not parameterize the automorphism constraint
and exploring alternative parameterizations of this constraint could lead to improved results.

7 Conclusion

We present a graph neural network framework for building models that operate on k-ego network sub-graphs
that respects both the permutation symmetries of individual sub-graphs and is equivariant to the automorphism
groups across bags of sub-graphs. The choice of sub-graph policy leads to a novel choice of automorphism
groups for the bags of sub-graphs. The framework is more scalable than global higher-dimensional GNNs
through the use of sub-graphs and we have both theoretically and experimentally demonstrated this. We
have shown that SPEN is provably more expressive than the base higher-dimensional permutation equivariant
GNN and sub-graph MPNNs through the choice sub-graph selection policy, permutation equivariant base
GNN, and automorphism equivariant kernel constraint. We have provided theoretical analysis demonstrating
the expressivity of the framework. Finally, we have shown that SPEN performs competitively across multiple
graph classification benchmarks, achieving state-of-the-art on numerous datasets. We believe that our
framework is a step forward in the development of graph neural networks, demonstrating theoretically
provable expressivity, scalability, and experimentally achieving state-of-the-art on benchmark datasets.
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A Appendix

A.1 Mathematical Background

A.1.1 Group Theory

Definition A.1. A group is a set G with a binary operation o satisfying the following laws:
(G0) (Closure law): For all g,h € G, goh € G.

(G1) (Associative law): go (hok) = (goh)ok for all g,h, k € G.

(G2) (Identity law): There exists e € G such that goe=cog =g for all g € G.

(G3) (Inverse law): For all g € G, there exists h € G with goh =hog=ce.

A.1.2 Category Theory

This section does not provide a complete overview of category theory, nor even a full introduction, but aims
to provide a sufficient level of understanding to aid the reader with further sections of the paper, where
we believe presenting the comparison between models from a category theory perspective makes more clear
the distinctions between them. A category, C, consists of a set of objects, Ob(C), and a set of morphisms
(structure-preserving mappings) or arrows, f : A — B, A, B € Ob(C). There is a binary operation on
morphisms called composition. Each object has an identity morphism. Categories can be constructed from
given ones by constructing a subcategory, in which each object, morphism, and identity is from the original
category, or by building upon a category, where objects, morphisms, and identities are inherited from the
original category. A functor is a mapping from one category to another that preserves the categorical structure.
For two categories C and D a functor F' : C — D maps each object A € Ob(C) to an object F(A) € Ob(D)
and maps each morphism f: A — B in C to a morphism F(f) : F(A) — F(B) in D.

Definition A.2. A groupoid is a category in which each morphism is invertible. A groupoid where there is
only one object is usually a group.

A.2 WL Variants and Proofs for Section [4]

Definition A.3. (Vertex coloring). A vertex coloring is a function mapping a graph and one of its nodes to
a "color" from a fixed color palette.

Generally, a vertex coloring is a function ¢ : V — C, (G,v) + ¢&, where V is the set of all possible tuples of
the form (G,v) with G = (V, E) the set of all finite graphs and v € V.

Definition A.4. (Vertex color refinement). Let ¢, d be two vertex colorings. We say that d refines ¢ when for
all graphs G = (Vg, EY), H = (V¥ EH) and all vertices v € V¢, u € V we have that ¢§ = d = c¢{ = cH.
We write d C c.

When working with a specific graph pair G', G2, the refinement d of ¢ is written d Egi,g2 ¢, when, in
particular, it holds that Vv € 17 ,Uu € VG2, d§r = d&? = G = G,

The 1-WL test represents a graph as a multiset (or histogram) of colors associated with its nodes. This
coloring induces a partitioning of the nodes into color classes, where two nodes belong to the same partition
is and only if they have the same coloring. The algorithm starts from some initial coloring and iteratively
updates the coloring, leading to at each step, where the algorithm does not terminate, a finer-grained node
partitioning. Each of these iterations is a refinement step, since, if ¢ indicates the coloring computed at
iteration ¢ then the subsequent coloring at iteration ¢ + 1 is given by ¢!*! Cg g ¢!

Definition A.5. (Sub-graph-1-WL (Zhao et al. [2021))). Sub-graph-1-WL generalises the 1-WL test by
replacing the color refinement step c/™t = HASH(Star(v)) with ¢/™* = HASH(G'[N(v)]), Vv € V. Where
G[Nk(v)] is the k-hop egonet.

We start by proving that sub-graph-WL is at least as expressive as 1-WL. For this we first characterise our

sub-graph-WL to make the comparison between a refinement strategy for a bag of sub-graphs and those
which operate on graphs.
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Definition A.6. (Sub-graph-WL node refinement). For a graph G = (V, E) we denote S as a bag of
sub-graphs generated by taking the k-hop ego net of each node v € V. The color refinement for node v at
time step ¢ > 0, Cy, is given by the set of node colors across the sub-graphs, denoted as {{c!, ;}}mesq-

Lemma A.7. b C a. That for all graphs G* = (V' E') and G* = (V2, E?) and all nodes v € V', w € V?
that by, = by = Gy = Ay -

Proof. For such a node refinement policy, inclusive of node refinement across sub-graphs, |Bevilacqua et al.
(2021)) show that, for b the node coloring from a sub-graph-WL refinement and a the node coloring from a
WL refinement, b C a. It then follows that for all graphs G! = (V1, E') and G? = (V2, E?) and all nodes
ve VL we V?that by, = by = ay = ay.

Lemma A.8. Sub-graph-WL is at least as powerful as sub-graph-1-WL in distinguishing non-isomorphic
graphs.

Proof. We denote a colorings by the sub-graph-1-WL algorithm, b colorings on each sub-graph by the
sub-graph-WL algorithm, and ¢ coloring on each node within a sub-graph by the sub-graph-WL algorithm.
We also denote S*, S? as the bags of sub-graphs from G!, G? respectively. If |S| # |S?| then the two
graphs are trivially distinguished by sub-graph-WL. In the case where |S!| = |S?| we seek to show that if
sub-graph-1-WL identifies non-isomorphic graphs then so does sub-graph-WL.

First recall that sub-graph-1-WL at time step ¢t deems two graphs non-isomorphic if the following two are
assigned two different multisets of node colors:

{{ayJv e V'}} # ({ay,lw e V1),

while sub-graph-WL deems them non-isomorphic when the following two are assigned two different multisets
of subgraph colors:

[ s # (s D).

If it is given that sub-graph-1-WL distinguishes between two graphs at iteration 7', then by Lemma [A77]
bT C a”. In addition, Bevilacqua et al. (2021) prove that for such a coloring at 7' a sub-graph refinement
policy such as sub-graph-WL is refined by the coloring generated at T'4 1 on any pair of sub-graphs:
VH,,Hy € ST U S% T+ C Hi,Ha bT. The proof follows from the definition of the refinement step in an
algorithm for a bag of sub-graphs, namely, the inclusion of a term which refines over the multiset of node
colors across sub-graphs implies that if CI' = C then b = b1. This gives that if sub-graph-1-WL can
distinguish between two graphs at time step T then the sub-graph refinement policy yields distinct colors to
any pair of sub-graphs. Therefore, sub-graph-WL can distinguish between two graphs that sub-graph-1-WL
can and is at least as expressive.

This provides the necessary detail for the proof of Theorem To prove that sub-graph-WL is strictly more
powerful than 1&2-WL we could instead prove that sub-graph-1-WL is strictly more powerful than 1&2-WL
and then by Lemma [A-§] the proof that sub-graph-WL is strictly more powerful than 1&2-WL is complete.
In fact, |Zhao et al.| (2021)) prove that sub-graph-1-WL is strictly more powerful than 1&2-WL by presenting
a pair of non-ismorphic graphs that sub-graph-1-WL distinguishes but 1-WL cannot. Therefore, we can
conclude that our sub-graph-WL is strictly more powerful than 1&2-WL.

A.3 Previous Methods

A.3.1 Global Equivariant Graph Networks

Global Permutation Equivariance. Global permutation equivariant models have been considered by
Hartford et al.|(2018]);|Maron et al.| (2018} 2019);|Albooyeh et al. (2019), with|Maron et al.|(2018]) demonstrating
that for order-2 layers there are 15 operations that span the full basis for an permutation equivariant linear
layer. These 15 basis elements are shown in Figure [3] with each basis element given by a different color in the
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map from representation ps — py. Despite these methods, when solved for the entire basis space, having
expressivity as good as the k-WL test, they operate on the entire graph. Operating on the entire graph
features limits the scalability of the methods. In addition to poor scalability, global permutation appears to
be a strong constraint to place upon the model. In the instance where the graph is flattened and an MLP is
used to update node and edge features the model would have n? trainable parameters, where n is the number
of nodes. On the other hand, a permutation equivariant update has only 15 trainable parameters and in
general 15 < n?.

Viewing a global permutation equivariant graph network from a category theory perspective there is one
object with a collection of arrows representing the elements of the group. Here the arrows or morphisms
go both from and to this same single object. The feature space is a functor which maps from a group
representation to a vector space. For a global permutation equivariant model the same map is used for every
graph.

g1

()
~ G
g2 AN_e

Symmetric Group

Global Naturality Global natural graph networks (GNGN) consider the condition of naturality, (de Haan
et al., [2020). GNGNSs require that for each isomorphism class of graphs there is a map that is equivariant
to automorphisms. This naturality constraint is given by the condition p/'(¢) o Kg = Kgr o p(¢), which
must hold for every graph isomorphism ¢ : G — G’ and linear map Kg. While the global permutation
equivariance constraint requires that all graphs be processed with the same map, global naturality allows for
different, non-isomorphic, graphs to be processed by different maps and as such is a generalisation of global
permutation equivariance. As is the case for global permutation equivariant models, GNGNs scale poorly as
the constraint is placed over the entire graph and linear layers require global computations on the graphs.

Viewing a GNGN from a category theory perspective there is a different object for each concrete graph,
which form a groupoid. Then, there is a mosphism or arrow for each graph isomorphism. These can either be
automorphisms, if the arrow maps to itself, or isomorphisms if the arrow maps to a different object. The
feature spaces are functors which map from this graph category to the category of vector spaces. The GNG
layer is a natural transformation between such functors consisting of a different map for each non-isomorphic
graph.

Qe
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Groupoid of Concrete Graphs
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A.3.2 Local Equivariant Graph Networks

Local equivariant models have started to receive attention following the successes of global equivariant models
and local invariant models. The class of models that are based on the WL test are not in general locally
permutation equivariant in that they still use a message passing model with permutation invariant update
function. Despite this, many of these models inject permutation equivariant information into the feature
space, which improves the expressivity of the models (Bouritsas et al., [2020; [Morris et al., [2019a}; [Bodnar
et al., [2021bjfal). The information to be injected into the feature space is predetermined in these models by a
choice of what structural or topological information to use, whereas our model uses representations of the
permutation group, making it a very general model that still guarantees expressivity.
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In contrast to utilising results from the WL test covariant compositional networks (CCN) look at permutation
equivariant functions, but they do not consider the entire basis space as was considered in Maron et al.| (2018)
and instead consider four equivariant operations (Kondor et al., |2018). This means that the permutation
equivariant linear layers are not as expressive as those used in the global permutation equivariant layers.
Furthermore, in a CCN the node neighbourhood and feature dimensions grow with each layer, which can be
problematic for larger graphs and limits their scalability. Another local equivariant model is that of local
natural graph networks (LNGN) (de Haan et al.,2020). An LNGN uses a message passing framework, but
instead of using a permutation invariant aggregation function, it specifies the constraint that node features
transform under isomophisms of the node neighbourhood and that a different message passing kernel is used
on non-isomorphic edges. In practice this leads to little weight sharing in graphs that are quite heterogeneous
and as such the layer is re-interpreted such that a message from node p to node g, kyqvp, is given by a function
k(Gpq, vp) of the edge neighbourhood Gpq and feature value v, at p.

Viewing a LNGN from a category theoretic perspective there is a groupoid of node neighbourhoods where
morphisms are isomorphisms between node neighbourhoods and a groupoid of edge neighbourhoods where
morphisms are ismorphisms between edge neighbourhoods. In addition, there is a functor mapping from edge
neighbourhoods to the node neighbourhood of the start node and a functor mapping similarly but to the tail
node of the edge neighbourhood. The node feature spaces are functors mapping from the category of node
neighbourhoods to the category of vector spaces. Further, composition of two functors creates a mapping from
edge neighbourhoods to the category of vector spaces. A LNG kernel is a natural transformation between
these functors.

N § )
G Y
ey
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|

J

¢ <_Q{)

(}El S —
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Groupoid of Edge Neighbourhoods

A.4 Implementing other models within our framework

In the datasets used, for graph classification benchmark tasks, the input to the model is a graph with
node and edge features, this can be represented as 2°¢ order permutation representation, so the input
representation would be j = 2. The convolution can then map from this representation, p;, to multiple
different representation spaces, pg @ p1 @ --- @ p;. Subsequent convolutions can then map from these
multiple permutation representations, pg ® p1 @ - -+ @ p;, to multiple different permutation representations,
Po D p1 D -+ D p;. The choice of representations used can be made depending on a trade off between
expressivity and computational cost, as lower order representation spaces have less expressivity, but also
lower computational cost.

Local Natural Graph Networks (LNGNs) (de Haan et al.l [2020)) take the input feature space and embed
this into an invariant scalar feature of the edge neighbourhood graph. This is the same as using specific
choice k-hop sub-graph creation and permutation representation space for the sub-graph convolution. In the
case of LNGNs the choice would be k = 1 and mapping the input feature space to representation py creating
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a permutation invariant feature space. Then any graph neural network with invariant features can be used,
in the paper the choice made is to use a GCN (Kipf & Welling} 2016), which can also be covered by our
framework. Here the choice would again be to use k = 1 when creating the subgroups and using a subgraph
convolution with representation spaces pg — po.

Global Equivariant Graph Networks (EGNs) (Maron et all [2018) use a choice of k = n, for n-node
graphs when creating the sub graphs, which corresponds to not selecting a sub graph and instead operating
over the entire graph. They then use the representation space ps — p2 mapping from a graph feature space
to a graph feature space.

Local Permutation Equivariant Graph Networks (LPEGN) (Ours) In our paper we choose to use
k = 1 throughout to keep inline with the vast majority of previous work on graph neural networks, but we
use a representation space of p; @ pa — p1 @ p2 in the hidden layers of the model and we note that this was
simply a choice that seemed a simple case to present as a comparison with previous work in the benchmark
classification task.

A.5 Architectural Details of the SPEN Framework

The main figure outlining the model concept is provided in Figure |2l The first stage in the model is to split
the input graph into a bag of sub-graphs. To do this we utilise a k-ego network policy, where for each node
in the input graph we extract the neighbouring nodes and the induced connectivity of these nodes up to
k-hop away from the initial node. This induced connectivity sub-graph is then extracted and becomes one of
the sub-graphs within the bag. This process is repeated for each node in the input graph, creating a bag of
sub-graphs. This can be seen in step (2) in Figure

At this point the input graph is represented as a bag of sub-graphs. The next step in the model is to split
these into there corresponding automorphism groups. As these are sub-graphs with permutation symmetry
the automorphism groups are defined as

Aut(H) = {o € S,|A7 = A}, (2)

where A is the adjacency matrix of H and o is a permutation action on the sub-graph. Due to the choice of
sub-graph selection policy, where the induced connectivity is extracted, we can consider missing edges in
the sub-graph as zero feature edges. This is the same approach as would be taken in |[Maron et al.| (2018)
and all approaches which operated on a dense adjacency matrix of the graph. Therefore, each sub-graph
automorphism group is fully determined by the size of the sub-graph, namely the number of nodes in the
sub-graph. Then each sub-graph is placed in a bag of sub-graphs such that each sub-graph within the bag
belongs to the same automorphism group. These two steps of finding the sub-graphs and placing into bags of
sub-graphs such that each bag corresponds to a single automorphism group can be combined into one step.
This is achieved by placing the sub-graphs into the correct automorphism group bag of sub-graphs as each
sub-graph is extracted. This can be seen as moving to step (3) in Figure

Now the input graph is represented by multiple bags of sub-graphs, each bag corresponding to a different
automorphism group. Next we considered step (3) in Figure [2 As our model operated on sub-graphs we
use a graph neural network architecture. Here we choose to use permutation equivariant neural networks
and utilise a general approach for operating on higher-order objects. A general recipe for building group
equivariant neural networks was provided in |Kondor & Trivedi (2018]). Following this formalism, we treat
any object that transforms under a group action as a function on the group. In the case of an object which
transforms under a 0-order permutation this would correspond to a single node, and an example of this would
be a graph after being pooled. Here, in the case of a single feature dimension, there is just a single weight
and this is an uninteresting case where there is actually nothing to permute. An object which transforms
under a 1-order permutation is a set and an object which transforms under a 2-order permutation is a graph.
This concept can be extended to objects which transform under higher order permutations. In addition, we
can map between different order permutations. Enforcing permutation equivariance within a neural network
layer mapping between an input and output object which we require to transform under a permutation group
action places a restriction over the weights in the model. It is possible to find bases for a mapping between
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Table 3: Different range of graph sizes and sub-graph sizes for each dataset considered from TUDatasets.

Dataset MUTAG PTC PROTEINS NCI1 NCI109 IMDB-B IMDB-M
Graph Sizes 10-28 2-109 4-620 3-111  4-111 12-136 7-89
Sub-graph Sizes 2-5 2-5 1-26 2-5 1-6 1-135 1-88
Mean Sub-graph Size 3.2 3.0 4.7 3.2 3.2 9.8 10.1

different objects transforming under different order permutation transformations, which provides the number
of permissible weights for a single feature dimension neural network. We provide an example of some of these
bases functions in Figure 3] Here we use the notation p; to represent an object which transforms under an
i-order permutation transformation. Following this, we use the notation p; — p; to denote a mapping between
an object transforming under an i-order permutation transformation and an object transforming under an
j-order permutation transformation. We have used the notation p due to this being the common notation to
use for representations in group theory. Kondor & Trivedi| (2018) defined the group convolution and made
the connection to Fourier analysis, where the function is decomposed into irreducible representations. These
irreducible representations can be combined using the direct sum to create other group representations, for
example p; = p, B pp- Here we are making use of permutation representations to restrict the space of the
linear update function such that we use the bases shown in Figure [3] and hence the use of p.

Now that we have the general recipe for constructing higher order permutation equivariant graph neural
networks, we consider the specifics of the linear update function used within our model. In our model we
construct a graph neural network which comprises of mappings between objects which transform under
different order permutation transformations. Our model uses a different set of weights to perform the linear
update mapping for each automorphism group. This can be viewed as building a separate graph neural
network for each automorphism group; despite this, the choice of mappings, i.e. the feature dimension
and order of objects, is kept the same for each automorphism group. This different set of weights which
performs the linear mapping within the graph network is symbolised in Figure [3| by showing three GNNs for
automorphism groups A2, A3, A4, for this example graph. This explains the linear map (4) which produces
the outputs (5) in the figure.

At this point the key concepts of the model are explained, namely the splitting of the graph into sub-graphs
which are stored in separate bags for each automorphism group, the core GNN update functions which
comprise of higher-order permutation update functions, and the automorphism constraint placed over the
model via the enforced weight sharing in the model. Following this, there is an averaging of node and edge
features across the sub-graphs. This comprises the linear update function of the model and a choice of
non-linearity can be used, in our experiments we used the ELU non-linearity. The entire model is composed
by stacking multiple of these layers, and in the case of a graph classification task adding a pooling layer. In
the notation of our framework a set or graph pooling layer is a map from an object which transforms under a
1 or 2-order permutation transformation to a 0-order permutation transformation respectively.

A.6 Implementation Details and Datasets
A.6.1 TUDatasets

We present the range of graph sizes and sub-graph sizes when utilising a 1-ego network sub-graph extraction
policy in Table

A.6.2 Model Architecture

We consider the input graphs as an input feature space that is an order 2 representation. For each local
permutation equivariant linear layer we use order 1 and 2 representations as the feature spaces. This
allows for projection down from graph to node feature spaces through the basis for ps — p1, projection
up from node to graph feature spaces through the basis for p; — p2, and mappings across the same order
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representations through ps — py and p; — p1. The final local permutation equivariant linear layer maps to
order 0 representations through ps — pg and p; — pg for the task of graph level classification. In addition to
the graph layers, we also add 3 MLP layers to the end of the model.

Despite these specific choices which were made to provide a baseline of our method for comparison to existing
methods the framework we present is much more general and different representation spaces can be chosen.
Therefore, different permutation representation spaces, p1 @ p2 @ - - - @ p;, can be chosen for different layers in
the model and a different k value can be chosen when creating the sub-graphs.

A.6.3 Implementation details

For all experiments we used a 1-hop ego networks as this provides the most scalable version of our method.
We trained the model for 50 epochs on all datasets using the Adam optimizer. We considered the evaluation
procedure as was conducted in (Bevilacqua et al.| [2021; [ Xu et al.| 2019; [Yanardag & Vishwanathan, |2015;
Niepert et al.,[2016)). Specifically, we conducted 10-fold cross validation and reported the average and standard
deviation of validation accuracies across the 10 folds. For all datasets we use 6 automorphism equivariant
layers with base GNN utilising p; @ p2 representation space.
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