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Abstract

Understanding and managing uncertainty is crucial in ma-
chine learning, especially in high-stakes domains like health-
care, where class imbalance can impact predictions. This pa-
per introduces RIGA, a novel pipeline that mitigates class im-
balance using generative AI. By converting tabular healthcare
data into images, RIGA leverages models like cGAN, VQ-
VAE, and VQGAN to generate balanced samples, improv-
ing classification performance. These representations are pro-
cessed by CNNs and later transformed back into tabular for-
mat for seamless integration. This approach enhances tradi-
tional classifiers like XGBoost, improves Bayesian structure
learning, and strengthens ML model robustness by generating
realistic synthetic data for underrepresented classes.

Introduction
Decision-making in complex clinical settings often involves
high-stakes choices regarding patient care under conditions
of incomplete information. Numerous clinical decision sup-
port (CDS) models have been proposed to assist clinicians
in navigating these scenarios. Bayesian Networks (BNs)
(Koller and Friedman 2009) represent a particularly promis-
ing approach, as they meet essential requirements for CDS
in complex, real-world datasets: (1) uncovering novel pat-
terns and (2) enhancing explainability. The capability of
BNs to visually represent probabilistic dependencies be-
tween features makes them especially beneficial for clini-
cians who need to understand intricate feature interactions
when complete relationships are not well established. BNs
learned in an unsupervised manner provide one of the few
modeling approaches capable of simultaneously addressing
these dual objectives.

Furthermore, class imbalance is a pervasive challenge
in health datasets, where an uneven distribution of out-
come classes complicates the application of machine learn-
ing techniques. For instance, we seek to determine the risk
of adverse pregnancy outcomes, specifically preterm birth
(PTB) (Purisch and Gyamfi-Bannerman 2017) among nul-
liparous women (i.e., those with no prior births). PTB, de-
fined as delivery before 37 weeks of gestation, represents
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a minority outcome, affecting approximately 10% of preg-
nancies in the Nulliparous Pregnancy Outcomes Study (nu-
MoM2b) dataset (Haas et al. 2015), which comprises obser-
vational data from over 10,000 pregnancies, encompassing
more than 4,600 features tracked across four prenatal vis-
its. The inherent class imbalance necessitates sophisticated
modeling approaches to accurately identify risk factors and
enhance prediction efficacy. Although a prior history of PTB
is a predominant risk factor for subsequent preterm deliv-
eries, a substantial number of PTBs occur in nulliparous
women with no previous childbirth history (Koullali et al.
2016), and many occur without discernible symptoms or es-
tablished clinical predictors (Iams et al. 2001; Huang et al.
2018; Manuck 2017).

This paper introduces RIGA (Robustness using
Imbalance-Resilient Generative Augmentation), a four-
phase approach to mitigate class imbalance via data
augmentation (Mumuni and Mumuni 2022; Maharana,
Mondal, and Nemade 2022; Mikołajczyk and Grochowski
2018; Nanni et al. 2021). Generative modeling, particularly
Generative Adversarial Networks (GANs) (Goodfellow
et al. 2014), is a notable method for creating synthetic
data that resembles the original dataset, proving highly
effective in data augmentation tasks. GANs excel with
image data (Aggarwal 2018), thus transforming the data
into image representations (Sharma et al. 2019; Zhu et al.
2021) before augmentation is advantageous.

The core idea of this work is to transform non-image data
into image-like formats for input into a Convolutional Neu-
ral Network (CNN). Methods like similarity measurement
and dimensionality reduction (e.g., t-SNE, kPCA) help cre-
ate a 2D representation capturing feature relationships. The
nuMoM2b dataset exhibits a complex hierarchical struc-
ture, with both temporal and non-temporal feature depen-
dencies. By converting such tabular data into images, gener-
ative models can leverage hidden structures, leading to more
realistic and useful samples.

The key contributions of this work include using a data-
to-image conversion method to transform rows of the nu-
MoM2b dataset into images, providing researchers with a
novel perspective on data structure. Next, generative mod-
els are employed to augment these transformed medical
datasets. Following augmentation, a lossless inverse trans-
formation restores the data to its original form, enabling



the use of traditional classification algorithms. Finally, a
Bayesian Network pipeline is applied to evaluate the aug-
mentation’s impact on determining feature relationships
within the nuMoM2b dataset.

Related Work
Augmentation of Tabular Data: Synthetic Minority Over-
sampling Technique (SMOTE) (Chawla et al. 2002) is a
widely-used data augmentation method for tabular data,
generating new minority class instances using a nearest
neighbor approach. However, SMOTE struggles with com-
plex, heterogeneous datasets like nuMoM2b, where under-
standing the underlying structure of the minority class is cru-
cial. Adaptive Synthetic (ADASYN) (He et al. 2008), which
generates synthetic samples based on the difficulty of clas-
sification, also faces similar limitations in such contexts.

Deep neural networks have been used to augment tab-
ular data, but their popularity is limited due to challenges
with mixed numerical and categorical features. Conditional
Tabular GAN (CTGAN) (Xu et al. 2019) adapts to tabu-
lar data by normalizing mixed features and has been found
to outperform other GAN-based methods. However, our
approach outperforms CTGAN, suggesting that converting
tabular data to images can produce better synthetic data.

Generative models for Images: GANs (Goodfellow
et al. 2014) are deep neural architectures successful in gen-
erating synthetic data, particularly images. GANs consist
of a generator and a discriminator trained in tandem—the
generator creates novel data while the discriminator distin-
guishes real from synthetic instances. This competition im-
proves both networks over time. GANs are widely used for
augmenting image datasets (Xu et al. 2023). In our work,
we utilized three distinct generative models to compare their
performance and evaluate their effectiveness across differ-
ent underlying data structures. Conditional GAN (cGAN)
(Mirza and Osindero 2014) variant effectively handles data
imbalances.

VQVAE (Vector Quantized Variational Autoen-
coder) (Van Den Oord and Vinyals 2017) learns discrete
latent representations for high-quality reconstructions,
reducing input dimensionality. The VQ process in-
volves finding the nearest codebook entry to a given
pixel or region. The quantization is represented as
q(z) = argminc∈C ∥z − c∥2, where C is the codebook.
VQVAE reduces blurry outputs compared to traditional
VAEs, but generated quality depends on codebook size.
VQGAN (Esser, Rombach, and Ommer 2021) combines
VQVAE with GANs to improve training efficiency and
image quality. However, it requires careful tuning due to
challenges like mode collapse.

Tabular to image transformation: DeepInsight (Sharma
et al. 2019) converts non-image data into images by recover-
ing local structure with a similarity-based method like KNN
and mapping features to pixels based on similarity. Pixel lo-
cations correspond to features, and pixel intensities repre-
sent feature values, allowing CNN application to non-image
data. A limitation is that many pixels do not represent fea-
tures (Zhu et al. 2021), but our approach addresses this by
using an appropriate image size with one pixel per feature,

making the transformation invertible. We utilize this to aug-
ment data in image form and convert it back to tabular for-
mat for traditional classification. (Andresini et al. 2021) in-
troduced MAGNETO, adapting DeepInsight and GANs for
intrusion detection in traffic data using a CNN, but did not
explore inverse transformation to tabular format for use with
traditional models, which could have allowed for a direct
comparison.

Approach: The RIGA pipeline
Phase 1: Data Transformation
During the initial stage, we apply the DeepInsight method
(Sharma et al. 2019) to convert our tabular data into images.
This transformation allows us to subsequently leverage gen-
erative models. Each row (feature vector) within our dataset
undergoes a conversion process, resulting in images of di-
mensions 28x28. The feature value is mapped to the fea-
ture’s location in the image which in turn is determined by
its similarity. The data matrix, initially consisting of n rows
and d features, is transposed to have d rows and n columns.
Subsequently, this transposed matrix undergoes dimension-
ality reduction techniques such as t-SNE, pinpointing each
feature’s location in 2D space to derive a 2D plane. As a re-
sult, every row in our dataset is transformed into an image.
Using this method, along with ensuring the correct image
size (28x28 in our case), guarantees that each feature is as-
signed a specific location in the 2D space, allowing for a
fully invertible transformation without any loss of informa-
tion.

Phase 2: Augmentation
In the second phase, we implement three different generative
models to generate additional data for the underrepresented
class in our dataset. This approach effectively expands the
dataset by introducing synthetic data points, helping to ad-
dress class imbalance. During this phase, we conditionally
train images using these models, based on the distinctions
between the two classes in our dataset. Once trained, we
use the generator components of each model to produce syn-
thetic images for the class with fewer samples. The augmen-
tation phase workflow in our method is illustrated in Fig-
ure 1.

cGAN conditions the generator and discriminator on bi-
nary labels to create images matching the labels and gener-
ates new images after training. VQ-VAE uses an encoder-
decoder architecture to learn discrete latent representations,
enabling the decoder to generate synthetic images for the
minority class by sampling from the latent space. VQ-GAN
combines an encoder-decoder setup with adversarial train-
ing, compressing images into discrete latent codes and re-
constructing them to produce high-quality synthetic images
for the minority class.

Phase 3: Classification
We leverage two distinct classification strategies: One is Di-
rect Image Classification which is a straightforward tech-
nique that employs standard image classification techniques
on both generated and real images to make predictions.



Figure 1: RIGA Pipeline of Augmentation and Classification Method: Left - Tabular-to-Image Conversion with cGAN, VQVAE,
and VQGAN Training. (X: Data sample, y: Condition , and Z: Latent Noise Vector) Right - Dual Classification Paths: Top -
Real and Generated Images Classified via CNN; Bottom - Synthetic Images Converted Back to Tabular and Classified with
XGBoost.

The second is Leveraging Tabular Space which can exploit
DeepInsight’s inverse transformation function to ”decom-
pose” augmented images back into tabular format. This al-
lows application of powerful traditional machine learning
algorithms on the familiar tabular data, even if they cannot
handle image inputs directly, thereby unlocking the potential
of superior performance from these algorithms.

In the first strategy, we employ CNNs to perform image
classification. All real and synthetic images are input into
the CNN model, and it undergoes training to make accurate
classifications. In the second approach, we start by chang-
ing the synthetic images back into tabular data. Then, we
use machine learning methods like XGBoost to analyze and
classify this tabular data. The classification phase workflow
in our approach is illustrated in Figure 1.

We convert tabular data into images where each feature
has a dedicated pixel using the inverse transformation func-
tion in the DeepInsight method taking advantage of the fol-
lowing: 1. Pixel-Perfect Mapping: With an image size ex-
ceeding the number of features, each feature directly aligns
with a unique pixel, preventing any aggregation or informa-
tion loss. 2. Lossless Recovery: DeepInsight’s inverse func-
tion helps us retrieve the original value of each feature us-
ing the pixel value it corresponds to after transformation.
3.Faithful Reconstruction: In the final step, this allows for
a perfect reconstruction of the original data row, preserving
all information without compromise.

Phase 4: Bayesian Network Learning
The fourth phase builds on the Unsupervised Learning un-
der Uncertainty (U2) Pipeline, based on the methodology
in (Mallia 2023). In real-world datasets like nuMoM2b, un-
certainty arises from noisy data and class imbalance, ob-
scuring meaningful patterns. High-quality synthetic data
improves data-driven discovery, including feature correla-
tion. The U2 pipeline emphasizes (a) Uncertainty: noisy
data and imbalance contribute to uncertainty, and (b) Un-
supervised learning: models adjust to target outcomes with
minimal expert input. The pipeline includes data transfor-
mation, augmentation, classification, discretization, visual-
ization, structure learning, and analysis. Structure learning
uses the Bayesian Information Criterion (BIC), calculated
as BIC = logP (D|G) + d

2 log(N), to construct graphical
models representing data distribution. Here, D is the data, G
is the structure, d is the number of free parameters, and N is
the dataset size. Tabu search addresses local optima, enhanc-
ing the likelihood of finding a global optimum. The learned
graphical model maps the total distribution, supporting pre-
diction and analysis.

Experimental Setup
Our proposed pipeline, RIGA, tackles the problem of class
imbalance in tabular datasets to enhance Bayesian struc-
ture learning and improve prediction results. In this and
the following section, we empirically evaluate the predic-
tive performance of RIGA as compared to state-of-the-art
approaches in the context of both simulated and real datasets
and discuss the strengths and limitations of our approach



under various conditions. This section describes the exper-
imental setup while the next section describes the experi-
ments and the results.

Datasets
The first dataset, nuMoM2b (Haas et al. 2015), is a real-
world medical dataset that initially sparked our interest due
to its class imbalance. The second, Madelon (Guyon et al.
2006), is a synthetic dataset modified to introduce imbalance
for testing in non-real-world scenarios. The third, Myocar-
dial Infarction (Golovenkin and Voino-Yasenetsky 2020), is
a real-world dataset with significant class imbalance. The
fourth, DARWIN (Cilia et al. 2022), is designed for early
detection of Alzheimer’s disease.

nuMom2b The Nulliparous Pregnancy Outcomes Study:
Monitoring Mothers-to-be (nuMoM2b) dataset, introduced
in (Haas et al. 2015), includes over 10,000 singleton preg-
nancies of nulliparous mothers. Each pregnancy has details
from up to four visits: V1-V3 represent each trimester, while
V4 captures delivery. The primary focus was to better un-
derstand adverse pregnancy outcomes (APOs), particularly
PTB, defined as delivery before 37 weeks and affecting
around 10% of pregnancies. Predicting PTB is challenging
due to its imbalanced nature and lack of prior birth indica-
tors for nulliparous mothers. The study gathered over 4600
features per pregnancy.

We selected PTB versus Full Term Birth (FTB) as class
labels. The dataset includes 7,923 FTB and 780 PTB cases,
reflecting an imbalance. After preprocessing, as outlined by
(Goretsky et al. 2021), and incorporating Layer 2, Visit 3
features (360 features), each patient is represented as an im-
age for further analysis.

Madelon Madelon (Guyon et al. 2006) is a synthetic
dataset created for the NIPS 2003 feature selection chal-
lenge. It involves a binary classification task with continuous
input features and a multivariate, highly non-linear nature.
The dataset contains samples with 500 attributes. Initially
balanced, it was made imbalanced in the experiment by ran-
domly removing samples, resulting in a 10% class one and
90% class zero distribution.

Myocardial Infarction complications The Myocardial
Infarction Complications dataset (Golovenkin and Voino-
Yasenetsky 2020) contains 1700 records from Krasnoyarsk
Interdistrict Clinical Hospital, Russia, released in August
2020 via the UCI Machine Learning Repository. It in-
cludes 124 attributes, with 111 detailing patient demograph-
ics, medical history, hospital complications, ECG results,
and clinical interventions, while 12 describe complications
across four time stages. This study focuses on Myocardial
Rupture, selected for its class imbalance.

DARWIN The DARWIN dataset (Cilia et al. 2022) com-
prises handwriting data from 174 participants (89 with
Alzheimer’s and 85 healthy) collected via a graphic tablet
across 25 tasks. It captures motor skill impairments indica-
tive of neurodegenerative diseases. With 450 attributes per
sample, the dataset aids in developing machine learning

models for Alzheimer’s diagnosis. Initially balanced, it was
deliberately imbalanced in the first phase of the experiment.

Method
When evaluating our RIGA approach, we use separate train-
ing folds for image transformation and generative models,
with all experiments conducted using 5-fold cross-validation
from data transformation to final classification.

Data Transformation Employing the DeepInsight
method for transforming tabular data into image data
involved specifying the image size as 28x28 to encompass
all features and facilitate subsequent use with generative
models. Additionally, we utilized t-SNE as a dimensionality
reduction technique for this transformation.The process
began with normalizing the data, followed by feeding it into
the method to obtain 28x28 images from the original tabular
data.

Augmentation During the training phase, the training
dataset is utilized for both image transformation and gen-
erative models training.

The cGAN is trained for 50 epochs, with the generator
taking a 100-dimensional random noise vector and labels as
input. During evaluation, it generates synthetic data, which
is added to the training set to improve CNN or other ma-
chine learning models. The VQ-VAE model, also trained
for 50 epochs, uses an encoder to quantize images with 128
embeddings and a decoder to reconstruct them. After train-
ing, PixelCNN generates priors that are decoded into syn-
thetic images, which are added to the training set for enhanc-
ing CNNs or other models. Similarly, the VQ-GAN model,
trained for 50 epochs, employs an encoder with 128 embed-
dings, a transformer for long-range dependencies, and a de-
coder refined by a discriminator. Synthetic data is generated
from random latent vectors during evaluation and incorpo-
rated into the training dataset for further analysis.

Figure 4 in the appendix describes snapshots of real and
synthetic images generated by the generative models trained
for the four transformed datasets.

Classification In the classification phase, we initially gen-
erated a set of images from the underrepresented class to
create a balanced dataset. At this phase, we had two alterna-
tives: (a) Employing a CNN with the entire image dataset;
(b) Employing the inverse transform to revert the data to
tabular form and utilizing traditional machine learning tech-
niques. For conventional machine learning, XGBoost was
employed.

Through initial experiments with augmented images, we
selected the CNN architecture by performing hyperparame-
ter tuning using grid search. This involved optimizing batch
size, the number of layers, and the number of neurons to
identify the best configuration.

We use AUC (Area Under the Curve) as the performance
metric because it is robust to class imbalance and indepen-
dent of threshold selection. Unlike accuracy, AUC remains
reliable regardless of class ratios and evaluates model per-
formance across all thresholds, providing a comprehensive



view of discrimination power. This made AUC ideal for as-
sessing our models on imbalanced data.

Bayesian Network Learning The experiments conducted
on the U2 pipeline focused on comparing the scoring func-
tion changes. Initially, we analyzed a dataset with imbal-
anced class distributions. The U2 process on the original
dataset produced a BIC score reflecting the model’s per-
formance. Using the RIGA pipeline, the augmented dataset
achieved a more balanced distribution, enabling improved
evaluation. The scoring function change was analyzed
alongside the visualization of the learned Bayesian Network
using the Markov Blanket. Once trained, the Markov Blan-
ket aids in predicting relevant information for any variable.
As class balance improves, the representation of underlying
data relationships becomes clearer, enhancing the reliability
of the Bayesian Network.

Empirical Results
In this section, we describe the experiments conducted on
each dataset to evaluate the pipeline’s effectiveness. A 5-fold
cross-validation was applied from image transformation and
generative model training to image generation and classifi-
cation.

nuMoM2b Results

In the nuMoM2b dataset, binary classification distinguishes
PTB from FTB cases. ADASYN and SMOTE decreased
XGBoost AUC, while CTGAN provided minimal improve-
ment. For CNN classification, RIGA with cGAN, VQVAE,
and VQGAN augmentation improved performance by 0.5%,
2.23%, and 2.82%, respectively. After converting to tabular
data, RIGA with cGAN, VQVAE, and VQGAN enhanced
XGBoost results by 1.82%, 1.88%, and 2.14%, respectively.

The performance difference observed in using VQGAN
with XGBoost over other methods, such as VQVAE and
cGAN, can be attributed to the nature of the numom2b
dataset and the task at hand. With 360 features and an imbal-
anced binary classification problem (7,923 FTB vs. 780 PTB
cases), capturing the nuanced patterns of the minority class
(PTB) is critical. VQGAN’s ability to leverage VQVAE’s
discrete latent space modeling enhances the representation
of complex features, allowing it to generate synthetic sam-
ples that better reflect the distribution and variability of PTB
cases. This improves the classifier’s ability to distinguish mi-
nority class instances. In contrast, VQVAE alone, while ef-
fective at data representation, lacks the adversarial training
that refines the synthetic outputs for higher fidelity, which
explains its slightly lower performance. Meanwhile, cGAN,
which depends on a continuous latent space, might strug-
gle to model the discrete and intricate feature distributions
inherent in the data, leading to relatively poorer representa-
tion and classification performance. These insights highlight
the importance of aligning data generation methods with the
structural properties of the dataset to improve model perfor-
mance, offering generalizable lessons for other imbalanced
datasets.

Madelon Results
In the Madelon dataset, a binary classification task with
2600 samples and 500 features, imbalance was induced by
removing 1150 class 1 samples. Table 1 summarizes the
results. ADASYN, SMOTE, and CTGAN reduced AUC
scores. RIGA with cGAN, VQVAE, and VQGAN improved
CNN AUC by 0.9%, 2.62%, and 4.4%, respectively. For
XGBoost with tabular transformations, RIGA with cGAN,
VQVAE, and VQGAN enhanced AUC by 1.63%, 3.28%,
and 6.17%, respectively. VQGAN outperformed others by
combining vector quantization with adversarial training for
diverse, high-quality synthetic data. VQVAE, lacking adver-
sarial training, ranked second, while cGAN, lacking vector
quantization, was less effective.

Myocardial Infarction Results
In the Myocardial dataset, a binary classification problem,
features with over 150 missing samples were excluded, and
remaining samples with missing values were removed, re-
sulting in 1024 samples and 94 features (1050 class zero,
24 class one). Table 1 summarizes the results.Table 1 sum-
marizes the experimental results for the Myocardial dataset
across different methods. ADASYN, SMOTE, and CTGAN
reduced AUC scores, and CNN performed poorly, likely due
to sparse feature representation in pixels. For XGBoost with
RIGA, cGAN improved AUC by 0.1%, VQVAE by 0.6%,
and VQGAN decreased AUC. These outcomes reflect the
limited ability of models to capture meaningful structures
due to sparse feature representation during transformation.

DARWIN Results
In the DARWIN dataset, we address a binary classification
problem involving 451 features, one of which was an ID col-
umn removed prior to analysis. To induce class imbalance,
we employed the same sample removal strategy outlined
in Section , ensuring consistency across datasets. The final
dataset contains 174 samples, a notably small size, which
poses challenges for training and evaluating machine learn-
ing models. Table 1 presents the experimental results for the
DARWIN dataset.

For this dataset, both ADASYN and SMOTE reduced
AUC scores, highlighting their inability to generate syn-
thetic samples that effectively represent the feature dis-
tributions in such a small dataset. CTGAN, by leverag-
ing adversarial training, provided a modest improvement of
0.87%, showcasing its ability to capture more meaningful
feature distributions. RIGA, combined with cGAN, achieved
a slightly higher improvement of 0.98%, likely benefiting
from its adversarial training tailored to specific transforma-
tions.

Interestingly, RIGA with VQVAE delivered the highest
improvement, boosting AUC by 3.34%. This can be at-
tributed to VQVAE’s simpler architecture, which is well-
suited for small datasets like DARWIN, as it avoids the over-
fitting risks associated with more complex models like VQ-
GAN. In comparison, RIGA with VQGAN yielded a 1.87%
improvement, falling short of VQVAE due to its complex-
ity, which can struggle in scenarios with limited data. These



Method nuMoM2b Madelon MI DARWIN
CNN w/o Augmentation 0.7086 ± 0.0105 0.6072 ± 0.0110 0.6551 ± 0.0849 0.8152 ± 0033

CNN & cGAN 0.7136 ± 0.0220 0.6162 ± 0.0168 0.6139 ± 0.0793 0.8324 ± 0027
CNN & VQVAE 0.7309 ± 0.0140 0.6334 ± 0.0215 0.6398 ± 0.0832 0.8575 ± 0021
CNN & VQGAN 0.7368 ± 0.115 0.6512 ± 0.0173 0.6032 ± 0.0856 0.8324 ± 0042

XGBoost w/o Augmentation 0.7384 ± 0.0114 0.6738 ± 0.0490 0.8554 ± 0.0695 0.9252 ± 0010
XGBoost & cGAN 0.7566 ± 0.0126 0.6901 ± 0.0341 0.8565 ± 0.0693 0.9350 ± 0029

XGBoost & VQVAE 0.7572 ± 0.0135 0.7066 ± 0.0345 0.8615 ± 0.0828 0.9586 ± 0.0046
XGBoost & VQGAN 0.7598 ± 0.0118 0.7355 ± 0.0505 0.8459 ± 0.0784 0.9439 ± 0.0047

XGBoost & ADASYN 0.7162 ± 0.0060 0.6058 ± 0.0520 0.8342 ± 0.0990 0.9240 ± 0.0035
XGBoost & SMOTE 0.7183 ± 0.0030 0.6187 ± 0.0335 0.8366 ± 0.0812 0.9240 ± 0.0045
XGBoost & CTGAN 0.7442 ± 0.0138 0.6543 ± 0.0101 0.8321 ± 0.0937 0.9339 ± 0023

Table 1: AUC scores for different methods across datasets

results underscore the importance of selecting augmenta-
tion techniques that align with the size and structure of the
dataset to maximize performance gains.

Bayesian Network Learning

Days of Vaginal Bleeding

Cervical Length

Outcome

Figure 2: Markov Blanket without RIGA

Tobacco products smoked (3rd visit)

Tobacco products smoked (2nd visit)

Chest abnormality

Outcome

Figure 3: Markov Blanket with RIGA

As mentioned earlier, we compare the effect of RIGA
on our U2 pipeline. Initially, the BIC score for the model
trained on the imbalanced dataset was -4.618e5. After ap-
plying the RIGA pipeline, which augmented the dataset for
a more balanced class distribution, the BIC score improved
to -4.855e5. This decrease indicates that the Bayesian net-
work fitted the augmented data more effectively, enhanc-
ing the representation of underlying relationships. Visualiza-
tion of the learned Bayesian Network through the Markov
Blanket revealed expanded variable interactions. Initially,
the Markov blanket of the target variable included two par-
ent features, which increased to three after augmentation,
as shown in Figures 2 and 3. This expansion highlights im-
proved clarity in variable interactions as class balance im-
proved. Notably, the absence of certain features in the im-
proved Markov Blanket doesn’t imply their insignificance.
These results underscore the importance of addressing class
imbalances, enhancing both predictive capabilities and the
understanding of data structure, thereby improving real-
world applications.

Summary of results
Based on our results, VQGAN within the RIGA pipeline
performed better on the nuMoM2b and Madelon datasets,

which have larger sample sizes (360 and 500 features).
Conversely, VQVAE excelled on the myocardial infarction
and DARWIN datasets, which have smaller sample sizes
(1,024 and 174 samples) and fewer features (94 and 450).
This indicates that VQGAN’s complex architecture benefits
larger datasets, while VQVAE’s simpler design suits smaller
datasets, reducing overfitting. For instance, VQGAN effec-
tively captures pixel-feature correlations in the nuMoM2b
dataset but fails in the MI dataset, generating unrealistic sin-
gle high-intensity pixel images, as shown in Figure 5 in the
appendix.

Conclusions and Future Work
This work introduces RIGA, a novel pipeline addressing un-
certainty and class imbalance in high-stakes AI applications
like healthcare. By transforming tabular data into images,
RIGA leverages generative models—cGAN, VQVAE, and
VQGAN—to create balanced synthetic samples, improving
classification performance. RIGA’s inverse transformation
enables generated images to be reverted back to their orig-
inal tabular form, allowing seamless integration into down-
stream tasks. Experiments show RIGA enhances traditional
classifiers like XGBoost, with VQGAN improving perfor-
mance by 6.17% on Madelon and 2.14% on nuMoM2b,
while VQVAE achieved 3.34% improvement on DARWIN.
RIGA also strengthens Bayesian structure learning, enhanc-
ing robustness in imbalanced health datasets. Future work
will incorporate an Error Feedback Loop to refine generative
models and explore data augmentation’s role in Bayesian
learning to uncover hidden feature correlations.
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Appendix

Figure 4: Real and Fake Images of four datasets.

Figure 5: Real and Synthetic Images Generated by RIGA-VQGAN for nuMoM2b and MI Datasets.


