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ABSTRACT

Large Language Models (LLMs) hold significant promise for scientific discovery,
particularly in identifying interpretable, closed-form equations from complex data.
However, existing LLM-driven approaches often rely on coarse, scalar feedback
(e.g., overall Mean Squared Error), limiting the LLM’s ability to discern the
individual contributions of components within a proposed equation. This forces the
LLM to rely heavily on its priors or engage in inefficient trial-and-error exploration.
We introduce Structure Guided Equation Discovery (SGED), a novel framework
where LLMs act as dual agents in an iterative symbolic modeling pipeline. An
LLM agent first proposes candidate basis functions ;(z) for a linear symbolic
model f(x) = >, w;v¥;(z). A second LLM agent then refines this set of terms,
critically guided by detailed, per-term influence scores A; and fitted weights w;.
These scores quantify each basis function’s contribution to predictive accuracy,
providing the crucial granular feedback needed for effective model refinement.
SGED can operate as a direct iterative refinement loop or be integrated into Monte
Carlo Tree Search (MCTS) for a more comprehensive exploration of the equation
space. We demonstrate that providing LLMs with this structured, influence-based
feedback improves the accuracy of discovered equations and the efficiency of the
discovery process on diverse biological and synthetic datasets. SGED highlights
the broader principle that equipping LLMs with detailed, interpretable feedback
about sub-components of their generative output can unlock more sophisticated
reasoning and self-improvement capabilities.

1 INTRODUCTION

The quest for interpretable and generalizable mathematical models from data is a cornerstone of
scientific advancement. In fields like biology, pharmacology, and physics, concise equations that
accurately predict phenomena and offer mechanistic insights are invaluable for guiding research
and fostering new discoveries. This paper focuses on discovering closed-form, nonlinear symbolic
models of the form f(x) = >_;w;v;(x), where 1);(x) are basis functions (potentially complex
transformations of input features x) and w; are their corresponding weights. The goal is to find
models that are not only accurate but also interpretable.

Large Language Models (LLMs) have emerged as powerful tools for scientific tasks, including
equation discovery (Ma et al., 2023b; Holt et al., 2024b). Their vast knowledge priors and reasoning
capabilities allow them to navigate the complex search space of potential equations. However,
current methods often guide LLMs with only a single scalar metric, such as the overall validation
loss (e.g., Mean Squared Error). This coarse feedback, while indicating if a proposed equation is
good, fails to provide information on why it is good or bad, or which specific parts of the equation
contribute most to its performance or its deficiencies. Without this granular credit assignment, the
LLM must resort to less efficient exploration strategies, relying heavily on its pre-trained biases or
engaging in near-random perturbations. This limitation becomes particularly acute when dealing with
high-dimensional data, where the number of potential input features and their interactions is vast.

To overcome this, we propose Structure Guided Equation Discovery (SGED). SGED transforms
LLMs into sophisticated agents within an iterative discovery pipeline by providing them with granular,
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Table 1: Problem Settings and Method Applicability (SGED Context). Comparison of typical
problem characteristics, system focus, and applications for different modeling paradigms. SGED
targets interpretable symbolic equations for static or dynamic systems, where LLLMs propose and
refine basis functions for a linear model using detailed influence-based feedback and optional tree
search.

per-term influence feedback. In our framework, one LLLM agent proposes candidate basis functions
1j(x). After these terms are used to fit a linear model, we calculate influence scores A; for each
term, quantifying its impact on the model’s predictive performance (e.g., the change in MSE if the
term were removed).

This detailed feedback, along with the fitted weights w;, is then provided to a second LLM agent,
which decides which terms to keep, discard, or implicitly refine for the next iteration. This process
provides the LLM with the critical missing information: a clear understanding of each component’s
utility. This targeted feedback enables more efficient and effective exploration of the equation space,
leading to more accurate and interpretable models. Furthermore, SGED can employ this iterative
propose-and-prune cycle within a Monte Carlo Tree Search (MCTS) framework, allowing for a more
structured and robust exploration of complex hypothesis spaces, potentially avoiding local optima.

We argue that providing LLMs with such detailed, interpretable feedback about the structural
components of their proposals is a key enabler for more advanced reasoning and self-improvement
in scientific discovery tasks. By understanding not just the overall quality but the specific value of
individual contributions, LLMs can make more informed decisions, leading to faster convergence
and ultimately, more accurate and insightful scientific models (see Figure 2). Additionally, we situate
SGED within the landscape of modeling paradigms, see Table 1.

Contributions:

(D Conceptual Innovation: We reframe LLM-driven equation discovery by emphasizing the need
for granular, interpretable feedback. We propose per-term influence scores as a powerful mechanism
to provide LLMs with the component-level understanding necessary for effective model refinement.
@ Methodological Framework (SGED): We introduce a novel framework employing two LLM
agents: one for proposing candidate basis functions and another for pruning them, guided by per-term
influence scores and weights. We detail how this iterative cycle can be enhanced with Monte Carlo
Tree Search for systematic exploration.

® Empirical Validation: We demonstrate through experiments on diverse biological and synthetic
datasets that SGED, by leveraging influence-based feedback, discovers more accurate symbolic
equations and converges more efficiently than approaches relying on coarser feedback.

2 METHODOLOGY: STRUCTURE GUIDED EQUATION DISCOVERY (SGED)

Structure Guided Equation Discovery (SGED) is an iterative framework where a Large Language
Model (LLM) acts as an intelligent agent to discover symbolic mathematical models. The target
models are of the form f(x) = Z]]\il w;1;(x), where 1;(x) are basis functions proposed by the
LLM, and w; are their corresponding weights determined by fitting to data.

The central idea of SGED is to guide the LLM’s search process through detailed, per-term influence
feedback, enabling it to make informed decisions about refining the set of basis functions. This
process can either follow a direct iterative refinement path or be augmented with a Monte Carlo Tree
Search (MCTS) to explore a broader space of potential equations more systematically. The overall
workflow is depicted in Figure 1, and we provide a concrete illustration of the discovery process in
Appendix E.2.

2.1 CORE ITERATIVE STEP: PROPOSE-AND-PRUNE CYCLE

The engine of SGED is a propose-and-prune cycle, which constitutes a single iteration of model
generation and refinement. This cycle takes the current set of basis functions (which can be empty
initially or be the result of a previous iteration) and a history of past interactions and attempts. It
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Figure 1: Conceptual block diagram of the Structure Guided Equation Discovery (SGED) method.
The LLM agent iteratively proposes a set of basis functions {¢;}. A linear model y = 3 w;1;(x) is
fitted. The LLM receives detailed feedback, including weights w; and influence scores A; for each
term, and uses this to refine its proposal for the next iteration. This iterative loop can be enhanced
with MCTS for structured exploration. The process aims for accurate and interpretable models by
leveraging the LLM’s reasoning with granular, influence-based guidance.

consists of two main phases involving LLM interaction: term generation and term pruning, with
an intermediate evaluation step that calculates the crucial influence scores (see Algorithm 2 in
Appendix B.4 for pseudocode).

First, in the Term Generation Phase, the LLM is prompted to suggest new candidate basis functions.
This prompt, provides substantial context: a detailed description of the dataset and the scientific
problem, a preview of the input features and target variables, the currently active set of basis
functions, the best equation found so far (if applicable), and, importantly, a history of previous rounds.
This history includes a summary of which terms were kept or dropped in earlier cycles and their
corresponding Mean Squared Errors (MSEs), enabling the LLM to learn from its past decisions
(full prompt details are in Appendix B.6). The LLM is tasked with generating a list of new terms,
expressed as NumPy-compatible mathematical expressions. The number of terms to propose can be
guided by configuration, for instance, suggesting more terms in the initial round versus subsequent
rounds.

Next, the Candidate Evaluation and Feedback Preparation stage begins. The newly proposed
terms are aggregated with the existing basis functions to form an expanded candidate set. Each of
these candidate terms is then evaluated on the training data to construct a design matrix ®. A linear
model (e.g. Ordinary Least Squares (OLS), Ridge, or Lasso) is fitted to this design matrix to predict
the target variable y ~ ®w. This step yields an initial set of weights w for all candidate terms and
the corresponding training MSE. A critical computation then occurs: per-term influence scores are
determined. For every candidate term 1);, its influence score A represents the change in validation
MSE if that specific term were removed from the model (i.e., its weight w; set to zero) while all
other term weights remain fixed (see Appendix B.2 for calculation details). This vector of influence
scores, A = {A,}, forms the core of the granular feedback provided to the LLM. The validation
dataset is used for these calculations to assess generalization and mitigate overfitting. We use this
computationally efficient ‘no-refit’ approach, which we empirically validated against more costly
refit-aware alternatives and found to be as effective at guiding the discovery process in Appendix E.9.

Following this evaluation, the Term Pruning Phase commences. The LLM is again invoked, this
time to prune the comprehensive set of candidate terms. It receives a detailed prompt, which includes:
the dataset and problem description; the full list of candidate terms alongside their fitted weights w;
and their calculated influence scores A; (obtained from the validation set); the overall validation
MSE of the model incorporating all candidate terms; the history of prior keep/drop decisions; and the
human-readable current equation. The LLM is explicitly guided to utilize the influence scores as a
key heuristic for its decisions, with instructions like “A; ~ 0 = drop” and “large A; = keep”,
while also encouraging the use of its own judgment. The LLM’s pruning decisions are returned as a
dictionary specifying which terms to “keep” and which to “drop”.
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Finally, in the Final Model Fitting and State Update stage, the basis functions designated as
“keep” by the LLM constitute the refined set of terms for the current iteration. A new linear model
is trained exclusively with these surviving terms using the training data. Its performance metrics,
namely MSE and optionally R? score, NRMSE, etc. are then evaluated on the validation set. An
independent evaluation on the test set is also performed to record an unbiased measure of the model’s
generalization capability. All pertinent information from this entire propose-and-prune cycle —
including the sets of terms before and after pruning, the LLM’s keep/drop decisions, MSE values at
different stages, other derived metrics, and the generated equations — is systematically collected.
We also incorporate the updated history, which now includes a summary of the outcomes from the
current iteration. This is the final output of one propose-and-prune cycle.

2.2 SEARCH STRATEGIES FOR EQUATION DISCOVERY

SGED employs the propose-and-prune cycle as its core mechanism for generating and evaluating
new candidate equations. Based on the configuration, SGED can adopt one of two main strategies to
navigate the vast search space of possible equations.

The first strategy is a Linear Iterative Refinement. SGED operates by creating a linear sequence of
model refinements. In this mode, the set of basis functions that survive the pruning phase directly
becomes the input set of current terms for the immediately following propose-and-prune cycle. This
iterative process is repeated for a predetermined number of iterations, or until a defined early stopping
criterion is met. Such criteria might include observing no significant improvement in the validation
MSE for a specified number of consecutive iterations, i.e., early-stopping. Each iteration in this chain
is designed to incrementally enhance the quality of the equation by building upon the feedback and
results from the preceding step. A comprehensive history of all generated is maintained throughout
this process, enabling the system to monitor progress and, if needed, to revert to or reconsider
previously high-performing solutions.

The second, more advanced strategy involves a Tree-Based Search using Monte Carlo Tree Search
(MCTS). The MCTS framework allows for a more structured and potentially more robust exploration
of the complex hypothesis space of equations. In this configuration, the search for an optimal equation
is formalized as an MCTS problem. Consequently, a node encapsulates a specific mathematical
equation (defined by its constituent basis functions and their fitted weights) along with the historical
sequence of decisions and refinements that led to its formulation.

The propose-and-prune procedure serves as the mechanism for generating successor states, which
correspond to child nodes in the MCTS tree, from a given parent node. It is possible to generate
multiple distinct successors from a single parent node by repeatedly executing the propose-and-prune,
potentially introducing slight variations or leveraging inherent stochasticity in the LLM’s responses
(we use the latter). The evaluation of a node’s quality, or its reward signal to be maximized, that
we use for the MCTS algorithm, is its negative validation MSE, as a lower MSE indicates a better
model. If the generation of successors is computationally expensive, the MCTS implementation can
be set to use the immediate node reward for simulations or rollouts. A standard MCTS algorithm,
governed by the Upper Confidence Bound for Trees (UCT) formula (Kocsis & Szepesvari, 2006)
with the default exploration constant of v/2 is used, balancing exploration and exploitation. The
MCTS process continues until a predefined computational budget is exhausted, such as a maximum
number of node expansions or a maximum search depth. The ultimate goal of the MCTS process is
to identify the path through the search tree that culminates in exhibiting the best performance on the
validation metric. Appendix B.3 provides full MCTS implementation details.

By enabling a parallel exploration of multiple refinement pathways, the MCTS approach helps SGED
to potentially circumvent local optima that might ensnare a purely linear iterative refinement strategy.

2.3 INFLUENCE-BASED FEEDBACK AND LLM INTERACTION

The effectiveness of SGED heavily relies on the quality of its interaction with the LLM. The prompts
are designed to provide clear, unambiguous instructions and all necessary contextual information.
The per-term influence scores, A ;, are pivotal during the pruning phase. The prompt directly instructs
the LLM:

Inspect every row. Decide "keep" or "drop" for each term using the rule: Use the
heuristic: "A; = 0 = drop", "large A; => keep" and your own judgement.
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This directive empowers the LLM to synergize a quantitative, data-driven metric (the influence score)
with its extensive general knowledge and reasoning capabilities. These capabilities might include
assessing term complexity, predicting potential for generalization, or understanding the semantic
relevance of a term within the context of the specific scientific problem description.

Furthermore, the provision of a historical record of past decisions — what terms were kept or dropped,
and the resultant impact on MSE before and after pruning — facilitates a form of meta-learning or
in-context learning, allowing the LLM to refine its strategies over the duration of the discovery
process (Appendices B.5 and B.6 contain full details on LLM interaction and prompts). The LLM
is also explicitly encouraged to consider how well the proposed terms might generalize beyond the
immediate validation set. Robustness is enhanced by post-processing steps that validate the LLM’s
output (whether they are proposed terms or keep/drop decisions), ensuring correct formatting and
evaluability, and by incorporating retry mechanisms to handle occasional LLM errors or malformed
responses.

3 RELATED WORK

Table 2: Comparison of SGED with prior paradigms. SGED aims to overcome prior limitations via
LLM guided proposal and refinement of basis functions using detailed influence-based feedback,
optionally with MCTS.

Method Paradigm Handles High Dim (d ~ 150+)  Automated Basis Func. Eng. (¢;)  Interpretable Output (3~ w;1;(x)) Feedback Granularity
Classical Symbolic Reg. Often struggles Limited / Manual v Basic (Loss)

Black-Box ML (NNs, GBDT) v Implicit (Learned Rep.) X Basic (Loss)

Neural ODEs V(if deep) Implicit x Basic (Loss)

LLM for Equations (e.g., D3) Untested (low-d focus) X(Assumes features given) v/ Hybrid Loss + Code Errors

SGED (Ours) v v/ (LLM proposes ;) v (Linear Comb. of v;) Detailed (Per-term Influence Scores)

Our work, SGED, intersects with and differentiates itself from several research areas, as summarized
in Table 2, and we provide an extended related work in Appendix A.

Symbolic Regression (SR). Traditional SR techniques, such as genetic programming (GP) (Koza,
1994; Schmidt & Lipson, 2009) and sparse regression methods like SINDy for dynamical systems
(Brunton et al., 2016), aim to find explicit mathematical equations. While effective for certain
problems, these methods often operate on a predefined set of input features and basic mathematical
operations. They can struggle with high-dimensional inputs or require significant manual feature
engineering to define relevant transformations. Some modern SR approaches like PySR (Cranmer,
2023) incorporate more sophisticated search algorithms and a wider range of operators but typically
do not leverage the generative and reasoning capabilities of LLMs for proposing complex basis
functions or utilize semantic feedback like per-term influence scores. SGED differentiates itself
by employing an LLM to actively generate and refine these basis functions ;(x), which can be
arbitrarily complex, guided by specific, quantitative influence feedback for each proposed component.

Black-Box Models. Machine learning models like neural networks (NNs) (Chen et al., 2018;
Gorishniy et al., 2021) and gradient-boosted decision trees (GBDTs) (Chen & Guestrin, 2016) are
highly effective at fitting complex patterns in data and can handle high-dimensional inputs. However,
their internal workings are often opaque, making them "black boxes" that lack the interpretability of
symbolic equations. While techniques such as SHAP (Lundberg & Lee, 2017) or LIME (Ribeiro et al.,
2016) can provide post-hoc explanations for feature importance, they do not directly yield a concise,
closed-form mathematical model. SGED, in contrast, aims to produce inherently interpretable models.

LLM-driven Equation Discovery. The use of LLMs for scientific discovery, including equation
generation, is a rapidly advancing field. Systems like Al Feynman (Udrescu & Tegmark, 2020) have
shown success in rediscovering physics equations from data. Eureka (Ma et al., 2023b) employed
LLMs as part of a reward modeling system for reinforcement learning in SR tasks, but not as the
direct generator and refiner of basis functions based on granular feedback. The D3 framework
(Holt et al., 2024b) utilizes LLMs for discovering ODEs, focusing on dynamical systems primarily
from lower-dimensional data. While D3 involves iterative refinement, its feedback mechanisms
are generally coarser (e.g., overall loss, code execution errors) compared to the per-term influence
scores used in SGED. Other recent methods also leverage LLMs in distinct ways. ICSR (Merler
et al., 2024) uses in-context learning where an LLM is prompted with previous attempts and their
scalar scores (combining MSE and complexity) to generate better candidates. LLM-SR (Shojaee
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et al., 2025) treats equations as programs and uses data-driven feedback on the overall program fit to
guide refinement. LaSR (Grayeli et al., 2024) evolves a high-level, abstract “concept library” (e.g.,
“exponential growth/decay”) by observing patterns in successful equations.

SGED’s novelty lies in its distinct feedback mechanism. Unlike the abstract concepts in LaSR
or the single scalar scores in ICSR and LLM-SR, SGED provides a direct, quantitative vector of
per-term influence scores (A ;). This feedback measures each basis function’s marginal contribution
to validation accuracy, offering interpretable, component-level credit assignment. This granular
guidance, coupled with a dual-agent architecture for proposing and pruning terms within a constrained
linear model structure (3 w;1;(x)), allows for a more analytical and targeted model refinement
process.

Influence Functions and Model Interpretability. The concept of influence functions in statistics
(Cook & Weisberg, 1980), traditionally measures the impact of individual data points on model
parameters or predictions. Our use of “influence scores” for terms in a linear model is analogous:
it assesses the importance of a structural component (a basis function 7);) to the overall model fit,
similar to a leave-one-out analysis performed at the term level. This provides a principled way to
assign credit to parts of the model, which the LLM then uses for refinement.

4 EXPERIMENTS AND EVALUATION

We evaluate SGED on a variety of datasets to demonstrate its ability to discover accurate, interpretable
white-box models. Our experiments focus on biomedical, bioinformatics, and pharmacokinetic
domains, reflecting real-world challenges where such models are highly valuable. Full experimental
details, including dataset descriptions, method configurations, and evaluation protocols, are provided
in the Appendices (Appendices B, C and C.5).

Benchmark Datasets. Our evaluation uses six datasets. Three are derived from a sophisticated
biomedical Pharmacokinetic-Pharmacodynamic (PKPD) model of lung cancer tumor growth, sim-
ulating effects of chemotherapy and radiotherapy (Geng et al., 2017, Appendix C.1), used in prior
research (Bica et al., 2020; Seedat et al., 2022; Melnychuk et al., 2022). These are: Lung Cancer
(no treatment), Lung Cancer (with Chemo.), and Lung Cancer (with Chemo. & Radio.). We
also use a COVID-19 epidemic agent-based simulator (COVID-19, Kerr et al., 2021, Appendix C.2).
For bioinformatics, we use an eNET-seq dataset for predicting RNA Polymerase II pausing (RNA
Polymerase, Fong et al., 2022, Appendix C.4). Finally, a real-world Pharmacokinetic (PK) dataset of
Warfarin patients (Warfarin, Janssen et al., 2022, Appendix C.3) is included.

Benchmark Methods. We compare SGED against several relevant methods. For black-box com-
parisons, these include neural ODEs with action inputs (DyNODE, Chen et al., 2018; Alvarez
et al., 2020), standard Recurrent Neural Networks (RNN), and a state-of-the-art Transformer model
(Transformer, Vaswani et al., 2017). For white-box model discovery, we include Sparse Identifica-
tion of Nonlinear Dynamics (SINDy, Brunton et al., 2016) and a Genetic Programming symbolic
regression method (GPLearn, Stephens, 2015). We also compare against variants of LLM-based
discovery: a zero-shot model generated by an LLM (ZeroShot), this model with optimized parame-
ters (ZeroOptim), and an LLLM-based iterative approach using only basic MSE feedback without
influence scores (ICL - Basic Feedback). Furthermore, we benchmark against several recent state-of-
the-art LLM-based frameworks: (D3, Holt et al., 2024b), which discovers ODEs through an iterative
multi-agent approach; (ICSR, Merler et al., 2024), which uses in-context learning with previous
attempts and their scalar scores to generate new candidates; (LLM-SR, Shojaee et al., 2025), which
treats equations as programs and employs an evolutionary search; and (LaSR, Grayeli et al., 2024),
which enhances genetic algorithms by using an LLM to evolve a library of abstract textual concepts.

Evaluation Metrics. To assess the performance of our benchmark methods, we use the mean squared
error (MSE) on a held-out test dataset of state-action trajectories. This evaluation is conducted over
multiple seeds, each initialized with different random seeds. We report the average MSE from these
runs along with their 95% confidence intervals (see Appendix C.6 for the full protocol).

5 MAIN RESULTS

Comprehensive evaluations across the benchmark datasets are presented in Table 3. SGED (referred to
as “Ours” in the table, representing the full method with influence feedback with iterative refinement
and MCTS) consistently demonstrates strong performance, often achieving the lowest MSE among
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interpretable model classes and competitive results against black-box models. This indicates its
ability to discover accurate and concise closed-form equations.

Table 3: Evaluating Method Performance. Test MSE (mean+95 % CI) on held-out data for
six benchmarks. SGED demonstrates competitive or superior performance, particularly among
interpretable models. Results are based on 25 seeds unless otherwise noted. Three vertical subsections
correspond to baseline classes: (1) white-box non-LLM baselines, (2) white-box LLM baselines, (3)
black-box baselines (dark gray font). Dashes (—) indicate not run or not applicable. Average rank
computed for white-box methods only.

Lung Cancer Lung Cancer (with Chemo.) | Lung Cancer (with Chemo. & Radio.) COVID-19 RNA Polymerase Warfarin PK
Method MSE | MSE | MSE | MSE | MSE | MSE | Avg. Rank |
DyNODE* 326+5.96 55.7£52.8 16.2+£6.35 74+2.69 —t 0.726+0.17 6.80
SINDy* 3254595 11.840.442 13.740.635 93.540.509 —t 6.84£1.76 6.80
GPLearn 7.56=1.11 46.8+15.5 46.8+4.91 0.00071340.000506 0.0204+0.000555 2.53+0.169 6.83
ZeroShot 2.13e+13+4.35e+13 4.97e+0343.67e+03 2.54e+03+2.74e+03 1.34e+08-2.09e+08 | 1.35e+0541.75e+05 | 5.3e+03+1.07e+04 10.50
ZeroOptim 0.142+0.119 86.2427.3 122+ 1.41e-07+1.04e-07 0.0130-+0.000287 0.861£0.177 5.67
ICL (Basic Feedback) 0.0557+0.0486 21.249.8 63.3£16.5 9.35e-08+1.77e-08 0.0119+0.000352 0.784+0.193 3.83
D3-white-box 1.01e+04£1.27e+04 454289 2534273 7.81e-064:2.48e-07 0.043+0.0366 1.15£0.343 7.50
LLM-SR 33.440 42.2435.6 32.1+48.4 0.0004534:0.000912 1.44£1.91 1.24+0.564 6.50
LaSR 658+7.31 1.71£1.16 3.97+3.21 2.59¢-0648.66e-07 0.01720.000649 30.1+£0.992 5.50
ICSR 0.407+0.244 0.688+0.39 6.1£1.05 1.03e-07+£1.6e-08 — 0.497+0.0646 2.60
RNN 1.16e+06+3.21e+04 719+94.3 137+5.88 1.39e+04+2.47e+03 0.0495+0.0406
Transformer 7.0740.558 0.346+0.0701 0.207+0.0318 0.2614+0.0915 1.3310.941
SGED (Ours) | 0.0033+0.0035 0.0054+0.00107 | 0.0521+0.0178 5.32¢-08+1.35¢-09 | 0.0115:£0.000312 | 0.646£0.105 117

*Results reused from prior work (Holt et al., 2024b), based on 10 seeds.
T Not applicable as the baseline is designed for temporal data but RNA Polymerase dataset is static.
FICSR fails with this dataset due to the large number of features (263).

5.1 CASE STUDY: RNA POLYMERASE II PAUSING

The discovery of quantitative rules governing biological processes is crucial for advancing our
understanding of life. Automated machine learning approaches like SGED offer a path to generate
interpretable, data-driven hypotheses from complex biological datasets, potentially accelerating
discovery.

Biological Background. RNA polymerase II (Pol II) transcription is a fundamental process involving
initiation, elongation, and termination (Cramer, 2019). Transcription speed is non-uniform, influenced
by frequent Pol II pausing (Noe Gonzalez et al., 2021; Jonkers & Lis, 2015; Danko et al., 2013;
Bentley, 2014; Zamft et al., 2012). Pause sites, particularly at G residues preceding T/C on the
non-template DNA strand, are key determinants of elongation speed (Fong et al., 2022; Gajos et al.,
2021). Nucleosomes and histone modifications like H3K36me3 are also implicated (Bondarenko
et al., 2006; Churchman & Weissman, 2011; Lee et al., 2024; Wen et al., 2014), but their precise roles
and the sequence determinants of pausing in human cells remain incompletely understood.

Dataset. We analyzed eNET-seq data mapping Pol II pause sites in human cells at single-base reso-
lution (Fong et al., 2022). A "pause score" (Nreads at pause site /Nreads in 200bp window) quantified pausing.
This score was aligned with 263 features, including local DNA sequence context around poten-
tial pause sites (e.g., one-hot encoded nucleotides A/T/G/C at positions -3 to +3 relative to site),
MNase-seq signal (nucleosome occupancy), H3K4me3 and H3K36me3 ChIP-seq signals (histone
modifications), and gene region annotations (TSS, gene body, termination). A balanced dataset of
48,000 pause sites and 48,000 control sites (pause score = 0) was split into training, validation, and
test sets.

Findings. SGED, guided by influence-based feedback, discovered the following interpretable
equation (coefficients rounded for brevity):
pause_score = 0.0178 In(1 + signalyy,)

— 0.000246 signalysy 4mes + 0.00902 In(1 + signalysames)

+0.0194 In(1+ ) _ signalyssmes )

cond

—0.0291 (Lgseq_,=a} + Lgseqo=a} + Lgseqy=a} + Liseq_, =1} + Liseqo=1} + Liseq,=1})

+0.0223 ]l{genefregion:TSS} + 0.0257 ]l{genefregion:body} + 0.0636 ]l{geneﬁregion:termination}

— 0.0146 (Lgseq ;=11 + Liseq_,=7} + Liseq_,=11)

—0.0402 (Lseq_, =G} + Liseq_,=c}) + 0.0333 Lseqy=c} — 0.0397 L {seq,=C}

+0.0735 1 {seq, =7} + 0.0243 L eq_, —c},
where “ds” sums over the H3K36me3 signals from several alternative data sources; seq; is the
nucleotide at relative position ¢; ]l{.} is the indicator function.
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Expert review by an Anonymous Biologist confirmed that this SGED-discovered equation aligns with
known biology and offers novel insights:

Expert review (Anonymous Biologist)

» Confirms existing knowledge: Positive association of nucleosome occupancy (signalymase)
and H3K36me3 with pausing, and higher pausing in termination regions, consistent with
prior studies (Bondarenko et al., 2006; Churchman & Weissman, 2011; Lee et al., 2024; Wen
et al., 2014; Gromak et al., 2006).

» Discovers novel sequence elements: Beyond the known GT element at positions 0/+1
(Fong et al., 2022; Gajos et al., 2021), the model identifies C at positions 0 and -1, and T at -1,
-2, -3 as significant negative predictors of pausing. These represent new, testable hypotheses
about sequence-dependent pausing mechanisms.

This case study demonstrates SGED’s capacity to learn complex relationships from high-dimensional
biological data, producing interpretable models that both validate existing knowledge and generate
novel scientific hypotheses. Further discussion is in Appendix D.

5.2 INSIGHT EXPERIMENTS: IMPACT OF FEEDBACK AND SEARCH STRATEGY

To understand the contributions of SGED’s core components, we performed ablation studies on the
Lung Cancer benchmark dataset.

Ablation Study: Influence Feedback and MCTS. We compared the full SGED model against
variants where either the MCTS tree search component was disabled (falling back to iterative
refinement) or the detailed influence based feedback was removed (LLM receives only basic MSE for
pruning), or both. Results are shown in Table 4. The reported MSE values are for the Lung Cancer
(no treatment) dataset, averaged over 25 seeds.

Table 4: Ablation study on the Lung Cancer (no treatment) dataset. We quantify the impact of
removing the MCTS component and/or the influence-feedback module. Results are test MSE (lower
is better) averaged over 25 seeds with 95% confidence intervals.

Variant | MCTS | Influence Feedback | MSE |

Full SGED (Ours) | v v | 0.0033+0.0035
w/o MCTS (Iterative + Influence Feedback) X v 0.350+0.505
w/o Influence Feedback (MCTS + Basic Feedback) v X 4.56+6.71
w/o MCTS or Influence Feedback (Iterative + Basic Feedback) X X 61.98+20.52

The results clearly indicate that both the influence-based feedback and the MCTS tree search con-
tribute significantly to SGED’s performance. Removing influence feedback (even with tree search)
leads to a substantial increase in MSE (from 0.0033 to 4.56), demonstrating that granular, per-term
guidance is crucial for the LLM to effectively prune and refine equations.

Similarly, removing the tree search (even with influence feedback, MSE increases to 0.350) also results
in higher MSE, suggesting that systematic exploration helps in finding better solutions compared to a
purely linear iterative approach for this benchmark. The variant without both components performs
the worst (MSE of 61.98), underscoring the synergistic benefits of these design choices.

Iterative Improvement with Influence Feedback. Figure 2 illustrates the convergence behavior,
comparing SGED with influence feedback to a variant relying on basic MSE feedback. SGED with
influence feedback converges faster and to lower MSE values, as the detailed per-term information
allows for more targeted and efficient exploration of the equation space. Each iteration leverages the
insights from influence scores to prune unhelpful terms and focus on promising ones, leading to a
more rapid discovery of accurate and parsimonious models. This is shown for the linear iterative
refinement variant of SGED here, and analogously for the MCTS variant in Appendix E.1.

These insight experiments underscore the importance of SGED’s core principles: providing LLMs
with rich, structured feedback at the component level and employing systematic search strategies
to navigate the complex landscape of possible equations. A suite of additional experiments in the
appendix further substantiates these findings. We demonstrate that SGED’s performance advantage is
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MSE vs. Iterations: Impact of Influence Feedback
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Figure 2: MSE vs. Iterations: Impact of Influence Feedback. Plot showing validation MSE

convergence over iterations for SGED (linear iterative refinement variant) with full influence-based

feedback versus a variant with only basic MSE feedback on the Lung Cancer (with Chemo. & Radio.)

dataset. Shaded regions denote 95% confidence intervals, solid lines show means. Detailed influence

feedback is leads to faster convergence and lowers final MSE.

consistent across nine different underlying LLMs, including open-weight models (Appendix E.5);
that it is robust to a large number of irrelevant features (Appendix E.6); that it can successfully
discover equations for diverse synthetic models (Appendix E.7); and, importantly, generalizes robustly
to unseen biological replicates, indicating the discovered models capture reproducible scientific
principles (Appendix E.8). Furthermore, the method scales sub-linearly with an increasing number
of input features, making it suitable for high-dimensional problems (Appendix G). Critically, SGED
also proves more computationally efficient, achieving superior accuracy when constrained by a
fixed LLM token budget (Appendix G.3) and converging significantly faster than traditional methods
like Genetic Programming (Appendix E.4). Methodological variants, including an extension for
term-local constant optimization (Appendix E.10) and an ablation on alternative influence score
calculations (Appendix E.9), are also explored.

6 DISCUSSION

This paper introduced Structure Guided Equation Discovery (SGED), a framework that leverages
Large Language Models for symbolic modeling by providing them with fine-grained, per-term
influence scores as feedback. This structured guidance allows the LLM to iteratively propose, evaluate,
and refine basis functions for constructing interpretable models of the form f(x) = >, w;v;(x).
Integration of Monte Carlo Tree Search further enhances the systematic exploration of the equation
space. Our empirical results across diverse datasets, including a detailed case study on RNA
Polymerase II pausing, demonstrate that SGED can discover accurate and scientifically plausible
equations. The ablation studies confirm that both the influence-based feedback mechanism and the
MCTS contribute significantly to the framework’s effectiveness, leading to lower MSE compared
to variants lacking these components. The ability to identify important terms via influence scores
and to prune irrelevant ones based on this quantitative metric, combined with the LLM’s reasoning
capabilities, proves to be a powerful approach for navigating the vast search space of symbolic models
and achieving superior accuracy.

Limitations & Future Work. Though SGED’s architectural advantages provide a robust performance
uplift across a range of LLMs, its performance is still ultimately tied to the capabilities of the
underlying language model. While current state-of-the-art models show strong reasoning abilities,
their capacity to generate highly novel or counter-intuitive scientific insights based on the provided
feedback is an area for ongoing research. The complexity of basis functions that can be reliably
proposed and evaluated also presents a frontier. While SGED is computationally efficient, running
many LLM calls at scale can still be intensive. Future work could explore more efficient LLM
prompting strategies, methods for distilling learned heuristics from the LLM’s successful refinements,
and extending the framework to other types of mathematical models (e.g., differential equations with
more complex structures, causal graphs). Validating the novel discoveries from SGED, such as the
new sequence determinants in the RNA Polymerase case study, through wet-lab experiments is a
crucial next step for real-world scientific impact. Further research into the types of feedback that are
most effective for LLM-guided discovery remains a rich area of investigation.
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Ethics Statement. Our work promotes transparency in Al-driven science by developing a method,
SGED, that generates interpretable symbolic models. The primary ethical consideration is the
potential for misinterpretation; a discovered equation is a data-driven hypothesis, not a validated
scientific law, and may reflect spurious correlations in the data. We stress that any model produced
by SGED must be rigorously scrutinized and validated by domain experts before any consideration
for real-world application to prevent potential harm from decisions based on flawed but plausible-
looking equations. The datasets used in this research were either simulated or publicly available and
anonymized, and were handled in accordance with their usage terms. We position SGED as a tool to
augment, not replace, human scientific inquiry, acknowledging that the underlying Large Language
Models may introduce biases and lack genuine scientific understanding.

Reproducibility Statement. To ensure full reproducibility of our findings, we provide a comprehen-
sive account of our methodology, data, and experimental setup. The core Structure Guided Equation
Discovery (SGED) framework is described in Section 2, with a detailed breakdown of the propose-
and-prune cycle (Section 2.1), search strategies (Section 2.2), and the influence-based feedback
mechanism (Section 2.3). For implementation, high-level pseudocode is available in Appendix B.4,
and an in-depth description of all methodological components, including the calculation of influence
scores and MCTS configuration, is provided in Appendix B. The specifics of our interaction with
Large Language Models, including the models used and the exact prompt templates for the “Propose”
and “Prune” agents, are documented in Appendix B.5 and Appendix B.6, respectively. All benchmark
datasets are thoroughly described in Appendix C, which details the simulation parameters for the
Cancer PKPD and COVID-19 environments and provides sources for the public Warfarin PK and
RNA Polymerase datasets. The experimental evaluation protocol, including benchmark methods,
metrics, and hyperparameters, is specified in Section 4 and further detailed in Appendix C.5. The
computational resources used for our experiments are outlined in Appendix F. Upon publication, all
code required to generate the datasets and reproduce the results will be made publicly available.
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Code. All code will be made available upon publication.

LLM Usage. Large Language Models (LLMs) were employed for refining the language, grammar,
and clarity of the manuscript. Additionally, they were used to assist with code implementation and
debugging. All intellectual content, research ideas, and scientific arguments were developed solely
by the authors.

A ADDITIONAL RELATED WORK

Structure Guided Equation Discovery (SGED) synergizes concepts from symbolic regression, the
rapidly evolving capabilities of Large Language Models (LLMs) in scientific reasoning, machine
learning interpretability, and advanced search techniques. This extended related work section aims
to provide a more comprehensive contextualization of SGED, elaborating on its distinctions and
contributions by delving deeper into these intersecting domains.

A.1 SYMBOLIC REGRESSION: FOUNDATIONS AND EVOLUTION

Symbolic Regression (SR) is the problem of identifying a mathematical expression that best fits a
given dataset, without assuming a pre-specified model structure. This inherently seeks interpretable
models.

Traditional Approaches: Genetic Programming (GP) has historically been a dominant paradigm for
SR (Koza, 1994; Schmidt & Lipson, 2009; Stephens, 2015). GP-based SR typically evolves a popula-
tion of candidate expressions (often represented as trees) using evolutionary operators like crossover
and mutation. While powerful, traditional GP can face challenges such as premature convergence,
code bloat (expressions becoming overly complex), and difficulties in efficiently exploring vast search
spaces, especially with high-dimensional data or when a diverse set of mathematical operators is
required (Cranmer, 2023; Lu et al., 2021; Monda et al., 2021; Li et al., 2023a). The search can be
computationally intensive, and the quality of discovered equations can be sensitive to the choice of
initial function sets and hyperparameters. Other early approaches, like Symbolic Regression via Fast
Function Class Discovery (SRFC) (Udrescu & Lipson, 2009), focused on identifying general classes
of functions as a preliminary step, which could then guide more detailed equation discovery.

Sparse Symbolic Regression: Methods like SINDy (Sparse Identification of Nonlinear Dynamics)
(Brunton et al., 2016) leverage sparse regression. SINDy constructs a library of candidate (often
nonlinear) functions of the state variables and uses techniques like LASSO or sequentially thresholded
least-squares to find a sparse combination of these functions that best describes the system’s dynamics,
primarily for ODEs. While effective for systems where the basis functions are well-chosen, the
library of candidate functions is often pre-defined by the user, which might limit discovery of truly
novel functional forms not anticipated by the domain expert.

Modern Advancements in SR: More recent SR methods have introduced innovations to tackle these
challenges. PySR (Cranmer, 2023; Cranmer et al., 2020b) incorporates techniques from simulated
annealing, genetic algorithms, and a highly optimized search process with a broad library of operators
to find Pareto-optimal equations (balancing accuracy and complexity). Al Feynman (Udrescu &
Tegmark, 2020; Udrescu et al., 2020) introduced a recursive divide-and-conquer strategy inspired
by physics problem-solving techniques. It attempts to discover symmetries, separability, and other
properties of the target function to break it down into simpler components, often using neural networks
to guide these decompositions. Deep Symbolic Regression (DSR) approaches (Petersen et al., 2020;
Biggio et al., 2021; Kamienny et al., 2022) often use recurrent neural networks (RNNs) to generate
expressions token by token, framing SR as a sequence generation problem, sometimes guided by
reinforcement learning. Other neural approaches like SymbolNet (Cheng et al., 2024) focus on
scalability to high-dimensional inputs and model compression by dynamically pruning operators and
features.

SGED’s Differentiation in SR: SGED distinguishes itself from these SR paradigms in several key
aspects. Unlike traditional GP or sparse SR methods that rely on pre-defined or combinatorially gen-
erated basis functions, SGED tasks an LLM with proposing candidate basis functions v (x). These
can be arbitrarily complex and draw upon the LLM’s vast pre-trained knowledge of mathematical and
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scientific relationships. Crucially, SGED provides the LLM with highly granular, per-term influence
scores A; as feedback, guiding a second LLM agent in the pruning and refinement process. This
explicit, quantitative credit assignment for each component of the proposed equation is a core novelty
that enables more targeted and efficient exploration than typical fitness-based evolution in GP or
the global loss signals used in many DSR approaches. While Al Feynman uses NNs for specific
decomposition tasks, SGED employs LLMs more broadly for generative proposal and structured
refinement based on component-wise utility.

A.2 LARGE LANGUAGE MODELS IN SCIENTIFIC DISCOVERY AND EQUATION FORMULATION

LLMs are increasingly being explored as powerful tools for accelerating scientific discovery (OpenAl,
2023; Brown et al., 2020; Agashe et al., 2024). Their ability to process and generate human language,
understand complex instructions, and synthesize information from vast training corpora makes them
suitable for tasks ranging from hypothesis generation to experimental design and data analysis (Boiko
et al., 2023; Dunn & Arrow, 2022; Ma et al., 2023a; Toncheyv et al., 2024).

LLMs for Equation Discovery and System Modeling: Several works have specifically investigated
LLMs for discovering mathematical models. Eureka (Ma et al., 2023b;c) leverages LLMs, particularly
their code-writing capabilities, to design reward functions for reinforcement learning agents that then
perform symbolic regression or other optimization tasks. While Eureka uses LLMs effectively for
reward generation, SGED employs LLMs as the direct architects of the symbolic equations themselves,
iteratively proposing and refining basis functions. The D3 framework (Holt et al., 2024b;a) uses
LLMs to discover Ordinary Differential Equations (ODEs) for pharmacological systems. D3 employs
multiple LLM agents for modeling, feature acquisition, and evaluation in an iterative loop. While
sharing the iterative, LLM-driven discovery spirit with SGED, the feedback mechanism in D3 is
generally coarser (e.g., overall model fit, code execution errors, qualitative evaluation). SGED’s
unique contribution is the fine-grained, per-term influence scores A ; provided to the LLM, enabling
more precise credit assignment and refinement of the equation’s structure, and its applicability to
general symbolic models beyond just ODEs. D-CODE (Qian et al., 2022) also focuses on discovering
closed-form ODEs, using a grammar-based approach and a coefficient optimizer, but does not involve
LLMs in the same generative and iterative feedback loop as SGED or D3.

Broader LLM Capabilities for Science: LLMs have also shown promise in generating computer
code for simulations (Li et al., 2022; Chen et al., 2023), assisting in mathematical reasoning (Imani
et al., 2023; Lewkowycz et al., 2022), and forming hypotheses from literature (Bran et al., 2023;
Zhang et al., 2023). SGED specifically harnesses the LLM’s pattern recognition and generative
capabilities to propose scientifically plausible basis functions and its reasoning capabilities to interpret
and act upon the structured influence feedback for model refinement. This structured interaction,
providing quantitative evidence for the utility of each proposed component, pushes the LLM beyond
simple generation towards a more analytical role.

A.3 INTERPRETABILITY IN MACHINE LEARNING: INHERENT VS. PoST-HoC

The demand for interpretable machine learning models is growing, especially in high-stakes domains
like science and medicine where understanding the “why” behind a prediction is as important as the
prediction itself (Rudin, 2019; Doshi-Velez & Kim, 2017).

Black-Box Models and Post-Hoc Explanations: Many high-performing machine learning models,
such as deep neural networks (Gorishniy et al., 2021; Chen et al., 2018) and gradient-boosted decision
trees (Chen & Guestrin, 2016), are often considered “black boxes” due to their complex internal
structures. To shed light on their predictions, post-hoc explanation methods have been developed.
Prominent examples include LIME (Local Interpretable Model-agnostic Explanations) (Ribeiro et al.,
2016) and SHAP (SHapley Additive exPlanations) (Lundberg & Lee, 2017). LIME approximates the
black-box model locally with a simpler, interpretable model. SHAP uses concepts from cooperative
game theory (Shapley values) to attribute the prediction to individual features. While these methods
provide valuable insights, they offer explanations of an already-trained (and often opaque) model
rather than producing a model that is inherently transparent. Limitations can include computational
cost, potential instability of explanations, and the fact that the explanation itself is an approximation
of the original model’s behavior (Rudin, 2019; Kumar et al., 2020; Alvarez-Melis & Jaakkola, 2018).
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SGED’s Pursuit of Inherent Interpretability: SGED directly addresses the need for interpretability
by aiming to discover models of the form f(x) = >_;w;v;(x). Each basis function ¢;(x) is a
symbolic expression, and its contribution to the final output is explicitly weighted by w;. This
structure is inherently interpretable, allowing domain experts to examine, understand, and potentially
validate or refute the discovered relationships based on their domain knowledge. The per-term
influence scores A; further enhance this by quantifying the contribution of each v; to the model’s

predictive power during the discovery process itself.

A.4 NEUROSYMBOLIC Al

Neurosymbolic Al seeks to combine the strengths of neural networks (e.g., learning from data, pattern
recognition) with symbolic reasoning (e.g., logic, explicit knowledge representation, interpretability)
(Garcez & Lamb, 2023; Chaudhuri et al., 2021; Besold et al., 2017). This integration aims to create
Al systems that are more robust, generalizable, interpretable, and capable of incorporating existing
domain knowledge.

>

SGED can be viewed as a neurosymbolic system. The LLM, a large neural network, acts as the “neuro’
component, responsible for proposing candidate symbolic basis functions and for reasoning about
their utility based on feedback. The symbolic regression task itself, the manipulation of mathematical
expressions, and the resulting interpretable equation f(x) = >, w;v;(x) represent the “symbolic”
component. The per-term influence scores act as a critical bridge, translating numerical performance
data into a structured format that the LLM can symbolically reason about to refine the symbolic
model. This tight integration, where the neural component generates and refines symbolic structures
based on quantitative feedback about those structures, aligns well with the goals of neurosymbolic
Al, particularly in the context of scientific discovery (Cranmer et al., 2020a; Kubalik et al., 2023).

A.5 INFLUENCE ANALYSIS: FROM DATA POINTS TO MODEL COMPONENTS

The concept of “influence” in SGED, referring to the impact of individual terms 1, (x) on the model’s
predictive performance, draws an analogy to classical influence functions in statistics and more recent
feature importance techniques.

Classical Influence Functions: Influence functions, introduced in Hampel (1974) and further
developed in Cook & Weisberg (1980), measure the effect of an individual data point on a model’s
parameters or predictions. They are valuable for outlier detection and understanding model sensitivity
to specific observations.

Feature Importance and Leave-One-Out Analysis: In machine learning, various methods assess
feature importance. Permutation feature importance (Breiman, 2001; Fisher et al., 2019) measures the
decrease in model performance when a feature’s values are randomly shuffled. Leave-One-Feature-
Out (LOFO) importance involves retraining the model with one feature omitted and observing the
performance change (Lei et al., 2018; Aerdem, 2020). These methods help identify which input
features are most critical for a model’s predictions.

SGED’s Term Influence Scores: SGED’s per-term influence scores A; adapt this concept to the
components of the discovered equation itself. Instead of assessing the impact of raw input features
or individual data points, A; quantifies how much the removal of a specific basis function ;(x)
(and its corresponding weight w;) would affect the model’s validation MSE. This provides a direct,
interpretable measure of each term’s contribution to the model’s accuracy, akin to a leave-one-term-
out analysis. This granular credit assignment is then fed back to the LLM, enabling it to make
informed decisions about which terms to retain, discard, or refine, thereby steering the discovery
process towards more accurate and parsimonious equations.

A.6 AUTOMATED FEATURE ENGINEERING AND BASIS FUNCTION DISCOVERY

The performance of many machine learning models heavily depends on the quality of input features.
Automated feature engineering aims to create new, informative features from existing ones.

Traditional and Deep Learning Approaches: Traditional techniques might involve polynomial ex-
pansions or predefined transformations. Deep learning models implicitly perform feature engineering
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by learning hierarchical representations, but these learned features are often not symbolic or easily
interpretable.

Rule-Based Feature Generation: Methods like RuleFit (Friedman & Popescu, 2008) generate
new features in the form of decision rules. These rules, derived from an ensemble of decision trees,
capture interactions between original features. A sparse linear model (e.g., using Lasso) is then fitted
on both the original features and these new rule-based features. This yields an interpretable model
that can capture non-linearities and interactions.

SGED’s LLM-Driven Basis Function Proposal: SGED takes a distinct approach by using an
LLM to propose candidate basis functions 1); (x). These are not limited to simple rules but can be
complex symbolic expressions involving various mathematical operations and combinations of input
features. The LLM’s generative capabilities allow for a much broader and potentially more creative
exploration of the space of possible transformations than typical rule-generation algorithms. The
subsequent linear combination ) j w;1;(x) maintains interpretability, while the influence-guided
pruning ensures that only valuable, LLM-generated transformations are retained.

A.7 ITERATIVE REFINEMENT AND SEARCH STRATEGIES IN COMPLEX SPACES

Discovering optimal symbolic equations is a challenging search problem over a vast and complex
space.

Iterative Refinement and Feedback: Many Al systems employ iterative refinement, where solutions
are progressively improved based on feedback. The nature and granularity of this feedback are
crucial. SGED’s iterative propose-and-prune cycle, guided by per-term influence scores, provides a
structured mechanism for self-improvement. The LLM learns from its past decisions (which terms
were kept/dropped and their impact) and the specific utility of each component in the current proposal.
This contrasts with approaches where feedback is only a single scalar loss, offering less guidance for
targeted improvement. LLM self-correction and refinement, often through in-context learning, is an
active area of research (Madaan et al., 2023; Shinn et al., 2023; Pan et al., 2023). SGED provides a
domain-specific instantiation of this principle with a highly structured feedback signal.

Monte Carlo Tree Search (MCTS): For more systematic exploration, SGED can integrate its
propose-and-prune cycle into an MCTS framework. MCTS is a heuristic search algorithm that
has achieved remarkable success in domains like game playing (e.g., AlphaGo/AlphaZero (Silver
et al., 2016; 2017)) and other optimization problems. In SGED, MCTS treats the equation discovery
process as navigating a tree where nodes represent (sets of) basis functions and edges represent
propose/prune actions. MCTS balances exploration of new equation structures with exploitation of
promising ones. While MCTS has been explored for program synthesis and, more recently, symbolic
regression (Khalil et al., 2022; Li et al., 2023b; Chen et al., 2024; Ashok et al., 2020), SGED’s
novelty lies in combining MCTS with LLM-driven proposal/pruning stages that are informed by the
detailed influence-based feedback. The work Li et al. (2023b) also uses MCTS with transformers
for symbolic regression, but their feedback and reward structure within MCTS differs from SGED’s
influence-score-driven pruning by an LLM agent.

By leveraging detailed, interpretable feedback and powerful search strategies, SGED aims to make
significant strides in the automated discovery of accurate and understandable symbolic models from
data.

B METHOD DETAILS

This section provides further details on the Structure Guided Equation Discovery (SGED) framework,
complementing the main description in Section 2. We elaborate on the core components, including
the definition and calculation of influence scores, and the specifics of the Monte Carlo Tree Search
(MCTS) implementation.
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B.1 OVERVIEW OF SGED

As outlined in Section 2 and depicted in Figure 1, SGED operates as an iterative symbolic modeling
pipeline driven by Large Language Models (LLMs). The framework employs two primary LLM
agents:

* A “Propose” Agent: This LLM agent is responsible for generating new candidate basis
functions );(x). It receives contextual information about the dataset, the scientific problem,
the current set of basis functions, the best equation discovered so far, and a history of past
decisions and outcomes to guide its suggestions.

* A “Prune” Agent: After candidate terms are evaluated, this LLM agent refines the set
of basis functions. It is provided with the candidate terms, their fitted weights w;, and
crucially, their per-term influence scores A ;. Based on this granular feedback and its general
knowledge, it decides which terms to keep or discard.

This propose-and-prune cycle forms the core iterative step. SGED can execute these cycles in a
linear iterative refinement loop or integrate them within a Monte Carlo Tree Search (MCTS) frame-
work for a more systematic and robust exploration of the equation space. The overall objective is
to discover accurate, parsimonious, and interpretable models of the form f(x) = >, w;1;(x).
The hyperparameters related to LLM prompting, such as terms_per_round (default: 5),
first_round_n_candidates (default: 10), and keep_n_terms (default: 6, but can be
disabled to allow keeping any number of terms), guide the LLM agents’ behavior during term
generation and pruning.

B.2 INFLUENCE SCORE (A;) DETAILS

The per-term influence score, A, is a cornerstone of the SGED framework, providing the granular
feedback necessary for the “Prune” LLM agent to make informed decisions.

Definition: For a linear model f(x) = Z£i1 w1k (x) with M basis functions, the influence score
A; for a specific term 1;(x) is defined as the change in the model’s Mean Squared Error (MSE) on
the validation set if that term were removed from the model, while all other term weights wy, (k # j)
remain fixed at their originally fitted values.

Let ®,, be the design matrix evaluated on the validation set using all M candidate basis functions,
and y,, be the corresponding true target values. Let w = (wy,ws,...,wy)? be the vector of
weights obtained by fitting the full model to the training data (e.g., using Ordinary Least Squares,
OLS). The prediction of the full model on the validation set is vy = ®yyw. The MSE of the full
model on the validation set is MSEg,; = mean((yya — $val)?).

Now, consider removing term 1);. This is equivalent to settlng its welght wj to zero. The predlctlons
of this reduced model, f_;(x), on the validation set are ¥va,—; = Yval — Bvar,jW;, Where ¢y, 5 is the
j-th column of ®,, (i.e., the evaluations of 1/1]( x) on the validation set). The MSE of this reduced

model is MSE_; = mean((yval - yval,,j)2). The influence score A; is then:
A; = MSE_; — MSEq

A higher positive A ; indicates that removing term ; increases the validation MSE, implying that the
term is important for the model’s predictive accuracy on unseen data. A A; ~ 0 suggests the term
has little unique contribution to reducing validation MSE under the current model. This calculation is
performed for each target variable if the model is multi-output.

Calculation: The calculation steps are:
1. Fit the full linear model (e.g., OLS) using the training data (®yyin, Yirain) to obtain the
weights w.
2. Calculate the predictions y, and the baseline MSEg,; on the validation set (®ya1, Yyar)-
3. For each term ; (from k& = 1 to M):

(a) Calculate the predictions of the model without term j (effectively w; = 0, other wy,
fixed): $’va1,—j = Yval — ¢val,jwj-
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(b)
()

Calculate MSE_; using $ai,— ;.
Compute A; = MSE_; — MSEj1.

Computational Cost:

« Fitting the initial OLS model: Typically O(NyqinM? 4+ M?3) if Nygin > M or O(NZ,, M)
if M > Nyain.

* Calculating §ya: O(NygM).
¢ Calculating MSEg;: O(Ny,) (assuming multi-output m is small, otherwise O(Nyym)).

* For each of the M terms, calculating A ;:

Prediction ¥y, —; adjustment: O(Nya).
MSE_; calculation: O(Nya).
Total for all Aj: M - O(Nya).

The calculation of influence scores is therefore efficient once the initial model is fitted and its
predictions on the validation set are obtained.

Justification and Relation to Other Measures:

* Direct Relevance to Predictive Performance: A; directly quantifies how much a term
contributes to reducing error on unseen (validation) data, which is a primary goal.

+ Efficiency: Calculating A; by fixing other weights is much more computationally efficient
than refitting the model M times (once for each term’s removal). This makes it practical for
iterative refinement loops with many candidate terms.

* Interpretability for LLM Guidance: The concept of “change in error if term is removed”
is intuitive and can be effectively communicated to an LLM, especially with heuristics like
“Aj ~0 = drop”.

 Differentiation from other importance measures:

It is a form of “leave-one-out” importance but applied to model terms (basis functions)
rather than individual data points (like statistical influence functions, e.g., Cook’s
distance).

It differs from SHAP values (Lundberg & Lee, 2017), which explain the contribution
of features to individual predictions rather than the global impact of a term on overall
model MSE.

It is distinct from feature importance measures derived from tree-based ensembles (e.g.,
Gini importance or permutation importance on raw input features), as A is specific to
the contribution of pre-defined or LLM-proposed basis functions v;(x) within a linear
model structure.

By not refitting the model for each term removal, A; measures the unique contribution
of a term given the current set of other terms and their weights. This is a deliberate
choice to assess the marginal utility of a term in the specific context of the current full
model. If terms are highly collinear, this score might be low for some of them, aiding
in pruning redundant terms.

The use of validation data for calculating A; is critical for assessing generalization and mitigating
overfitting, guiding the LLM to select terms that are robustly beneficial.

We further explore and experimentally investigate alternative approaches to computing influence
scores in Appendix E.9.

B.3 MONTE CARLO TREE SEARCH (MCTS) IMPLEMENTATION DETAILS

When SGED employs a tree-based search strategy, it utilizes a Monte Carlo Tree Search (MCTS)
algorithm to navigate the complex hypothesis space of symbolic equations. This approach allows for
a more structured exploration than simple iterative refinement.
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 State (Node Representation): Each node in the MCTS tree represents a specific state in the
equation discovery process. This state is defined by the current set of selected basis functions
{%;(x)}, the corresponding fitted weights {wj;} that form the current best equation for that
path, and the history of decisions (proposals, prunings, and feedback) that led to this state.

* Action (Transition): An action involves transitioning from a parent node (current equation
state) to a child node (a refined equation state). This transition is achieved by executing one
full propose-and-prune cycle as described in Section 2.1. Specifically, from a selected
leaf node, the “Propose” agent suggests new terms, these are evaluated, influence scores are
calculated, and the “Prune” agent refines the term set. This results in a new equation that
defines a child node.

» Expansion: During the expansion phase of MCTS, if a selected leaf node is not a terminal
state (e.g., maximum depth not reached), child nodes are generated. SGED can generate
multiple distinct successor states (child nodes) from a single parent node by repeatedly
invoking the propose-and-prune cycle. The hyperparameter n_successors (default: 5)
controls how many child nodes are attempted to be generated from a parent node during a
single expansion step. Variation between these successors arises from the inherent stochas-
ticity in the LLM’s responses to the propose and prune prompts, even when given the same
historical context up to the parent node. Each such generated child represents a distinct path
for exploration.

* Reward and Value Estimation (Simulation/Rollout Phase): The quality or value of a
node (equation) needs to be estimated to guide the MCTS search.

— In the default SGED configuration, referred to as Heuristic MCTS (when the hyperpa-
rameter rollout_1is_just_node_reward is set to True, which is the default),
no explicit rollout (simulation beyond the newly expanded node) is performed. Instead,
the reward for a newly expanded child node is its immediate, directly computed quality.
This quality is typically the negative validation Mean Squared Error (—MSE,,) of the
equation associated with that child node (after the pruning step). A higher value (lower
MSE) indicates a better node. This immediate reward is then directly backpropagated
up the tree.

— If rollout_is_Jjust_node_rewardis setto False, a simulation phase (roll-
out) would be executed from the newly expanded node for a number of steps defined
by rollout_depth (default: 1, see Appendix E.3 for an investigation). The reward
from the end of this simulated trajectory would then be backpropagated. However, the
primary results in this paper use the Heuristic MCTS approach.

— Other reward signals beyond simply the negated validation set MSE could be used,
though are not explored here, e.g. incorporating alternative accuracy metrics or account-
ing for equation parsimony (e.g. as R = —MSE,,; — « - Complexity, where complexity
may be defined as the number of terms, operator count, etc.).

* Backpropagation: After a node’s value is determined (either through direct evaluation in
Heuristic MCTS or via a rollout), this value is backpropagated up the tree from the expanded
node to the root. The visit counts and average reward (or value) of all visited nodes along
the path are updated.

* Selection (Tree Policy): The MCTS algorithm uses the Upper Confidence Bound applied to
Trees (UCT) formula to balance exploration and exploitation when selecting which node to
traverse down the tree. From a current node, the child 7 selected is the one that maximizes:

In N (p)

UCT(i) = Q(i) + ¢ NG)

where:

Q(i) is the current estimated average reward (exploitation term) for child 4.
N(p) is the number of times the parent node p has been visited.
N () is the number of times child node ¢ has been visited.

c is the exploration constant (hyperparameter, default: v/2). A higher ¢ encourages
more exploration of less-visited nodes.
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This selection process is repeated from the root until a leaf node (a node that has not been
expanded, or a terminal node) is reached.

* Termination: The MCTS process continues until a predefined computational budget is
exhausted. This is primarily controlled by the total_budget hyperparameter (default:
30), which defines the total number of MCTS iterations (selection, expansion, simulation/e-
valuation, backpropagation cycles). A depth_limit (default: 10) can also restrict the
maximum depth of the tree.

* Output: After the MCTS process completes, the equation corresponding to the node that
yielded the best validation MSE throughout the entire search is typically selected as the final
discovered model.

¢ Computational Cost: The main computational costs in the MCTS-based SGED are the
LLM API calls (for term proposal and pruning at each expansion, potentially multiple times
if n_successors > 1), the evaluation of basis functions on data, and the fitting of linear
models. The total number of MCTS iterations (total_budget) is the primary driver of
the overall computational expense.

This MCTS framework allows SGED to systematically explore diverse pathways of equation refine-
ment, potentially avoiding local optima that a simpler iterative approach might encounter.

B.4 SGED PSEUDOCODE

Below is a high-level pseudocode outlining the SGED framework. Algorithm 1 describes the overall
MCTS-driven search. Algorithm 2 details the core propose-and-prune cycle (PAPC).

For brevity, Algorithm 1 illustrates the Heuristic MCTS case, but this can be easily adapted to the
rollout with rollout_depth case.
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Algorithm 1 Structure Guided Equation Discovery (SGED) - MCTS Loop

1:

A A

10:
11:

12:
13:
14:

15:
16:
17:
18:
19:
20:
21:
22:
23:
24
25:
26:
27:
28:
29:
30:
31:
32:

Input: Dataset D (containing train, validation, test sets), Problem Description Py, MCTS Budget
Bwcrs, LLM Agents (LLMp, LLMFp), MCTS Parameters (exploration const ¢, num successors
ng, depth limit dj;,,)
Output: Best discovered symbolic equation fpes
Initialize fpesr +— None
Initialize best_val_mse < oo
Initialize MCTS Tree 7" with a root node (representing an initial empty state)
for iteration = 1 to Bycrs do
selected_node < SelectPolicy(T, ¢) {Select a node using UCT}
if selected_node is suitable for expansion (e.g., not terminal by d;;,,, and not yet fully
expanded for ng children) then
{ Attempt to expand selected_node by generating up to n, children}
for: =1ton,do
PAPC _Inputs < GatherlnputsForPAPC(selected_node, Py, D, LLMp, LLMRg, foest)

equation, val_mse, new_terms, history < ProposeAndPruneCycle(PAPC_Inputs)
if equation was successfully generated then

child_node < AddChildNode(T, selected_node, new_terms, equation, val_mse, history)

current_reward < —val_mse {Heuristic reward for UCT}
BackpropagateValue(child_node, current_reward, T')
if val_mse < best_val_mse then
best_val_mse < val_mse
Soest < equation
end if
end if
end for
Update expansion status of selected_node in T
else
current_reward < —selected_node.stored_val_mse {Use node’s known value}
BackpropagateValue(selected_node, current_reward, T)
end if
end for
if fies is not None then
Evaluate fies using test set from D
end if
return fi.q
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Algorithm 2 Propose-and-Prune Cycle

1: Input: current_terms;,, history;,, best_equation_so_far, Py, Dyain, Dyai, LLMp, LLMp
. Output: equationeyt, val_mseqyut, final_termsgyt, historyyut

// Term Generation Phase

: Prompt LLMp with P,;, current active terms current_terms;,, best_equation_so_far,
history;,, and data preview.

newly_proposed_terms < LLMp.generate_terms()

. candidate_terms < current_terms;, U newly_proposed_terms

@R

9: // Candidate Evaluation and Feedback Preparation

10: Evaluate all 7; € candidate_terms on Dy, to get design matriX P .

11: Fit linear model: Yirin = PirainWeana to get candidate weights Wgp,q-

12: Evaluate all v; € candidate_terms on Dy, to get Py,).

13: Calculate full validation MSE: MSE 4 cand USing wWegng and (®ap, ¥var)-

14: Foreach; € candidate_terms, calculate influence score A; on validation set (as per Appendix
B.2).

15:

16: // Term Pruning Phase

17: Prompt LLMpg with Py, candidate_terms, their weights w;, influence scores A ;, MSEy cands
history;,, and current equation form.

18: pruning_decisions < LLMp.decide_terms_to_keep_drop() {keep: [...], drop: [...]}

19: final_terms,y,: < terms marked "keep" in pruning_decisions

20:

21: // Final Model Fitting and State Update

22: Evaluate final_termsqy: on Digin to get Pain final-

23: Fit final linear model: ¥rin = Ptrain final Wiinal 10 Z€t Winal-

24: Form equation, using final_termsq,: and Wy,

25: Calculate val_msey,; for equation g, on Dyy.

26: Record this cycle’s details (terms before/after pruning, decisions, MSEs, equation) into
historyout.

27:

28: return equation g, val_mseqy:, final_termsoyus, historyous

This pseudocode provides a conceptual blueprint. Actual implementations would involve detailed
prompt engineering, error handling, and specific choices for the linear model fitting procedure (e.g.,
OLS, Ridge).

B.5 LLM DETAILS

Unless otherwise specified (e.g., in Appendix E.5 which details experiments across a range of
different Large Language Models), the primary LLM employed for the core experiments presented in
this work was a version of GPT-40. Specific model versions were used as available at the time of
experimentation. For example, one of the models used in comparative evaluations was:

¢ GPT-40: model identifier gpt—4o0, version 2024-11-20.

B.6 PROMPT DETAILS

The interaction with the LLM is central to the SGED framework. We employ two primary types of
interactions, mediated by distinct LLM agents: one for proposing new candidate basis functions (the
“Propose” agent) and another for refining the set of terms based on evaluation feedback (the “Prune”
agent). Below, we detail the structure of these prompts and provide illustrative examples of LLM
interactions.
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B.6.1 TERM GENERATION PHASE: THE “PROPOSE” AGENT

In this phase, the LLM is tasked with generating new candidate basis functions v;(x). The prompt
provides comprehensive context, including the problem description, available features, the current set
of basis functions (if any), the best equation found so far, and a history of previous interactions to
facilitate learning from past attempts.

Prompt Template for ‘“Propose’” Agent: The following is a representative template for the prompt
provided to the “Propose” agent. Specific details such as dataset descriptions, feature lists, and
historical performance are dynamically inserted.

Listing 1: Prompt Template for “Propose” Agent

You are an automated assistant for proposing linear terms for the equations in a symbolic regression pipeline.

Your proposed terms will be:

1. Concatenated with the current candidate terms.

2. Sent to a LLM term pruner agent that will use various computed signals to decide which terms to keep and
which to drop.

# Instructions:

Given below information, propose some candidate terms. The terms can be any valid numpy expressions.
Make use of the dataset and problem description to propose relevant terms.

Make sure to use the learnings from the history of previous rounds.

Return these between triple backticks and one term on each line.
The first backticks must be prepended with TERMS

Example output:

TERMS

x1

X2% %2
np.sin(x3)

NOTES:

* Propose around {terms_per_round} terms, generally not too many unless this is the first round.
% If this =xisx the first round, propose around {first_round_n_candidates} terms.

* You may propose no terms (nothing between the TERMS backticks) if you think it is appropriate.

DATASET AND PROBLEM DESCRIPTION

{dataset_and_problem_description}

CURRENT TERMS:

{current_terms}

# Current equation:
{current_equation}

HISTORY

{history}

The input data and target variable(s) preview:
{input_preview}

The prompt template for the “Propose” agent dynamically incorporates several pieces of information.
Key placeholders include:

terms_per_round: Hyperparameter specifying how many new basis functions the LLM should
suggest in the current round. Default value: 5.

first_round_n_candidates: Hyperparameter specifying how many new basis functions the
LLM should suggest in the first round. Default value: 10.

dataset_and_problem_description: Provides the LLM with context about the scientific
problem and data, e.g.:

Prediction of Treatment Response for Combined Chemo- and Radiation-Therapy
for Non-Small Cell Lung Cancer Patients Using a Bio-Mathematical Model

Here you must model the state differential of x+cancer_volumex*, and **chemo_concentrationx*, which are *x
dv_dtxx and xxdc_dtxx, driven by the input actions xxchemo_dosagexx and xxradiotherapy_dosagexx,
together with relevant

laboratory and coagulation markers listed below.

Description of the variables
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* cancer_volume : Volume of the tumour (cm"3

* chemo_concentration : Plasma concentration of vinblastine (mg m”-

* chemo_dosage : Administered vinblastine dose rate (mg m"-3 day”-1)
* radiotherapy_dosage : Delivered external-beam RT dose rate (Gy day”-1)

Time unit: xxdaysxx

Typical value ranges

* cancer_volume : 0.01433 - 1170.861 cm”3
* chemo_concentration : 0 - 9.9975 mg m"-3

* chemo_dosage : 0 - 5 mg m*-3 day”-

* radiotherapy_dosage : 0 - 2 Gy day”-1

Dataset summary

The training dataset consists of %xx1000+* patients, each
followed for 60 days with daily resolution (delta_t = 1 day). Continuous variables are recorded once per day
unless otherwise specified.

current_terms: Informs the LLM about terms already part of the active model in iterative steps,
e.g.:

[’ cancer_volume’, ’chemo_dosage’, ’cancer_volume * chemo_concentration’, ’cancer_volume % radiotherapy_dosage
’, 'np.log(cancer_volume + 1)’, ’'np.sqrt(cancer_volume)’]

current_equation: Shows the LLM the current best-performing model to potentially build
upon or deviate from, e.g.:

dv_dt = 0.009194 cancer_volume - 0.0004414 chemo_dosage - 0.02797 cancer_volume % chemo_concentration -
0.04775 cancer_volume * radiotherapy_dosage - 1.214 np.log(cancer_volume + 1) + 1.202 np.sqrt(
cancer_volume)

dc_dt = - 0.004518 cancer_volume + 0.9776 chemo_dosage - 0.001191 cancer_volume * chemo_concentration - 3.691e
-06 cancer_volume x radiotherapy_dosage - 1.442 np.log(cancer_volume + 1) + 0.5209 np.sqrt (cancer_volume

)

history: Gives a history of terms decisions, and performance, enabling in-context learning, e.g.

Round node_0_0: KEEP=[’cancer_volume’, ’cancer_volume * chemo_concentration’, ’cancer_volume *
radiotherapy_dosage’, 'np.log(cancer_volume + 1)’, ’'np.sqrt(cancer_volume)’, ’chemo_dosage’] | DROP=[
chemo_concentration’, ’‘radiotherapy_dosage’, ’chemo_dosage * radiotherapy_dosage’, ’cancer_volume x
chemo_dosage’, ’cancer_volume x radiotherapy_dosage’, ’'np.log(cancer_volume + 1)’, ’np.sqrt(
cancer_volume)’, ’'radiotherapy_dosage’] | MSE before pruning=0.005453 (per-output
=[0.010905755578988435, 6.33977252002678e-27]) | MSE after pruning=0.900026 (per-output
=[0.011005448429060318, 1.789047395904737])

Round node_0_0_1: .

Example LLM Response for ‘“Propose’” Agent: Below is an example response from the LLM
acting as the “Propose” agent, based on the template above.

Listing 2: Example LLM Response from “Propose” Agent

TERMS

cancer_volume

chemo_concentration

chemo_dosage

radiotherapy_dosage

np.log(cancer_volume + 1)

np.sqrt (cancer_volume)

chemo_dosage * radiotherapy_dosage
cancer_volume * chemo_concentration
radiotherapy_dosage / (cancer_volume + 1)

chemo_dosage / (chemo_concentration + 1)
o

B.6.2 TERM PRUNING PHASE: THE “PRUNE” AGENT

After new terms are proposed and a model is fitted using the expanded set of basis functions, the
“Prune” agent is invoked. This agent receives the full list of candidate terms, their fitted weights w,
their per-term influence scores A; (e.g., change in validation MSE if the term is removed), and the
overall validation MSE. Its task is to decide which terms to keep or discard.

Prompt Template for “Prune’” Agent: The following template illustrates the prompt given to the
“Prune” agent.
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Listing 3: Prompt Template for “Prune” Agent

You are an equation-pruning assistant for symbolic regression.

INPUT YOU RECEIVE

* A table (or dictionary/json representation) where each row has:

| field | meaning

| | |
| term | Name of the symbolic basis function psi_k(x) (e.g. "x1", "sin(x2)", ...).

| weight | Fitted scalar coefficient w_k obtained by ordinary least squares (OLS).

| influence | Influence score for term k (see definition below) .

+* The validation set MSE.
«+xInfluence definition (no refit) =

delta_k is the increase in mean-squared-error (MSE) if the k-th weight is deleted while all other weights stay
fixed. For OLS this is

delta_k = (w_k”2 / n) % sum phi_k(x_1i)"2 (always >= 0).

* Note that the influence values are computed on the validation (rather than training) set, and thus may not
always be >= 0.

Hence:
* If influence is large -> the term is important (its removal hurts the loss a lot).
* If influence ~= 0 -> the term is useless (its removal makes no noticeable difference).

YOUR TASK

1. xxInspect every row*x.
2. xxDecide "keep" or "drop"xx for each term using the rule:

* Use the heuristic: "delta_k ~= 0 -> drop", "large delta_k -> keep" and your own judgement.

3. x*xReturnx* a python dictionary after "DECISION" with exactly the two keys

DECISION

i

I8
"keep": ["term_a", "term_b", ...],
"drop ["term_c", "term_d", ...]

Place each term name in either «xkeepxx or xxdropx* - never both, never neither.

** IMPORTANT : * x

* Make use of the dataset and problem description to make the best decision.

Make sure to use the learnings from the history of previous rounds.

(!) You must consider the generalization beyond the validation set and make decisions accordingly.
(!) You should also consider BOTH the weights and the influence of the terms.

(') You MUST keep {keep_n_terms} terms at most, to keep the model interpretable.

CONVENTIONS & NOTES

Important notes

Treat terms independently; no need to refit or update weights.

Note that everything was evaluated on the validation set to avoid overfitting.

If there are multiple outputs (targets), you will see multiple tables, one for each target.

Use all the information available, but keep in mind that you must only return one keep/drop decision even if
there are multiple outputs.

Keep only the most important terms for each output.

EEE

*

=+

Output format

Feel free to comment briefly (<= 30 chars) about each decision, but keep the python dictionary in the right
format.

The dictionary MUST be provided between triple backticks, otherwise it cannot be parsed.

It must be prepended with "DECISION", otherwise it cannot be parsed.

*

*

*

EXAMPLE

# INPUT TABLE(S) :

y_1:

| term | weight | influence

| | | |
| x1 | 3.00 | 12.21

| x2 | -1.96 | 5.14

| x1xx2 | 0.53 | 0.91

| sin | 0.93 | 0.52

| cos | -0.05 | 0.0009

v_2
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| term | weight | influence |
| | |
| x1 | 3.00 | 12.21
| x2 | -1.96 | 5.14
MSE (per-output): [0.217, 0.145]
MSE overall: 0.181
# Output:
DECISION
Vo
i
"keep": ["x1", "x2", "x1%2", "sin"],
"drop": ["cos"]

That’s it - perform the keep/drop decision based on the information provided.

DATASET AND PROBLEM DESCRIPTION

{dataset_and_problem_description}

CURRENT TERMS

{current_terms}

# Current equation:
{current_equation}

HISTORY

{history}

INPUT YOU RECEIVE

INPUT TABLE(S) :
{input}

MSE (per-output): [..., ...]
MSE overall:

The prompt template for the “Prune” agent is populated with the following key pieces of information
to guide the pruning decision:

keep_n_terms: Hyperparameter specifying the maximum number of terms to keep. Default value:
6.

dataset_and_problem_description: Analogous to the “Propose” agent.
current_terms: Analogous to the “Propose” agent.

current_equation: Analogous to the “Propose” agent.

history: Analogous to the “Propose” agent.

input: This is a critical input, formatted as a table, showing each candidate basis function v, its
fitted weight w;, and its calculated influence score A ;. For example:

INPUT TABLE(S) :

dv_dt:

| term | weight | influence
I: | :\ |
| cancer_volume | 0.0092651 | 2.7752

| chemo_concentration | -0.0035792 | 0.000354906
| chemo_dosage | 0.00120966 | 9.91133e-06
| radiotherapy_dosage | 0.00212704 | -7.52432e-07
| cancer_volume x chemo_concentration | -0.027962 | 638.689

| cancer_volume % chemo_dosage | =1.14907e-05 | 9.16085e-05
| cancer_volume x radiotherapy_dosage | -0.0477543 | 197.164

| chemo_dosage * radiotherapy_dosage | -0.000750627 | 1.83055e-05
| np.log(cancer_volume + 1) | -1.20511 | 17.425

| np.sgrt (cancer_volume) | 1.19886 | 109.978

dc_dt:

| term weight | influence |

31



Under review as a conference paper at ICLR 2026

-5.36642e-27

cancer_volume 4.8914e-16
chemo_concentration -0.5 6.62719
chemo_dosage 1 10.8058
radiotherapy_dosage -6.55278e-15 4.93846e-28

cancer_volume * chemo_dosage -8.391e-18 7.54011e-28
cancer_volume * radiotherapy_dosage -9.34055e-17 3.47305e-27
chemo_dosage * radiotherapy_dosage -1.90453e-16 3.39238e-29

|
|
|
|
|
cancer_volume * chemo_concentration | 1.86065e-17 | -1.98136e-27
| |
| |
| |
| |
| |

np.log(cancer_volume + 1) 5.50181e-16 —2.14874e-28
np.sqrt (cancer_volume) -2.0953%e-16 2.65579%e-28
MSE (per—-output): [0.010905755578988435, 6.33977252002678e-27]

MSE overall: 0.005453

Example LLM Response for ‘“Prune” Agent: An example of an LLM’s response when acting as
the “Prune” agent is shown below.

Listing 4: Example LLM Response from “Prune” Agent

To make the equation interpretable and preserve only the most meaningful terms, I will review the terms in
both outputs (‘dv_dt‘ and ‘dc_dt‘) based on their influence and weight. I’11 aim to retain at most 6
terms.

### **Analysis for ‘dv_dt  :xx
1. xxHighly influential termsx*x:
- ‘cancer_volume x chemo_concentration' (delta = 638.509) is critical.
- ‘cancer_volume * radiotherapy_dosage' (delta = 197.209) is highly impactful.
- ‘np.sqgrt (cancer_volume) ' (delta = 110.587) has substantial influence.
- ‘np.log(l + cancer_volume) ‘' (delta = 17.6803).

2. x*Moderately influential / less relevantsx:
— ‘cancer_volume‘ (delta = 2.7081): core variable, but delta suggests moderate importance.
- ‘chemo_dosage', ‘radiotherapy_dosage‘: limited delta values.

3. »xNegligiblexx:
— Terms involving weighted interactions: e.g., ‘chemo_dosage / (1 + cancer_volume)‘ (delta ~= 0). These
can be ignored safely.

### **Analysis for ‘dc_dt :xx

1. xxHighly influential termsx*x:
- 'np.log(l + cancer_volume) ' (delta = 22.3107): critical.
- ‘chemo_dosage' (delta = 18.8115): essential for modeling ‘dc_dt‘.
- ‘np.sqgrt (cancer_volume) ' (delta = 15.8203): quite significant.

2. **Moderately influentialxx:
— ‘radiotherapy_dosage': important as part of the model.
— ‘cancer_volume‘: relevant, but has relatively small delta compared to other terms.

3. »xNegligible termsxx:
- Interactions like ‘radiotherapy_dosage / (1 + cancer_volume) ' (small delta).

Considering both outputs, I aim to balance interpretability and prioritization based on influence across both
equations. Here is the final decision:

DECISION

Vo

{
"keep": [
"cancer_volume x chemo_concentration", # Very high delta for dv_dt
"cancer_volume x radiotherapy_dosage", # Very high delta for dv_dt
"np.sqgrt (cancer_volume) ", # Significant delta for both dv_dt and dc_dt
"np.log(l + cancer_volume)", # Critical delta for both dv_dt and dc_dt
"chemo_dosage", # Crucial delta for dc_dt
"radiotherapy_dosage" # Balanced importance for dc_dt
1,

"drop": [

"cancer_volume", # Moderate delta in both outputs
"chemo_dosage * chemo_concentration", # Insignificant in dv_dt (<0.0003)
"radiotherapy_dosage x chemo_concentration", # Similar to above
"chemo_dosage / (1 + cancer_volume)", # Negligible delta
"radiotherapy_dosage / (1 + cancer_volume)" # Negligible delta
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C BENCHMARK DATASET AND EVALUATION DETAILS

Our evaluation utilizes several benchmark datasets, including three derived from a sophisticated
biomedical Pharmacokinetic-Pharmacodynamic (PKPD) model, one from an epidemic simulator, one
real-world clinical dataset, and one real-world biological dataset.

C.1 CANCER PKPD SIMULATIONS

Three of our benchmark environments are based on a well-established biomedical Pharmacokinetic-
Pharmacodynamic (PKPD) model of lung cancer tumor growth. This model simulates the combined
effects of chemotherapy and radiotherapy and has been utilized in prior research (Geng et al., 2017;
Seedat et al., 2022; Bica et al., 2020; Melnychuk et al., 2022; Holt et al., 2024b). We use this model
to generate data for three distinct scenarios: Lung Cancer (no treatments), Lung Cancer (with
Chemo.) (chemotherapy only), and Lung Cancer (with Chemo. & Radio.) (both chemotherapy
and radiotherapy). Each scenario results in a separately sampled dataset. The comprehensive Lung
Cancer (with Chemo. & Radio.) scenario, based on the general Cancer PKPD model, is described
below, followed by how the other variations are derived.

General Cancer PKPD Model Structure. This model describes the tumor volume () (in cm?®) over
time ¢ (in days) following diagnosis. It incorporates the effects of radiotherapy, u;, and chemotherapy,
ug. The tumor dynamics are governed by the differential equation:

0 (1o (1) - 800~ () + 8,00 0 (1)

dt x(t)

where the first term plog (%) represents tumor growth dynamics, the term 5.C(¢) models the

effect of chemotherapy, and (cv,.d(t)+ 3,d(t)?) models the effect of radiotherapy. The patient-specific
parameters K, p, 8., o, 5, are adopted from Geng et al. (2017), and their values are summarized in
Table 5.

Table 5: Cancer PKPD model parameter values from Geng et al. (2017).

Model Component Variable Parameter Symbol Value
Growth rate p 7.00 x 107° day !
Tumor Growth Carrying capacity K 30 cm?®
Radiothera Linear cell kill a, 0.0398 Gy~!
Py Quadratic cell kill B Set such that o, /3, = 10 Gy
Chemotherapy Chemotherapy cell kill Be 0.028 (mg/m*)~! day—!

The concentration of the chemotherapy drug, C(¢), is modeled by an exponential decay with a
one-day half-life:
dC(t)
dt
A chemotherapy action u§ corresponds to an increase in C'(t) by 5.0 mg/m?® of Vinblastine adminis-
tered at time ¢. The radiotherapy term d(t) represents the daily dose, with «} corresponding to 2.0 Gy
fractions of radiotherapy delivered at timestep .

= —0.5C(t)

Time-Dependent Confounding. To introduce realistic complexities, the administration of chemother-
apy and radiotherapy is modeled as Bernoulli random variables, with probabilities p.(t) and p,(t)
dependent on the average tumor diameter D(¢):

Ve T 7
)= (G0 - 50)) pi)=a(F=00-0)) @
where o(+) is the sigmoid function, Dy, = 13cm is the maximum tumor diameter, §. = §, =
Dinax /2. The parameters . = ~, = 2 control the strength of this time-varying confounding.

Dataset Generation. For each of the three Cancer PKPD scenarios, we sample N = 1, 000 patient
trajectories. Initial tumor volumes z(0) are drawn from a uniform distribution 2/(0, 1149) cm?.
Patient trajectories are simulated for 60 days using the PKPD model (Equation (1)) and the specified
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action policy, employing a Euler stepwise numerical solver. This procedure generates one dataset
sample. We create distinct training, validation, and test sets (Dyain, Dval, Drest) by repeating this
sampling process with different random seeds. For each run of a benchmark method requiring a
random seed, these datasets are re-sampled. The Lung Cancer scenario omits both treatment terms
(effectively C(t) = 0,d(t) = 0). The Lung Cancer (with Chemo.) scenario omits the radiotherapy
term only (d(¢) = 0). The Lung Cancer (with Chemo. & Radio.) scenario uses the full model as
described.

C.2 COVID-19 EPIDEMIC SIMULATION

We employ COVASIM, a detailed agent-based simulator for modeling COVID-19 epidemics (Kerr
et al., 2021). COVASIM can simulate various non-pharmaceutical interventions (e.g., lockdowns,
social distancing) and pharmaceutical interventions (e.g., vaccinations). In this model, each agent sig-
nifies an individual who can transition between states: susceptible, exposed, infectious, or recovered
(which includes deaths).

We use COVASIM with its default parameters as provided in its open-source implementation'. To
generate diverse epidemic trajectories, we simulate 24 distinct "countries" or populations. For each
simulation, the population size is set to 1, 000, 000 individuals, with each agent simulated individually
(i.e., simulation rescaling is disabled). Each simulation starts with an initial number of infected
individuals 7(0) sampled uniformly from 2{(10, 000, 100, 000), and the epidemic is simulated for 60
days.

This process is repeated with independent random seeds to generate training, validation, and test
datasets (Dyain, Dyval, Diest). For each benchmark method run that involves a random seed, these
datasets are re-sampled.

C.3 WARFARIN PHARMACOKINETICS DATASET

We utilize a real-world clinical trial dataset focused on Warfarin pharmacokinetics (PK), which
is publicly available (Janssen et al., 2022). This dataset, known as the NOMEN dataset, can
be accessed from https://github.com/Janssena/SI-AIEP-paper. It comprises data
from 32 patients who received a single dose of Warfarin. The dataset contains a total of 251
Warfarin concentration measurements, with a median of six measurements per patient. Warfarin
was administered at ¢ = 0, and concentration measurements were taken at predefined time points:
t € {0.25,0.5,1.0,2.0,4.0,6.0,12.0,24.0,48.0,72.0,96.0, 120.0} hours. Covariates available for
each patient include weight, age, and sex.

We adhere to the original pre-processing scripts provided with the dataset. The data is split into
training, validation, and test sets using proportions of 70%, 15%, and 15%, respectively. These
splits are performed chronologically to maintain temporal causality. This dataset is released under a
GPL-3.0 license.

C.4 RNA POLYMERASE II PAUSING DATASET

This dataset, central to the case study presented in Section 5.1, focuses on predicting RNA Poly-
merase II (Pol II) pausing. It is derived from eNET-seq data that maps Pol II pause sites in human
cells at single-nucleotide resolution (Fong et al., 2022). The primary objective is to predict the
pause_score, a continuous variable between 0 and 1, where a higher score indicates increased
Pol II pausing at a specific genomic location. The pause score is calculated as the ratio of sequencing
reads at the pause site to the total reads in a 200bp window surrounding it.

The dataset comprises 263 features, including:

* Genomic Coordinates and Context: Features such as start (current position),
gene_start, gene_end, exon_intron_start, exon_intron_end, distance to
nearest downstream (down_nuc_dist) and upstream (up_nuc_dist) nucleosomes.

e Chromatin Features:

ICOVASIM is available at https://github.com/InstituteforDiseaseModeling/
covasim.
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— Nucleosome occupancy signal from MNase-seq (e.g.,
SIGNAL_MNase_CONDITION_WT).

— Histone modification signals from ChIP-seq, such as H3K4me3 (e.g.,
SIGNAL_ChIPsegH3K4me3_CONDITION_CDK7negWT, where higher Sig-
nal implies more H3K4me3 modification) and H3K36me3 under various
conditions  (e.g., SIGNAL_ChIPsegH3K36me3_CONDITION_negUl70K,
SIGNAL_ChIPsegH3K36me3_CONDITION_posUl70K, where higher signal
indicates more H3K36me3 modification).

¢ RNA Structure Features: DMS signal (e.g., SIGNAL_DMS_CONDITION_WT_STRAND_nedg,
where lower signal implies more RNA structure) and RNA structure scores (e.g.,
SIGNAL_StructureScore_CONDITION_WT_STRAND_neg, where higher score
indicates more structure).

* DNA Sequence Context: One-hot encoded nucleotides at positions -20 to +20 relative to the
potential pause site (e.g., seq_negl__ A, seq _0__G, seq_1__T). Possible nucleotide
categories are A, C, G, T, and N (unknown).

* Gene Region Annotations: Categorical features like chrom__<category>
(chromosome, e.g., chrl, chrX), strand__<category> (pos or neg),
gene_region__<category> (one of TSS, body, termination), and
exon_intron_ <category> (one of exon, intron, missing). Cat-
egorical columns are one-hot encoded, with column names in the format
<column_name>__ <category>.

The target variable is pause_score. The dataset used for the experiments described in Section 5.1
was balanced, containing approximately 48,000 pause sites and a similar number of control sites
(where pause score = 0), and was split into training, validation, and test sets. For each benchmark
method run involving a random seed, this training/validation/test split was resampled.

C.5 BENCHMARK METHOD DETAILS

Our comparative evaluation includes several established benchmark methods to contextualize the
performance of SGED. These methods span both black-box and white-box modeling paradigms.

C.5.1 WHITE-BOX NON-LLM BASELINES

DyNODE (Dynamical Neural Ordinary Differential Equations) is a method that learns the underlying
dynamics of a system from observed data by parameterizing the derivative function of an ordinary
differential equation (ODE) with a neural network (Chen et al., 2018). For systems involving external
actions or interventions, the DyNODE framework can be extended to incorporate these action inputs
directly into the learned dynamics, allowing it to model how treatments or other external factors
influence the system’s evolution over time (Alvarez et al., 2020). This approach offers a flexible
black-box model for continuous-time dynamical systems.

SINDy (Sparse Identification of Nonlinear Dynamics) is a white-box method designed to discover
governing differential equations directly from time-series data (Brunton et al., 2016). It operates
by constructing a library of candidate nonlinear functions of the state variables and then employs
sparse regression techniques (typically sequentially thresholded least-squares or Lasso) to identify a
minimal set of active terms that best describe the observed dynamics. The result is an interpretable,
parsimonious differential equation model.

GPLearn (Stephens, 2015) is a genetic programming approach for symbolic regression that algo-
rithmically discovers mathematical expressions to model a given dataset. It works by evolving a
population of candidate equations over a number of generations, applying genetic operators such
as crossover and mutation to iteratively refine solutions based on a fitness metric, typically related
to prediction accuracy. In the experiments, unless stated otherwise, GPLearn was configured with
apopulation_size of 1000, run for 30 generations, and aparsimony_coefficient
of 1.0. The parsimony_coefficient of 1.0 was selected to apply a considerable penalty to the
complexity of the evolved expressions. This encourages the discovery of more concise equations,
which aligns with the general aim of finding parsimonious models (e.g., around six terms in the
primary SGED experiments), thus making shorter programs preferable during the evolutionary search.
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C.5.2 WHITE-BOX LLM BASELINES

To ensure fair comparison, we set the maximum number of terms allowed to be six (unless otherwise
stated) in SGED, and ensured this was comparably set in all other corresponding methods. We use
the same underlying LLM across all LLM-based methods (GPT—40 version 2024-11-20, unless
otherwise stated).

ZeroShot represents a baseline LLM-driven approach where the Large Language Model is prompted
to generate a symbolic equation model in a single pass, based solely on the provided problem
description and dataset characteristics. This method does not involve any iterative refinement or
feedback based on the model’s performance on actual data. Consequently, the parameters of the
equation generated by the ZeroShot method are used as proposed by the LLM without any subsequent
optimization against the training dataset. The number of terms in the equation generated by the LLM
was constrained via prompting, typically to a maximum of six terms (unless stated otherwise), to
align with the parsimony goals of SGED.

ZeroOptim builds directly upon the ZeroShot approach. An LLM first generates an initial symbolic
equation model in a zero-shot manner, based on the problem description. However, unlike the
pure ZeroShot baseline, the structural form of this LLM-proposed equation is then taken, and its
constituent parameters (weights w;) are subsequently optimized by fitting them to the training data.
This optimization process is performed analogously to the final model fitting stage within the SGED
framework, aiming to find the best parameter values for the LLM’s proposed equation structure.
As with ZeroShot, the LLM was prompted to generate equations with a limited number of terms,
typically up to six (unless stated otherwise), for comparability.

ICL - Basic Feedback is an LLM-based iterative equation discovery method that serves as a key
ablation and comparator to SGED. In this approach, the LLM iteratively proposes candidate equations
(or modifications to existing ones). After each proposal, the equation’s parameters are optimized
analogously to SGED, and its performance is evaluated, typically yielding a scalar metric such as
the overall Mean Squared Error (MSE) on a validation set. This scalar MSE, along with a history
of previously attempted equations and their outcomes, is now provided back to the LLM to guide
its proposal for the next iteration, facilitating in-context learning. Crucially, ICL - Basic Feedback
lacks the granular, per-term influence scores (A ;) that are central to SGED. Furthermore, it does
not incorporate SGED’s dedicated term pruning phase, where an LLM agent refines the equation
structure based on these influence scores. For fair comparison with SGED, the maximum number of
terms in the equations generated by the LLM was limited via prompting, with a default of six terms
in the experiments unless specified otherwise.

D3-white-box (Holt et al., 2024b) refers to the Data-Driven Discovery framework when specifically
configured to discover interpretable, white-box dynamical system models. This approach leverages
Large Language Models (LLMs) within an iterative cycle involving three core agents: Modeling,
Feature Acquisition, and Evaluation. For white-box discovery, the Modeling Agent is tasked by
the LLM to propose and refine closed-form equation models. These equations are represented as
executable Python code, typically PyTorch modules. After a model is proposed, its parameters are
optimized against training data. The Evaluation Agent then assesses the model, providing feedback
that includes quantitative metrics like validation Mean Squared Error (MSE) and qualitative verbal
reflections on model structure and plausibility. This feedback informs the LLM for subsequent
iterations of model generation and refinement. The Feature Acquisition Agent can also propose
additional relevant features to incorporate, further guiding the discovery process, although for specific
benchmark comparisons, it might be applied to a fixed set of predefined features. The overall D3
framework aims to autonomously navigate the model space, identify relevant system variables, and
converge on accurate, interpretable equations. The implementation details and hyperparameters as
per (Holt et al., 2024b) were used for this benchmark. The maximum number of input features in the
white-box model was constrained via prompting, with a default of six, unless specified otherwise.

LaSR (Symbolic Regression with a Learned Concept Library, Grayeli et al., 2024) is a framework
that enhances traditional genetic algorithms for symbolic regression by incorporating a learned
library of abstract textual concepts. It uses an LLLM to discover and evolve high-level concepts
(e.g., “exponential decay”) from successful equations. These concepts then guide the mutation and
crossover operations in the search, biasing it towards scientifically plausible structures rather than
refining the equations directly. The complexity hyperparameter maxsize of 30 was used to allow
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for equations at least as complex as the six-term limit used elsewhere. The total number of cycles
was set to 75. Other hyperparameters used were as per Grayeli et al. (2024).

LLM-SR (Scientific Equation Discovery via Programming with Large Language Models, Shojaee
et al., 2025) frames equation discovery as program synthesis. It leverages an LLM’s scientific prior
knowledge and code generation capabilities to propose equation skeletons as Python programs. These
programs are then combined with an evolutionary search, where data-driven feedback on the overall
program’s fit is used to guide the iterative refinement process. The complexity hyperparameter
max_nparams was set to 8, in excess of SGED’s six term limit. The rest of the hyperparameters
were used as per Shojaee et al. (2025).

ICSR (In-Context Symbolic Regression, Merler et al., 2024) employs an LLM as an optimizer within
an iterative refinement loop. The LLM is prompted with a set of previously evaluated equations
and their corresponding scalar fitness scores (which typically combine accuracy and a complexity
penalty). Through in-context learning, the LLM is tasked with generating a new candidate equation
that is expected to achieve a better score, effectively navigating the solution space based on a history
of successes and failures. The hyperparameter from Merler et al. (2024) were used, and max_nodes
complexity parameter was set to 30 to allow for equations at least as complex as the six-term limit
used in SGED and elsewhere.

C.5.3 BLACK-BOX BASELINES

RNN (Recurrent Neural Network) models are a class of neural networks well-suited for sequential
data, including time-series (Rumelhart et al., 1986). Standard RNN architectures, such as those using
LSTM (Long Short-Term Memory) (Hochreiter & Schmidhuber, 1997) or GRU (Gated Recurrent
Unit) (Cho et al., 2014) cells, maintain an internal hidden state that captures information from past
inputs, enabling them to model temporal dependencies. For prediction tasks, the RNN processes
input sequences (e.g., trajectories of state variables and actions) to predict future states or system
outputs. These are generally considered black-box models due to the complexity of their internal
representations.

Transformer models, originally introduced for natural language processing tasks (Vaswani et al.,
2017), have demonstrated strong performance on a wide variety of sequential data, including time-
series. The core mechanism of Transformers is the attention mechanism, particularly self-attention,
which allows the model to weigh the importance of different elements in the input sequence when
making predictions. This enables them to capture long-range dependencies effectively. Like RNNs,
Transformer models are typically considered black-box due to their intricate architectures and large
number of parameters.

C.6 EVALUATION DETAILS

We assess the performance of all benchmark methods using the mean squared error (MSE) on a
held-out test dataset, denoted as Di.s. The MSE is calculated based on the model’s predictions against
the true target values in this test set. Where there are multiple target variables, the mean MSE across
all targets is used.

For each method, given per-seed test MSEs z1, . . . , z,,, we report two-sided 95% confidence intervals
for the mean across seeds as Z +10.975.n—1 ﬁ where T is the sample mean, s is the unbiased sample

standard deviation, and ?¢.975 ,—1 is the Student’s ¢ critical value (see, e.g., Wasserman, 2004).
Replicates are independent training runs (random seeds). We use the appropriate degrees of freedom
for each method’s n.

When a simulator is used to generate data (e.g., for the Cancer PKPD and COVID-19 benchmarks as
described in Appendix C), new training, validation, and test datasets (Dyin, Dval, Drest) are indepen-
dently generated for each random seed. Unless specified otherwise, the validation and test datasets
are generated to contain a comparable number of samples or trajectories as the training set.

Each benchmark model is trained using its respective training dataset (Dyin). For methods that
support it, early stopping (at patience 10) or default model selection heuristics are applied using
the validation dataset (Dy,) to prevent overfitting and guide the learning process. For SGED, the
validation set is critically used for calculating per-term influence scores and guiding the pruning
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decisions, as detailed in Section 2. Maximum number of iterations or generations is set to 30 for all
methods where this is applicable unless stated otherwise; SGED maximum node expansion budget
for MCST is similarly set set to 30. For a complementary experiment comparing methods at a
fixed computational (LLM token) budget, see Appendix G.3. The final reported performance for all
methods is evaluated on the unseen test dataset (Dyg). This entire procedure of data generation (if
applicable), training, validation-guided refinement (if applicable), and testing is repeated for each
random seed to ensure robust and reliable comparisons. We use 25 random seeds for SGED results
and other LLM-based method results, using the same underlying LLM. Given the evaluation is
exactly the same as the baseline and datasets for some results of the baselines, we use previous values
averaged over 10 random seeds for the non-LLM baselines from paper Holt et al. (2024b).

D RNA POLYMERASE II PAUSING CASE STUDY — FURTHER DISCUSSION

In this section, we provide SHAP plots for the case study experiment (referred to as Experiment 1
here), an additional experiment (referred to as Experiment 2 here) conducted to further investigate
the use of SGED with the RNA Polymerase II pausing problem, and a discussion given both sets
of results. The aim is to illustrate how SGED can be used in scientific discovery and hypothesis
generation process (e.g. note the extension to Experiment 2 from Experiment 1, given the results of
the former). This case study is one of many potential use cases for SGED, illustrating the potential
power of this method.

D.1 EXPERIMENT 1 SHAP PLOTS

To further interrogate the interpretable equation discovered by SGED for RNA Polymerase II pausing
(presented in Section 5.1), f(x) = >, w;v;(x), we employed SHapley Additive exPlanations
(SHAP) (Lundberg & Lee, 2017). SHAP is a game theoretic approach that explains the output
of a model by assigning an importance value (SHAP value) to each of its input features for every
individual prediction. In this application, the "features" provided to SHAP are the evaluated basis
functions ¢;(x) that form the terms of the SGED equation. The SHAP values therefore quantify
how much each term w;;(x) contributes to pushing the model’s output (the pause score) from its
base (average) prediction to the actual predicted value for a given sample. This analysis allows us to
visualize the magnitude, variability, and directional impact of each constituent term in the discovered
equation.

While the SGED equation f(x) = >, w;1;(x) is already structured for interpretability as a weighted
sum of basis functions, SHAP analysis provides a standardized framework to:

* Visualize the distribution of contributions for each basis function term ;(x) across all
samples.

* Understand how the specific value of a basis function ¢;(x) (which itself is derived from the
original input features like signalyn,. Or sequence indicators) influences its contribution to
the final pause score.

» Confirm the relative importance and consistent impact of terms that were selected and
weighted during the SGED discovery process.

Essentially, SHAP helps to decompose the prediction into contributions from each ¢;(x) term, pro-
viding insights at both a global (overall term importance) and local (individual prediction explanation)
level.

We generated two types of SHAP plots to visualize these explanations, as shown in Figure 3: a
beeswarm plot and a custom term influence bar plot.

The beeswarm plot (Figure 3a) summarizes the SHAP values for the most influential basis function
terms 1;(x) in the equation. Each point on the plot represents a single term’s SHAP value for
a specific sample (a potential pause site). The terms are ranked along the y-axis by their global
importance (sum of absolute SHAP values across all samples). The x-axis shows the SHAP value,
indicating the term’s impact on the model output; positive SHAP values contribute to a higher
predicted pause score, while negative values contribute to a lower score. The color of each point
corresponds to the value of the basis function 1;(x) for that sample (typically, red indicates high
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values of 1;(x) and blue indicates low values). This coloring reveals how the magnitude of each
basis function’s evaluation influences its contribution to the pause score.

The custom term influence bar plot (Figure 3b) provides an alternative view of global term
importance and the general direction of each term’s influence. The length of each bar corresponds to
the mean absolute SHAP value for that basis function term ¢);(x), signifying its overall importance
in the equation. The color and direction of the bar indicate the predominant direction of the term’s
influence on the pause score. This directionality is determined by calculating the Spearman’s rank
correlation coefficient (p) between the values of the basis function 1;(x) for each sample and their
corresponding SHAP values for that term. Spearman’s correlation is employed here because:

* It assesses monotonic relationships. The SHAP value of a term w;;(x) will have a
monotonic relationship with 1;(x) (the direction determined by the sign of w;). Spearman
captures this robustly.

* It is robust to outliers in the evaluated basis function values or the SHAP values.

* It operates on the ranks of the data, suitable even if distributions are non-normal.

A positive Spearman correlation (typically shown in red, extending to the right) suggests that as
the value of the basis function 1), (x) increases, its SHAP value (and thus its effective contribution
w;1;(x) relative to its mean) tends to push the predicted pause score higher. Conversely, a negative
correlation (typically shown in blue, extending to the left) suggests that an increasing value of
1j(x) tends to push the pause score lower. This plot helps to quickly identify which terms in the
SGED-discovered equation are most impactful and whether higher values of these terms generally
promote or inhibit Pol II pausing.

D.2 EXPERIMENT 2 AND DISCUSSION

Experimental Setup. Experiment 1 (discussed in Section 5.1) tasked SGED with predicting pause
sites from an artificially balanced dataset comprising equal numbers of actual pause sites and control
non-pause sites within genes. While this approach identified key features distinguishing pause
sites from non-pause regions, a limitation is that pause sites are naturally much less frequent than
non-pause sites. Furthermore, this setup primarily addresses the presence of a pause rather than the
strength or characteristics of different pause sites relative to each other.

To delve deeper into the factors modulating the intensity of Pol II pausing, Experiment 2 adopted a
different approach. Here, SGED was tasked with identifying terms that distinguish pause sites based
on their varying pause scores, using a dataset consisting exclusively of identified pause sites (i.e.,
non-pause sites were excluded). This focuses the analysis on understanding what makes some pauses
stronger or weaker than others, given that a pause event is already occurring. This also addresses any
potential confounding effects of artifical balancing between pause and non-pause sites in Experiment
1.

Results. The equation discovered by SGED in this context is presented below.

pause_score = — 0.01711 In(1 + signaly;y,..)
— 0.0003407 signalyskames
— 0.00216 In(2 + signalysypes)

— 00005086 Z Signa’lH3K36me3, cond

cond

=+ 0.01206 In(1 4 gene_length)

—0.08414 II-{gcnc,rcgion:TSS}

+ 0.0003421 ]l{geneiregion:TSS} . signalH3K4me3
+0.02143 1 feeq,—c)

=+ 0.0006817 In(1 + down_nuc_dist)

+0.01968 In(1 + down_nuc_dist + |up_nuc_dist|)

+ 0.0001679 (Signa1H3K4meS - Z SignalH3K36me3,cend)

cond

- 001338 (ln(2 + SignalH3K4me3) - ln(2 + Z Signa‘lﬂ3K36me3, cond))

cond

+ 0009823 :ﬂ{seq,lzc}
+0.01422 (1 fseqo=c} - Lseqy=1})
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Figure 3: SHAP analysis of the SGED-discovered equation for RNA Polymerase II pausing from
Experiment 1. Each "feature" in the SHAP analysis corresponds to a basis function term 1); (x) from
the equation. (a) Beeswarm plot showing the distribution of SHAP values for the most important
equation terms. Each point is a SHAP value for a term and a sample, colored by the value of the
evaluated basis function 1 (x) (red for high, blue for low). (b) Custom bar plot illustrating global
term importance (mean absolute SHAP value) and the direction of influence. Red bars indicate
a general positive correlation between the value of ;(x) and its contribution to the pause score
(Spearman’s p > 0), while blue bars indicate a negative correlation (Spearman’s p < 0).

—0.01761 (1 {seq_, =} + Lisea_;=01 + Liseqp=} + Liseqo=c}
+ Liseqy =6} + Liseq,=c}):

The SHAP analysis for this equation (Figure 4) illustrates the relative effects of these different terms
on the predicted pause score.

Discussion. Combining insights from both Experiment 1 and Experiment 2, SGED has revealed
several features of potential functional importance to transcriptional pausing in human cells. A notable
result emerging from this comparative analysis is that high H3K4me3 signal is generally associated
with reduced pausing (i.e., lower pause scores in Experiment 2), consistent with a proposed a link
between this mark and faster transcription (Wang et al., 2023). Regarding H3K36me3, Experiment 1
indicated its role as a significant predictor for the presence of pause sites. However, Experiment 2
suggests that higher levels of H3K36me3 are negatively related to the strength of these pause sites
(lower pause scores), a finding that aligns with some genetic studies (Lee et al., 2024; Wen et al.,
2014). Furthermore, SGED’s discovered equations highlight the importance of the relative levels
of these two histone marks. Specifically, terms reflecting a high ratio of H3K36me3 to H3K4me3
(e.g., through difference terms like signalyimes — > Signalysgsemes. cond With a positive coefficient,
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Figure 4: SHAP analysis of the SGED-discovered equation for RNA Polymerase II pausing from
Experiment 2. Analogous to Figure 3, but for Experiment 2.

or ratio-like terms in logarithmic form) are associated with higher pause scores, whereas a high
H3K4me3 to H3K36me3 ratio appears linked to lower pause scores.

The analysis also found that the region downstream of genes (termination region) is associated with
higher pausing scores relative to the gene body and the 5’ end (TSS). This is consistent with the
hypothesis that Pol II pausing plays a role in facilitating transcription termination (Gromak et al.,
2006).

This work also refined our understanding of sequence specificity in pausing. Previous studies
identified a G, T/C sequence element as enriched at the pause site (position 0) and the +1 position
(Fong et al., 2022; Gajos et al., 2021). Our SGED models confirm that T at position +1 (often as
part of a Go—T.; motif) is a strong positive predictor for pause sites. Conversely, the models from
both experiments, particularly when examining factors that disfavor pausing or reduce pause strength,
identified new elements: C at position O and -1, and T at positions -1, -2, and -3 appear to disfavor
pausing. Additionally, a cluster of G/C nucleotides at positions -1, 0, and +1 (captured by terms like
—(]l{scqilza} 4+ 4 ]l{scqlzc})) was also found to be associated with reduced pausing or lower
pause scores.

These results, derived from the interpretable equations generated by SGED, provide new, data-
driven hypotheses that will help guide future experimental studies into the complex mechanisms of
sequence-dependent transcriptional pausing and its regulation by the chromatin environment.
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E ADDITIONAL RESULTS

E.1 IMPACT OF INFLUENCE FEEDBACK WITH MCTS

To further delineate the benefits of the per-term influence feedback mechanism, we conducted an
additional comparative analysis focusing on scenarios where Monte Carlo Tree Search (MCTS) is
employed as the overarching search strategy. In this setup, we compared SGED equipped with its
full influence-based feedback against a variant that also uses MCTS but relies only on basic Mean
Squared Error (MSE) for its pruning decisions (akin to the “MCTS + Basic Feedback” ablation in
Table 4).

This comparison is particularly insightful as it highlights the value of granular feedback even when
a powerful search algorithm like MCTS is exploring the equation space. While MCTS inherently
provides a robust exploration framework, the detailed influence scores offer more directed guidance
to the LLM agent during the pruning phase within each node expansion of the MCTS. This allows
the search to more rapidly identify and prioritize promising branches in the search tree.

Figure 5 illustrates the expected convergence behavior in this MCTS context. The x-axis represents
the number of nodes expanded in the MCTS, providing a measure of computational effort in the
search process. As shown, SGED with full influence-based feedback converges more quickly to
lower MSE values than the MCTS variant relying solely on basic feedback. This accelerated conver-
gence underscores the efficiency gains afforded by providing the LLLM with detailed, interpretable
information about the contributions of individual equation components, even within a sophisticated
tree search paradigm.

MSE vs. Nodes expanded: Impact of Influence Feedback
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Figure 5: MSE vs. Nodes Expanded (MCTS): Impact of Influence Feedback. Plot showing
validation MSE convergence as a function of MCTS nodes expanded. Compares SGED with full
influence-based feedback against an MCTS variant using only basic MSE feedback on the Lung
Cancer (with Chemo. & Radio.) dataset. Shaded regions denote 95% confidence intervals, and solid
lines show means. Detailed influence feedback leads to faster convergence (fewer nodes expanded to
reach a given MSE) and a lower final MSE within a given computational budget.

Both Figure 2 and Figure 5 are based on 25 seed runs for the Lung Cancer (with Chemo. & Radio.)
dataset. In both figures, the best test MSE achieved so far as of # iteration or # node expansion is
tracked.

E.2 ILLUSTRATION OF SGED EQUATION DISCOVERY

To provide a more concrete understanding of how SGED discovers and refines equations, this section
illustrates the process using two example runs (Run A and Run B) on the Lung Cancer (with Chemo.
& Radio.) benchmark dataset. Figure 6 depicts the progression of the best Mean Squared Error
(MSE) achieved on the test set as the Monte Carlo Tree Search (MCTS) expands more nodes. Each
significant drop in MSE, indicating the discovery of a more accurate equation, is annotated on the
plot (e.g., AO, B9). Below, we present the specific equations and their corresponding MSEs at these
key points, showcasing the iterative improvements made by SGED. This visualization highlights how
the framework navigates the equation space, modifying and selecting terms to progressively enhance
model performance.
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MSE vs Nodes Expanded — Example Runs
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Figure 6: Illustration of SGED Equation Discovery Process. Test MSE achieved versus MCTS
nodes expanded for two example SGED runs (Run A: green, Run B: blue) on the Lung Cancer (with
Chemo. & Radio.) dataset. Points AO, A9, A50 for Run A, and B0, B1, B9, B13, B36 for Run B,
indicate instances where a new, more accurate equation was discovered. The equations corresponding
to these points are detailed below.

The equations discovered at pivotal moments during these SGED runs are as follows:

EXAMPLE RUN A

¢ Point A0 (Node 0):
- MSE: 0.127
— Equations:
dv_dt = 0.02425 - cancer_volume — 0.08865 - chemo_concentration
— 0.03812 - chemo_dosage
— 0.02755 - cancer_volume - chemo_concentration

— 0.04786 - cancer_volume - radiotherapy_dosage

+ 0.4913+/ cancer_volume

dc_dt = —0.5 - chemo_concentration + chemo_dosage
* Point A9 (Node 9):
- MSE: 2.85 x 107%°
— Equations:
dv_dt = 0.1389 - cancer_volume
— 0.028 - cancer_volume - chemo_concentration
— 0.04776 - cancer_volume - radiotherapy_dosage
— 0.01453 - cancer_volume - In(cancer_volume)
dc_dt = —0.5 - chemo_concentration + chemo_dosage
* Point A50 (Node 50):
— MSE: 9.59 x 10727
— Equations:
dv_dt = 0.1389 - cancer_volume
— 0.028 - cancer_volume - chemo_concentration

— 0.01453 - cancer_volume - In(cancer_volume)

— 0.02388 - cancer_volume - (radiolherapyfdosage)2

dc_dt = —0.5 - chemo_concentration + chemo_dosage
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EXAMPLE RUN B

¢ Point BO (Node 0):
- MSE: 0.785
— Equations:
dv_dt = 0.04326 - cancer_volume + 0.1558 - chemo_concentration
+ 0.1157 - chemo_dosage
— 0.02769 - cancer_volume - chemo_concentration
— 0.04836 - cancer_volume - radiotherapy_dosage
dc_dt = —0.5 - chemo_concentration + chemo_dosage
¢ Point B1 (Node 1):
- MSE: 0.328
— Equations:
dv_dt = 0.03643 - cancer_volume — 0.08611 - chemo_concentration
— 0.02803 - chemo_dosage
— 0.02736 - cancer_volume - chemo_concentration
— 0.04801 - cancer_volume - radiotherapy_dosage
+ 0.6666 In(cancer_volume + 1)
dc_dt = —0.5 - chemo_concentration + chemo_dosage
¢ Point B9 (Node 9):
— MSE: 0.127
— Equations:
dv_dt = 0.02425 - cancer_volume — 0.08865 - chemo_concentration
— 0.03812 - chemo_dosage
— 0.02755 - cancer_volume - chemo_concentration

— 0.04786 - cancer_volume - radiotherapy_dosage

+ 0.4913+/cancer_volume

dc_dt = —0.5 - chemo_concentration + chemo_dosage

¢ Point B13 (Node 13):
— MSE: 0.0376
— Equations:
dv_dt = 0.005864 - chemo_concentration + 0.007118 - chemo_dosage
— 0.02803 - cancer_volume - chemo_concentration
— 0.04733 - cancer_volume - radiotherapy_dosage

— 1.708 In(cancer_volume + 1)

+ 1.544+/cancer_volume

dc_dt = —0.5 - chemo_concentration + chemo_dosage

¢ Point B36 (Node 36):
- MSE: 2.85 x 1072°
— Equations:
dv_dt = 0.1389 - cancer_volume
— 0.028 - cancer_volume - chemo_concentration
— 0.04776 - cancer_volume - radiotherapy_dosage
— 0.01453 - cancer_volume - In(cancer_volume)

dc_dt = —0.5 - chemo_concentration + chemo_dosage

E.3 INVESTIGATION OF MCTS ROLLOUT DEPTH

The Monte Carlo Tree Search (MCTS) component of SGED plays a crucial role in systematically
exploring the vast space of possible equations. A key parameter within MCTS is the rollout depth,
which determines how far into the future the search simulates potential sequences of actions (in our
case, “propose then prune terms” equation refinement steps) to estimate the value of a given state
(equation). Deeper rollouts can provide more accurate value estimates, potentially leading to better
search decisions and ultimately more accurate discovered equations. However, they also incur a
higher computational cost. This investigation aims to quantify the impact of varying MCTS rollout
depths on the performance of SGED, helping to understand this trade-off.

We evaluated the effect of rollout depth on two distinct benchmark datasets: the simulated Lung
Cancer (with Chemo. & Radio.) dataset and the real-world RNA Polymerase dataset. Three MCTS

configurations were tested:
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* No Rollout (Heuristic MCTS): In this configuration, the MCTS does not perform any
simulation. Instead, the value of a newly expanded node (representing an equation) is
directly estimated using an immediate heuristic, which in our case is the negative validation
Mean Squared Error (MSE) of the equation at that node. This reward is then directly
backpropagated.

* Rollout Depth 1: After selecting a leaf node for expansion, the MCTS performs a simulation
of one additional propose-and-prune cycle. The reward obtained from this single-step rollout
is used for backpropagation.

* Rollout Depth 2: Similar to the above, but the simulation (rollout) extends for two propose-
and-prune cycles.

For each configuration and dataset, performance was measured by the test MSE, averaged over 10
random seeds, with 95% confidence intervals reported.

The results are presented in Table 6.

Table 6: Impact of MCTS Rollout Depth on SGED Performance. Test MSE (mean + 95% CI) on
the Lung Cancer with Chemo. & Radio. (simulated) and RNA Polymerase (real-world) datasets for
different MCTS rollout depths. Results are averaged over 10 seeds. Lower MSE is better. The best
performing variation for each dataset is indicated in bold.

MCTS Rollout Variation Lung Cancer with Chemo. & Radio. = RNA Polymerase
MSE | MSE |

No Rollout (Heuristic MCTS) 0.0571 +0.0367 0.0118 +0.000445

Rollout Depth 1 0.0211 £ 0.0131 0.0114 + 0.000720

Rollout Depth 2 0.0130 + 0.0123 0.0113 + 0.000523

The findings from this investigation, as summarized in Table 6, indicate a trend consistent with
expectations for MCTS performance. For both the simulated Lung Cancer with Chemo. & Radio.
dataset and the real-world RNA Polymerase dataset, increasing the rollout depth generally leads to
improved performance (i.e., lower test MSE). Specifically, moving from no rollout to a rollout depth
of 1, and further to a rollout depth of 2, resulted in progressively lower mean MSE values.

On the Lung Cancer with Chemo. & Radio. dataset, a rollout depth of 2 achieved the lowest MSE
(0.0130), a noticeable improvement over no rollout (0.0571) and rollout depth 1 (0.0211). Similarly,
for the RNA Polymerase dataset, rollout depth 2 yielded the best mean MSE (0.0113), compared
to 0.0118 for no rollout and 0.0114 for rollout depth 1. While the confidence intervals show some
overlap, particularly for the RNA Polymerase dataset where the improvements are more modest,
the consistent reduction in mean MSE suggests that deeper rollouts allow the MCTS to make more
informed decisions during the search process. This enhanced lookahead capability helps SGED to
better navigate the complex equation space and identify more accurate symbolic models. This benefit,
however, should be weighed against the increased computational time required for deeper rollouts in
practical applications.

Elsewhere in this work, unless otherwise specified, we use the Heuristic MCTS configuration.

E.4 CONVERGENCE EFFICIENCY

A critical aspect of any equation discovery algorithm is its efficiency in navigating the vast search
space of potential mathematical expressions. Rapid convergence to accurate and parsimonious
solutions is highly desirable, as it reduces computational cost and accelerates the scientific discovery
process. This section investigates the convergence efficiency of SGED compared to a standard
Genetic Programming (GP) approach, GPLearn. We aim to demonstrate that the structured, influence-
based feedback mechanism within SGED, particularly when coupled with MCTS, leads to faster
identification of high-quality symbolic models.

Experimental Setup and Iteration Comparability: To assess convergence efficiency, we tracked
the best test Mean Squared Error (MSE) achieved against the number of "major evaluation iterations"
for both SGED and GPLearn on the Lung Cancer (with Chemo. & Radio.) benchmark dataset.
Experiments were conducted over 10 random seeds, and we report the mean MSE + 95% confidence
intervals.
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For SGED, an “iteration” is defined as one MCTS node expansion. Each expansion involves the core
propose-and-prune cycle: the LLM proposes candidate basis functions, these are evaluated, influence
scores are calculated, and the LLM prunes the terms to form a new candidate equation. This new
equation is then fully evaluated.

For GPLearn, an “iteration” corresponds to one generation. In each generation, a population of
candidate equations undergoes genetic operations (e.g., crossover, mutation), and each new individual
(equation) in the subsequent population is evaluated.

While the precise computational operations within an SGED MCTS expansion (involving LLM calls
and influence score calculations) differ from those in a GPLearn generation (dominated by genetic
operations and fitness evaluations of a population), both represent a fundamental step where a set
of new candidate equations are generated, fully evaluated, and used to guide the subsequent search.
By plotting performance against these respective “major evaluation iterations” or, more broadly,
“number of candidate equations fully evaluated,” we gain insight into how quickly each algorithm
explores promising regions of the equation space and refines its solutions. This provides a broadly
comparable measure of how efficiently each method utilizes its core search mechanism to improve
solution quality.

The iteration count was set to 30 for both methods. GPLearn was run with the following param-
eters: population_size = 1000, parsimony_coefficient = 0.01, with the rest of
the parameters set to their default values.

Results: The convergence behavior of SGED and GPLearn is illustrated in Figure 7. The plot
clearly shows that SGED converges significantly faster to a substantially lower test MSE compared
to GPLearn on this benchmark. SGED rapidly identifies high-performing equations within a smaller
number of major evaluation iterations. Specifically, SGED reached a final mean test MSE of
0.0752 £ 0.0295. In contrast, GPLearn’s convergence was slower, and it settled at a considerably
higher final mean test MSE of 28.5 + 9.34 within a comparable or number of its own evaluation
iterations.

This superior convergence efficiency highlights the effectiveness of SGED’s approach. The detailed,
per-term influence feedback allows the LLM to make more informed decisions during the pruning
phase, leading to more targeted exploration. Coupled with the systematic search of MCTS, SGED
is able to more quickly discard unpromising avenues and focus on refining equation structures that
demonstrate high predictive accuracy. This contrasts with the more stochastic and population-based
exploration of GPLearn, which, in this case, required more evaluations to achieve a less optimal
solution.

This demonstrates SGED’s ability not only to find accurate equations but to do so with greater
efficiency in terms of the number of core search and evaluation steps.

E.5 INVESTIGATION OF LLM SENSITIVITY

Understanding the robustness of SGED’s advantages across different underlying Large Language
Models (LLMs) is crucial for assessing the generalizability of our approach. This investigation
aims to determine if the performance gains observed with SGED are primarily due to its structured,
influence-based feedback mechanism and search strategy, rather than being contingent on the specific
capabilities of a single LLM. Demonstrating such robustness would imply that the architectural
innovations of SGED provide consistent benefits, offering practical value to users who may employ a
variety of LLMs, including proprietary and open-weight models.

To evaluate this sensitivity, we conducted a comprehensive set of experiments comparing SGED
(Ours) with the baseline LLM-driven methods: ZeroShot, ZeroOptim, and ICL (Basic Feedback).
These four methods were evaluated on all six main benchmark datasets detailed in Section 4 and
Appendix C: Lung Cancer, Lung Cancer (with Chemo.), Lung Cancer (with Chemo. & Radio.),
COVID-19, RNA Polymerase, and Warfarin PK. For each method and dataset combination, we
utilized a diverse suite of nine different base LLMs. The models used, their classification, and version
notes are as follows:

* Open-weight Models:
— Llama—-3.3-70B: Llama-3.3-70B-Instruct, version 5.
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SGED and GPLearn Convergence Comparison
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Figure 7: Convergence Efficiency: SGED vs. GPLearn. Test MSE (mean + 95% CI over 10
seeds) versus number of major evaluation iterations for SGED (MCTS expansions) and GPLearn

(generations) on the Lung Cancer (with Chemo. & Radio.) dataset. SGED demonstrates faster
convergence to a lower MSE, indicating superior search efficiency.

— DeepSeek V3: DeepSeek V3, version 0324.
* Proprietary Models:
— GPT-4: gpt—4, version turbo-2024-04-09.
— GPT-40-Mini: gpt—-4o-mini, version 2024-07-18.
— GPT-40: gpt—4o, version 2024-11-20.
— GPT-4.1:gpt-4.1, version 2025-04-14.
— OpenAI ol: ol, version 2024-12-17.
— OpenAI o04-Mini: o4-mini, version 2025-04-16.
— OpenAI 03: 03, version 2025-04-16.

All inference hyperparameters were set to their default values for each model throughout the experi-
ments.

The performance was measured using the Mean Squared Error (MSE) on the respective test sets,
consistent with our main evaluations. Each experiment was run with 25 seeds? to ensure reliability,
and average MSE values are reported.

The results of this extensive evaluation are presented systematically. Figure 8 presents bar plots for
all six datasets, showing the MSE outcomes. Corresponding numerical results are detailed in Table 7.

The bar plots presented in Figure 8 facilitate visual comparison of method performance across
different LLMs. Each subfigure in Figure 8 corresponds to a specific dataset. Within each such
dataset-specific plot, results for the four methods—ZeroShot, ZeroOptim, ICL (Basic Feedback), and
SGED (Ours)—are displayed in separate panels. In every panel, the x-axis lists the different base
LLMs, while the y-axis represents the Mean Squared Error (MSE), where lower bars indicate better
performance. The + 95% CI is shown as error bars. For improved clarity, the y-axis MSE values
are presented on a logarithmic scale. Notably, due to its significantly MSE, the ZeroShot method is
plotted with a y-axis range distinct from the other three methods within each dataset. Conversely,
the y-axis ranges for ZeroOptim, ICL (Basic Feedback), and SGED (Ours) are all aligned with each
other within the context of a single dataset to enable their direct comparison.

Except L1lama-3.3-70B-Instruct, where 10 seeds were used, due to limitations to model throughput
that was available at the time of the experiments.

47



Under review as a conference paper at ICLR 2026

LLM Sensitivity Analysis: Lung Cancer Dataset
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Figure 8: MSE (+ 95% CI error bars) on benchmark datasets for ZeroShot, ZeroOptim, ICL (Basic
Feedback), and SGED (Ours) across various base LLMs, including open-weight models. Each
subfigure represents a different dataset. SGED outperforms the other methods across the datasets and
base LLMs with few exceptions.

Note: The y axis (MSE) scale is logarithmic. For each dataset: the MSE range is different for
the ZeroShot baseline, as its performance is significantly worse; the other methods are shown over
matching ranges for clarity.

(Figure continued to next page)
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LLM Sensitivity Analysis: COVID-19 Dataset
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Figure 8: MSE (+ 95% CI error bars) on benchmark datasets for ZeroShot, ZeroOptim, ICL (Basic
Feedback), and SGED (Ours) across various base LLMs, including open-weight models. Each
subfigure represents a different dataset. SGED outperforms the other methods across the datasets and
base LLMs with few exceptions.

Note: The y axis (MSE) scale is logarithmic. For each dataset: the MSE range is different for
the ZeroShot baseline, as its performance is significantly worse; the other methods are shown over
matching ranges for clarity.

(Figure completed)
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Table 7: Test MSE (mean + 95% CI) for different methods and base LLLMs across all benchmark
datasets. The best performing method for each LLM is bolded. If the best method’s confidence
interval overlaps with any other method’s CI for that LLM, only its mean is bolded; otherwise, both
mean and CI are bolded.

(a) Lung Cancer

Base LLM ZeroShot ZeroOptim ICL (Basic Feedback) SGED (Ours)
Llama-3.3-70B 6.88e+13 £7.74e+13  0.0319 £0.0117 0.782 +1.72 4.89¢-25 + 1.09¢e-24
DeepSeek V3 7.23e+13 +7.54e+13 0.679 = 0.657 0.0046 + 0.00468 7.55e-27 + 3.76e-27
GPT-4 2.85e+37 + 5.88e+37 9.06 +13.1 0.0179 £ 0.0106 6.57e-07 + 1.09¢-06
GPT-40-Mini 1.59e+13 £3.18e+13  0.0682 + 0.0575 102 + 210 0.00116 + 0.00218
GPT-40 5.75e+10 £ 1.15e+11 0.0971 £0.111 0.119 +0.0899 0.000792 + 0.00105
GPT-4.1 1.59e+06 + 3.2e+06 12.4 +£4.05 0.006 + 0.00483 0.000118 + 5.32¢-05
OpenAI ol 3.71e+31 £7.66e+31  0.0146 +0.00384 0.00629 + 0.00558 1.74e-08 + 3.49e-08
OpenAI o4-Mini 4.98e+13 + 6.34e+13 0.025 +0.0133 0.00395 +0.00183 2.39¢-05 + 4.87¢-05
OpenAI o3 8.37e+12 £ 7.06e+12  0.00626 + 0.00664  0.000717 +0.00131 3.54e-12 + 4.4e-12
(b) Lung Cancer (with Chemo.)
Base LLM ZeroShot ZeroOptim  ICL (Basic Feedback) SGED (Ours)
Llama-3.3-70B 2.13e+03 £2.14e+03 125+ 164 1.01 = 0.00448 1.76 £3.48
DeepSeek V3 9.44e+04 £ 7.63e+04  37.8+25 1.01 £ 0.329 0.00358 + 0.00102
GPT-4 3.38e+05 + 2.73e+05 124 + 20 34.7+23.7 0.00644 + 0.00516
GPT-40-Mini 4.6e+07 £ 9.29e+07 101 £27.7 1.52 £ 0.608 0.603 £ 1.17
GPT-40 1.11e+07 £2.28e+07 106 + 25.1 9.74 +9.29 0.00489 + 0.00139
GPT-4.1 2.44e+03 £4.4e+03 745+ 14.1 0.468 £ 0.193 0.000864 + 0.000883
OpenAI ol 7.39e+05 £ 7.73e+05 164 +18.3 1.89 + 1.91 0.00277 + 0.000628
OpenAI o4-Mini  3.7e+05 £2.97e+05 22.7+21.6 0.417 £0.299 0.00267 £+ 0.00123
OpenAI 03 5.92e+09 £4.99¢+09 16.5+18.7 0.0533 £0.029 1.52e-07 + 1.8e-07
(c) Lung Cancer (with Chemo. & Radio.)
Base LLM ZeroShot ZeroOptim  ICL (Basic Feedback) SGED (Ours)
Llama-3.3-70B 524 +18.4 113 £0.92 12.5£4091 0.227 + 0.0846
DeepSeek V3 1.06e+05 £ 1.53e+05 12.2+£5.62 9+38 0.0118 = 0.00265
GPT-4 7.07e+08 £ 1.46e+09 126 +10.3 56.4 £ 18.2 147 £ 1.6
GPT-40-Mini 2.38e+06 £ 3.7e+06 118+ 11.8 15.1 £3.56 1.57 £ 1.66
GPT-40 9.92e+04 + 1.5e+05 98.6 £ 10.3 463 +17.3 0.127 £ 0.083
GPT-4.1 3.02e+04 £ 3.39e+04 4.76 £ 8.33 9.68+£5.6 0.0016 + 0.00199
OpenAI ol 6.51e+08 + 1.34e+09 59.7 +£244 27.1 £9.04 0.0137 = 0.00223
OpenAI o4-Mini 4.84e+06 +5.33e+06 28.7 +18.6 0.708 £ 0.801 0.00608 + 0.00867
OpenAI o3 5.24e+09 + 3.54e+09 42.7 £23.7 149+ 1.61 3.82e-06 + 3.22¢-06
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(d) COVID-19

Base LLM ZeroShot ZeroOptim ICL (Basic Feedback) SGED (Ours)
Llama-3.3-70B 2.13e+06 £2.84e+06 1.03e-07 £ 3.01e-08  6.38e-08 + 2.41e-09  6.16e-08 + 7.54e-09
DeepSeek V3 33+3.76 1.25e-07 £2.05e-08  7.52e-08 +4.33e-09  5.28e-08 + 1.18e-09

GPT-4
GPT-40-Mini

4.03e+10 £ 8.25e+10
4e+16 + 8.26e+16

1.43e-07 + 1.44e-08
6.51e-07 = 7.71e-07

8.63e-08 + 1.17e-08
7.47e-08 + 9.47e-09

5.45e-08 + 2.28¢-09
5.81e-08 + 3.45¢-09

GPT-40 4e+06 + 8.26e+06 2.13e-07 £ 1.89¢-07  7.95e-08 £9.33e-09  5.33e-08 + 1.27e-09
GPT-4.1 0.213 £0.102 1.65e-07 £3.17¢-08  6.47¢-08 £ 6.96e-09  5.31e-08 £ 1.17e-09
OpenAI ol 1.53 £ 0.857 1.43e-07 £2.99¢-08  9.07e-08 £+ 1.19¢-08 6.2¢-08 + 4.14e-09
OpenAI o4-Mini 1.44 +0.791 1.46e-07 +3.45e-08  7.16e-08 +7.49¢-09  5.81e-08 + 4.81e-09
OpenAI o3 2.16 £0.514 1.95e-07 £2.92¢-08  7.13e-08 = 9.05e-09 5.4e-08 + 1.28e-09
(e) RNA Polymerase
Base LLM ZeroShot ZeroOptim ICL (Basic Feedback) SGED (Ours)
Llama-3.3-70B 5.08e+08 + 1.05e+09  0.0117 + 0.00035 0.0116 % 0.000425 0.0103 = 0.000129
DeepSeek V3 6.01e+07 £ 1.24e+08  0.0119 + 0.000514 0.0108 # 0.000163 0.0102 % 6.65e-05
GPT-4 3.46e+15 £ 4.49¢+15 0.0136 £ 0.000579 0.0117 £ 0.000362 0.012 + 0.00016
GPT-40-Mini 2.36e+15 £2.46e+15 0.0132 +0.000381 0.0127 % 0.000295 0.012 £ 0.000268
GPT-40 7.16e+12 + 1.48e+13  0.013 £ 0.000156 0.0119 + 0.000323 0.0115 £ 0.000279
GPT-4.1 1.5e+03 £2.36e+03  0.0124 + 0.00046 0.0105 % 0.000118 0.0108 + 0.000168
OpenAI ol 2.91e+13 + 6e+13 0.0129 + 0.000275 0.0115 + 0.00024 0.0115 % 0.000242
OpenAI o4-Mini 66.9 +78.7 0.0129 + 0.000315 0.012 £+ 0.000196 0.011 £ 0.000137
OpenAI o3 6.18 £4.42 0.0134 = 0.000774 0.0113 £ 0.000258 0.0103 % 0.000124
(f) Warfarin PK

Base LLM ZeroShot ZeroOptim ICL (Basic Feedback) SGED (Ours)
Llama-3.3-70B 442 +1.23 0.964 +0.223 0.834 £ 0.43 0.612 £ 0.117
DeepSeek V3 4.46e+12 + 3.82e+12 0.828 £ 0.1 0.692 + 0.0853 0.649 + 0.0773
GPT-4 1.21e+05 £ 1.86e+05  0.753 £0.123 0.633 £ 0.076 0.624 + 0.0734
GPT-40-Mini 5.15e+05 £ 9.64e+05  0.85 £ 0.191 0.764 + 0.0987 0.874 £ 0.262
GPT-40 119 £98.5 0.831 £0.148 0.805 £ 0.215 0.675 = 0.0961
GPT-4.1 24,6 £13 0.953 + 0.205 0.698 +0.148 0.673 £ 0.114
OpenAI ol 798 + 995 0.864 +0.173 0.721 £ 0.137 0.642 = 0.103
OpenAI o4-Mini 94.1 £ 158 0.918 +0.192 0.734 +0.167 0.63 £ 0.0768
OpenAI 03 6.24e+03 + 8.68¢+03 0.935+0.214 0.775 £ 0.144 0.736 = 0.139

Across all datasets and underlying LLM choices, SGED consistently outperforms ZeroShot, ZeroOp-
tim, and ICL (Basic Feedback), with only a few exceptions (see Table 7). This strongly suggests
that the structured feedback and systematic search strategy integral to SGED are key drivers of its
enhanced equation discovery capabilities, providing a robust advantage irrespective of the specific
foundational LLM employed. These findings underscore the value of SGED’s methodology in
leveraging LL.Ms for scientific discovery.

E.6 INVESTIGATION OF ROBUSTNESS TO A LARGE NUMBER OF IRRELEVANT FEATURES
Scientific datasets, particularly in fields like genomics or high-throughput screening, can often present
a high-dimensional feature space where many features may be irrelevant or noisy. A critical aspect of
an effective equation discovery method is its ability to identify the truly influential variables amidst
a large number of distractors. This section investigates the robustness of SGED to an increasing
number of such irrelevant features.

We conducted experiments using the Lung Cancer (with Chemo. & Radio.) benchmark dataset.
To simulate scenarios with varying degrees of feature space complexity, we augmented the original
dataset by adding 5, 75, or 150 additional "distractor" features. These features were populated with
values drawn from a standard normal distribution (M (0, 1)) and were designed to have no causal
relationship with the target variables. The performance of SGED (denoted as “SGED (Ours)” in
the table) was compared against the LLM-based baselines: ZeroShot, ZeroOptim, and ICL (Basic

51



Under review as a conference paper at ICLR 2026

Feedback). All methods were evaluated based on their Mean Squared Error (MSE) on the test set,
averaged over 25 random seeds, with 95% confidence intervals reported.

The results are presented in Table 8.

Table 8: Performance with Increasing Numbers of Irrelevant Features. Test MSE (mean + 95%
CI) on the Lung Cancer (with Chemo. & Radio.) dataset, augmented with varying numbers of
normally distributed, irrelevant features. Results are averaged over 25 seeds. Lower MSE is better.
“+0 Features” corresponds to the original dataset.

Method +0 Features +5 Features +75 Features +150 Features
(Original)

ZeroShot 2.54e+03 £ 2.74e+03  1.48e+03 +2.35e+03  3.08e+03 + 6.18e+03  1.57e+04 + 2.18e+04

ZeroOptim 122+6 142 +£12.2 131 £27.8 132 £22.7

ICL (Basic Feedback) 63.3+16.5 111 £32.6 118 £32.5 126 £22.5

SGED (Ours) 0.0521 + 0.0178 0.0843 + 0.0421 2.99 + 5.95 4.88 + 9.8

As evident from Table 8, SGED consistently achieves the lowest MSE across all conditions, even
when a substantial number of irrelevant features are introduced. While the performance of SGED
does show some degradation as the number of distractor features increases (MSE from 0.0521 with
0 extra features to 4.88 with 150 extra features), its accuracy remains significantly better—often
by orders of magnitude—than the other LLM-based approaches. For instance, with 150 additional
irrelevant features, SGED achieves an MSE of 4.88, whereas the next best LLM-based method, ICL
(Basic Feedback), has an MSE of 126.

The other methods (ZeroShot, ZeroOptim, ICL) show varied responses to the additional features but
consistently perform much worse than SGED. Their inability to effectively filter out the noise, even
with optimization (ZeroOptim) or basic iterative feedback (ICL), highlights the challenge distractor
features pose. These findings suggest that SGED’s architecture, particularly its use of per-term
influence scores and systematic search (with MCTS), equips the LLM with a more robust mechanism
to discern and prioritize relevant features.

E.7 INVESTIGATION OF SYNTHETIC MODEL BENCHMARK

To further assess the robustness and generalization capabilities of SGED, particularly its performance
on model structures that may not be prevalent in its LLM’s training data, we conducted evaluations
on a procedurally generated synthetic model benchmark. By creating synthetic models with known
ground-truth equations incorporating diverse mathematical operators and interactions, we can test
the ability of SGED to discover accurate equations even when faced with potentially unfamiliar
functional forms.

These synthetic datasets were derived by introducing specific modifications to the underlying structure
of the previously described lung cancer model with chemotherapy and radiotherapy. The modifications
included the incorporation of trigonometric operators, division operators, and novel interaction terms,
resulting in five distinct synthetic models:

* Synthetic 1 (inc. 7 sin(wt)): Introduces a sinusoidal forcing term. The underlying differen-
tial equation is:

dz(t K
2(t) = (plog | —= | — BC(t) — (e d(t) + Brd(t)?) + ysin(wt) | z(t)
dt x(t)
* Synthetic 2 (inc. —dI(t)): Incorporates an additional linear negative feedback term I(¢).
dx(t) K 2
= | pl — | = B —(a . — 61
2 = (10w (757 ) — A:Cl0) — (avdt) + Bra) — 6101 ) (0
* Synthetic 3 (inc. log(m)): Modifies the growth term to include an additional
variable N (¢) in the denominator of the logistic term.

d”;sf) = (p log <I(t)fN(t)) — BC(t) — (and(t) + Brd(t>2)> x(t)
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* Synthetic 4 (inc. € cos(¢t)): Adds a cosine forcing term.

dx(t K

B _ (p1og (22) = 8.0(0) - (apd(t) + frd(1)?) + ccos(ot) ) x()
dt x(t)

 Synthetic 5 (inc. 6C(¢)d(t)): Introduces a multiplicative interaction term between
chemotherapy C'(¢) and radiotherapy d(t).

dﬂ;(tﬂ _ (p log (:fé)) — BC(t) — (ard(t) + Bod(t)?) — GC(t)d(t)> x(t)

Here, x(¢) represents the tumor volume, C(t) is the chemotherapy effect, d(t) is the radiotherapy
effect, and other parameters (p, K, S., &, Br, v, w, 0, N(t), €, ¢, 6) are constants or time-varying
inputs specific to each synthetic model.

The performance of SGED was compared against the LLM-based baselines: ZeroShot, ZeroOptim,
and ICL (Basic Feedback). The results, in terms of test Mean Squared Error (MSE), are presented in
Table 9.

Table 9: Synthetic Model Benchmark Performance. Test MSE (mean + 95% CI) on five procedu-
rally generated synthetic datasets. Results are averaged over 25 seeds. Lower MSE is better. SGED
(Ours) consistently outperforms other LLM-based methods.

Method Synthetic 1 Synthetic 2 Synthetic 3 Synthetic 4 Synthetic 5
ZeroShot 3.42e+03 +£2.59¢+03  1.14e+04 £2.17e+04  1.11e+03 £470  3.12e+05 + 6.36e+05  7.8e+03 + 5.55¢+03
ZeroOptim 153 +13.5 65.3+7.53 106 + 14.6 147 + 14.8 118+12.3
ICL (Basic Feedback) 102 £17.7 48.3+10.7 404 £11.3 89.2+12 42.6 £16.3
SGED (Ours) 52.7 £ 0.307 0.189 + 0.158 0.0272 + 0.0153 52.5+0.296 0.036 + 0.0202

As shown in Table 9, SGED consistently achieves significantly lower MSE compared to ZeroShot,
ZeroOptim, and ICL (Basic Feedback) across all five synthetic datasets. This strong performance on
models with varied and potentially novel structures (such as trigonometric terms or modified logistic
growth factors) underscores SGED’s ability to effectively search the equation space and adapt its
discovery process. The granular, influence-based feedback appears crucial in guiding the LLM to
identify relevant terms and construct accurate models, even when the underlying system dynamics
deviate from more common forms. These results further highlight the robustness of the SGED
framework and its potential for discovering meaningful equations in diverse scientific domains.

E.8 GENERALIZATION STUDY ON THE RNA POLYMERASE DATASET

A crucial test for any equation discovery method aiming for scientific relevance is its ability to
generalize not just to held-out data from the same experiment, but to entirely new, independent
measurements. A model that performs well on a new biological replicate is more likely to have
captured true underlying biological principles rather than just fitting noise or artifacts specific to a
single experiment.

To rigorously assess this, we obtained a second biological replicate for the RNA Polymerase II pausing
measurements, representing a separate laboratory experiment (used as the target pause_score;
henceforth, “Replicate 2”). We then took the final equations discovered by SGED and several
LLM-based baselines — which were trained and selected using only the original dataset (“Replicate
17) — and evaluated their predictive performance on this new, unseen replicate without any re-fitting.
This provides a strong test of out-of-distribution generalization.

The results, summarized in Table 10, demonstrate the robust generalization of the SGED-discovered
models. While all methods experienced a predictable and modest drop in performance when evaluated
on the new replicate — an expected outcome given inter-experiment variability — SGED maintained its
superior accuracy.

On Replicate 2, SGED achieved the lowest Mean Squared Error (MSE) of 0.00793 + 0.000214
and the highest coefficient of determination (R2) of 0.142 + 0.0232. This indicates that the SGED-
discovered equation explained the most variance in the independent dataset, outperforming the
next-best method, ICL (Basic Feedback), which achieved an MSE of 0.00815 and an R? of 0.119.
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The strong performance on a true biological replicate provides compelling evidence that the structured,
influence-based feedback mechanism of SGED guides the discovery process towards equations that
capture genuine, reproducible biological principles.

Table 10: Generalization to an Independent Biological Replicate. Performance of discovered
equations on the original test set (Replicate 1) versus a new, unseen biological replicate (Replicate 2)
for the RNA Polymerase dataset. Models were trained/selected using only Replicate 1 data. Results
are mean + 95% CI over 25 seeds. SGED shows the best generalization, maintaining the lowest MSE
and highest 2 on the new replicate.

Performance on Original Test Set (Replicate 1) Performance on New Biological Repli (Repli 2)
Method MSE | R21 NRMSE | MSE | R21 NRMSE |
ZeroShot 1.35e+05 + 1.75e+05  -9.80e+06 + 1.28e+07  1.55e+03 £ 1.15e+03 | 1.40e+05 + 1.72e+05 -1.52e+07 £ 1.87e+07  1.97e+03 £ 1.42e+03
ZeroOptim 0.0130 + 0.000287 0.0724 4 0.0199 0.963 £ 0.0101 0.00887 + 0.000159 0.0406 + 0.0188 0.979 £ 0.00937
ICL (Basic Feedback) | 0.0119 + 0.000352 0.149 + 0.0251 0.922 4 0.0137 0.00815 4 0.000246 0.119 £ 0.0262 0.938 +0.0140
SGED (Ours) 0.0115 =+ 0.000312 0.176 + 0.0226 0.907 +0.0125 | 0.00793 == 0.000214 0.142 + 0.0232 0.926 + 0.0126

E.9 INFLUENCE SCORE VARIANTS

In SGED, the per-term influence score, A;, is computed on a validation split by deleting a single
term (setting w; <— 0) while holding the remaining coefficients fixed. This is the explicit definition of
A used throughout the method and its pruning phase. The corresponding pruning prompt includes,

2
as an illustration, an OLS identity, A, = % > i ¢k(xi)2, with the comment “always > 0” and an
instruction to “treat terms independently; no need to refit or update weights.”

The applicability of these statements hinges on the OLS orthogonality that nullifies cross-terms,
a property that holds for the training data at the optimum but does not necessarily extend to a
disjoint validation set. To ensure this distinction is clear, the prompt contains an explicit note that
validation-computed values “may not always be > 0”.

Here, as part of an additional investigation, we also implement and evaluate two refit-aware influence
score alternatives that align the definition more closely with extra-sum-of-squares logic.

INFLUENCE SCORE COMPUTATION

Notation. Let X € R"*P and y € R"™ denote training data; Xy, € R™1%P g € RMval
denote validation data; W € RP*™ the fitted full-model coefficients (one column per output). On

validation, f’val = X, uW, with residuals Ry, = Yoa — }Afval. We use MSE,.1(W); = nl 1 ||y§;)1 -
(XvaW).,; |%

(A) No—refit (default in SGED). Deleting term k is implemented by 5/} _, = (X.W).; —

@‘,éal wy, j, where gp%al = X,a€ex. Expanding the squares yields the exact validation—split change

ka“, . w%, . .
AP = ZRI (ol TR () o gty () =y O) (X W), .
Nval Nyal

The cross—term vanishes on the training split at the OLS optimum (residuals orthogonal to columns
of X), making the classic “> 0” identity a good approximation there; on validation the cross—term
generally does not vanish and A;"‘Jl can be slightly negative. This approach is how SGED computes
A before pruning, by default.

(B) Refit—-aware (full refit). Define the refit—aware influence as the validation MSE change after
refitting on train with column k removed:

- o1 ;
AR = MSEw (W), — MSEw(W);, WY =arg min —[ly? — X pull

(or ridge adds A||u||3). This aligns with extra-sum-of-squares on train and yields a clean validation
readout.
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(C) Refit-aware (efficient), compatible with OLS and ridge. Let A = XX (OLS) or A =
XTX + M (ridge), B = A~". Partition index k from the rest and denote o, = By, i = B_j .

.. | Wik,
Writing W = [ W, },

woR W, — Bk W,
: o

5t

S(—k —k
Yv(al ) = X\(/al ) Wﬁk,:)
. 1
Arcﬁt _ 7‘
kg Nyal

. ; 2
y9) _ gw) H2 — MSE,1(W);.

val

This avoids an explicit fit-loop, reusing B to update all p leave—one—out solutions in O(p?) per term
(after a one—time O(p?) factorization), and works columnwise for multi-output.

Where this is used in SGED. The pipeline computes A; on validation to guide pruning (Section 2,
Appendix B.2); the prompt receives the per—term weights w; and validation—computed A ; to guide
its term keep/drop decisions.

ABLATION ACROSS SIX BENCHMARKS: ACCURACY VS. COST

We compared the three influence score variants—(i) No-refit, (ii) Refit—-aware (full), and (iii) Re-
fit-aware (efficient)—across the six benchmark datasets described in Tables 11 and 12. To ensure a
fair comparison of test performance, the same set of 15 random seeds was used for each variant.

Table 11: Test MSE (mean + 95% CI) across datasets for the three influence variants.

Variant COVID-19 Lung Cancer (with Chemo. & Radio.) Lung Cancer (with Chemo.) Lung Cancer RNA Polymerase ‘Warfarin PK

No-refit 5.35e-08 £ 1.93e-09 0.0311 £0.027 0.00304 & 0.00194 3.55e-09 £ 5.3e-09  0.0114 £ 0.000398  0.597 & 0.0821
Refit-aware (full) 5.24e-08 & 1.67e-09 0.0337 & 0.0064 0.00903 =+ 0.0043 0.0065 & 0.00561  0.0118 & 0.000373  0.622 4 0.0943
Refit-aware (efficient)  5.14e-08 4 1.97¢e-09 0.0476 + 0.0226 0.00756 £ 0.00169 0.0028 4+ 0.00192  0.0119 £ 0.000391  0.639 = 0.0888

Table 12: Wall-clock optimization time (mean £ 95% CI; seconds).

Variant COVID-19 Lung Cancer (with Chemo. & Radio.) Lung Cancer (with Chemo.) Lung Cancer RNA Polymerase Warfarin PK

No-refit 0.752 £0.0103 4.46 £ 0.564 5.54 £0.712 2.83£0.193 13.5 £ 1.17 0.482 £0.0415
Refit—aware (full) 0.891 £0.0159 10.6 & 1.56 10.7 £1.22 9.87+1.14 23.1+1.59 0.607 £ 0.0848
Refit-aware (efficient)  0.779 4 0.0139 4.55 +0.512 4.31 +0.61 5.04 £ 0.662 18 +1.69 0.53 # 0.0753

A repeated-measures ANOVA confirmed that there was no significant difference in test MSE among
the three variants on any of the six datasets (all p > 0.09).3 As expected, the refit-aware variants incur
a non—trivial extra cost (Table 12) without providing a corresponding gain in accuracy (Table 11).

DISTRIBUTION OF INFLUENCE VALUES

We examined the empirical distribution of A values encountered during runs for Lung Cancer (with
Chemo. & Radio.) and RNA Polymerase across all three variants. Two representative histograms
(symlog z—axis for readability; outliers lightly clipped at extreme quantiles) are included in Fig. 9-10.

Key summaries:

Lung Cancer (with Chemo. & Radio.): share of influences (%)

Variant Pr(A<0) Pr(A=0) Pr(A>0) n

No-refit 18.19 - 81.81 21,912
Refit—aware (full) 24.59 0.05 75.37 21,590
Refit—aware (efficient) 29.53 0.14 70.33 22,398

3We conducted a one-factor repeated-measures ANOVA with Greenhouse-Geisser correction for each
dataset. The statistics (F'(2, 18), paa, partial n?) were: Lung Cancer (F = 0.19,p = 0.72, 7712, = 0.02);
Lung Cancer (with Chemo.) (F' = 2.17,p = 0.17, 77;% = 0.20); Lung Cancer (with Chemo. & Radio.)
(F = 1.74,p = 0.22,n7 = 0.16); Warfarin PK (F = 2.78,p = 0.09,72 = 0.24); RNA Polymerase
(F =1.49,p = 0.26, 772 = 0.14); and COVID-19 (F' = 1.05,p = O.34,7]£ = 0.10).

55



Under review as a conference paper at ICLR 2026

RNA Polymerase: share of influences (%)

Variant Pr(A<0) Pr(A=0) Pr(A>0) n

No-refit 471 - 95.29 7,190
Refit—aware (full) 9.08 1.40 89.52 6,696
Refit—aware (efficient) 8.75 2.28 88.97 6,526

Observations: (i) negative values are infrequent, and where present their magnitudes are typically
small compared to the bulk positive mass (see symlog histograms); (ii) the shape of the distribution is
broadly similar across the three variants; (iii) taken together with the within—seed ANOVA analysis,
these results suggest the validation—computed A is stable enough for pruning decisions even without
per—term refits.

No-refit

n=21,912
80004 Pr(aj<0)=18.19%
Pr(A;>0) = 81.81%

6000

Count

2000+

Refit-aware (full)

n=21,590
Pr(Aj<0) = 24.59%
Pr(Aj>0) = 75.37%
Pr(Aj=0) = 0.05%

6000 -

Count

4000 -
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2000

-10° 0 10° 10! 102 103 104
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Figure 9: Distribution of influence values A on Lung Cancer (with Chemo. & Radio.) (symlog
x—axis; extreme outliers clipped at the 0.01% tails for legibility).

SUMMARY OF FINDINGS

» The Nature of the Influence Score. Because the influence score, A, is computed on a
validation set without refitting the model, it is not constrained to be non-negative. Occasional
small negative values are an expected result of this design and indicate that a feature has low
or redundant influence in the context of the full model.

e Performance vs. Cost. Our experiments across six diverse datasets show that the test accu-
racy of the default, no-refit, and refit-aware variants is statistically indistinguishable. Given
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Figure 10: Distribution of influence values A on RNA Polymerase (symlog z—axis; extreme outliers
clipped).

that the refit-aware variants are more computationally expensive, this finding establishes the
default no-refit method as an efficient approach that does not compromise test accuracy.

* Implementation Flexibility. For applications where a refit-aware analysis is specifically
required, two alternatives are available via configuration. Setting refit_aware=True
performs a full refit for each term, while refit_aware_efficient=True uses a
faster computational update. Both methods provide the extra-sum-of-squares style score,
Arefit evaluated on the validation set.
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E.10 TERM-LOCAL OPTIMIZATION

To enhance SGED’s flexibility, we introduce a variant that allows for the discovery of optimal scalar
constants within the basis functions proposed by the LLM. This extension, which we refer to as
SGED with Term-Local Optimization (SGED-TLO), addresses scenarios where an equation’s true
functional form involves specific constants that an LLM is unlikely to guess a priori (e.g., a decay
rate in an exponential term or a frequency in a sinusoidal term). SGED-TLO integrates a dedicated
optimization step to fine-tune these constants, enabling the discovery of more precise and potentially
more accurate symbolic models.

The core principle is to augment the standard SGED loop: the “Propose” agent can now suggest basis
functions containing tunable parameters, which are subsequently optimized before the “Prune” agent
performs its influence-guided term selection.

Parametric Basis Functions In this variant, the “Propose” LLM agent can include tunable scalar
constants in its proposed terms using the syntax c (init), where init is an initial value for the
parameter. For example, an agent might propose a term like np.sin (c (1.0) = x1). Each basis
function 1); can thus be a parametric function 1;(x; 6;), where 6; is a vector of the tunable constants
within that term. The collection of all such constants across all candidate terms is denoted by 6.

To maintain the model’s primary structure as a linear combination of basis functions, the use of c ()
is disallowed as a direct outer multiplier (e.g., c (1.5) * x1), as the per-term linear coefficient w;
is already learned by the outer model. The “Propose” agent’s prompt in SGED-TLO variant contains
clear instructions and examples to reflect this setup.

Term-Local Optimization Objective After the “Propose” agent suggests a new set of candidate
terms, an additional optimization step is introduced before pruning. This step tunes the vector of
all constants § by minimizing an objective function J(6). Crucially, this is a nested optimization
problem. For any given set of constants 6, the outer linear model weights W are first re-computed by
fitting on the training data. The objective J(6) is then the Mean Squared Error (MSE) evaluated on
the validation set using these optimal weights W (6). This ensures that the constants are optimized
for generalization performance.

Formally, for a given 6, the design matrix on a data split S € {train, val} is @5 (), where [P5(0)]:x =
Y (x;; 0y ). The optimal outer weights are a function of 6:

W (0) = arg min

W’ Thrain

”}/train - (I)train(e)W/H% (+ )\HW/HQF for ridge)

The objective for the inner-term constants is then to minimize the validation loss:

() = — [Yaa — ®va(8) W ()|,

Thyalm

This objective is minimized with respect to 6 using a quasi-Newton method (L-BFGS-B by default),
with gradients estimated via finite differences.

Dynamic Re-optimization and Agent Interaction A key feature of this variant is that the constants
are not optimized once and then fixed. After optimization, the symbolic representation of the terms
retains the ¢ (value) markers, where value is now the optimized value. These symbolic forms
are what the “Prune” agent sees in its feedback tables.

In each subsequent iteration of the SGED loop, the constants within all surviving and newly proposed
terms are re-optimized together. This dynamic re-optimization allows the ideal value for a constant
in one term to adapt to the presence or absence of other terms in the model, preserving maximal
flexibility throughout the discovery process. The “Prune” agent is explicitly prompted that these
constants are not static and will be re-tuned in subsequent rounds.

Algorithm Flow The SGED-TLO propose-and-prune cycle proceeds as follows:

1. The LLM Propose agent suggests new terms, which may contain ¢ (init) syntax. These
are combined with surviving terms from the previous iteration.
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2. The set of all constants € from all current candidate terms is optimized by minimizing J(8).

3. After optimization, the resulting terms are evaluated on the data splits (train, validation,
test).

4. The standard pruning phase proceeds. The Prune agent receives the terms (with their
optimized ¢ (value) markers), their fitted outer weights w;, and their per-term influence
scores A ;.

5. The agent returns keep/drop decisions. Surviving terms, retaining their c () markers, are
passed to the next iteration.

This entire cycle is embedded within either the linear iterative refinement or the MCTS search strategy,
just as in the standard SGED framework.

E.10.1 PROOF OF CONCEPT EXPERIMENT

To provide a clear illustration of the specific advantage offered by term-local optimization, we
conducted a proof-of-concept experiment on a simple synthetic dataset. The data was generated
from the ground-truth equation y = 1/(0.123 + %), which contains a non-trivial constant, 0.123,
that an LLM is highly unlikely to propose spontaneously. We ran both the standard SGED and
the SGED-TLO variant on this dataset, using their non-tree-based iterative refinement modes for
simplicity.

As hypothesized, SGED-TLO was uniquely capable of recovering the exact ground-truth equation.
During its iterative search, the “Propose” agent eventually suggested the correct functional form with
atunable constant: 1 / (x_1%x2 + c(init) ). The subsequent optimization step successfully
tuned the constant to match the ground truth value of 0.123. In the final pruning round, the feedback
provided to the “Prune” agent was unambiguous. The correct parametric term had an influence
score of 17.59, while all other candidate terms had negligible influence (on the order of 10717 or
less). Guided by this overwhelming signal, the agent correctly kept only the single correct term and
discarded all others, resulting in the exact solution with a final MSE of effectively zero (1.07 x 10729,
The final discovered equation was:

y =1/ (x_1*%x2 + 0.123)

By contrast, the standard SGED variant was unable to discover the true equation. Without the ability
to tune the constant, it could not find a single basis function to accurately model the data. Instead,
it was forced to approximate the target function by constructing a linear combination of multiple,
non-parametric basis functions. After ten iterations, the best model it found was a complex five-term
approximation:
y = 17.33 x_1 + 102.2 np.exp(-x_1) + 38.73 x_1 % np.exp(-x_1)
- 18.34 np.abs(x_1) - 186.4 = 1 / (1 + np.exp(x_1))

While this model achieved a respectable test MSE of 0.0372, it failed to capture the simple, par-
simonious structure of the underlying data-generating process. In this experimental setting, with
a 10 iteration budget, SGED-TLO was able to discover the exact expression in 10/25 runs, while
vanilla SGED was able discover it in 0/25 runs (never). The experiment clearly demonstrates that
for problems where precise constants are integral to the model’s form, the term-local optimization
capability of SGED-TLO is essential for discovering the correct symbolic solution.

E.10.2 BENCHMARK RESULTS WITH TERM-LOCAL OPTIMIZATION

To assess the practical impact of term-local optimization, we compared the performance of SGED-
TLO against the vanilla SGED framework across our six benchmark datasets. The results, presented
in Table 13, show that the inclusion of tunable constants yields mixed outcomes depending on the
dataset’s characteristics. However, it is important to note that SGED-TLO’s performance remains
highly competitive, and is often superior, when compared to the broader set of baselines presented in
Table 3.

For the Lung Cancer and Lung Cancer (with Chemo.) datasets, SGED-TLO demonstrates a
marked improvement in accuracy. This is likely attributable to the increased flexibility afforded
by parametric terms, which can more closely approximate the underlying system dynamics. In the
discovered equations for these datasets, we observe the selection of basis functions with optimized
constants, such as those with the functional form w; log(z + 6) or w; exp(6 - ). For instance, a
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Table 13: Comparison of SGED vs. SGED-TLO. Test MSE (mean £ 95% CI) across all benchmark
datasets. Results are averaged over 25 seeds. Lower is better. Bold indicates the better-performing
variant for each dataset (if confidence intervals overlap, only the mean of the better-performing
variant is bold.)

Benchmark Dataset SGED SGED-TLO
Lung Cancer 0.0033 £ 0.0035 7.59e-06 + 1.33e-05
Lung Cancer (with Chemo.) 0.0054 + 0.00107 0.000877 £ 0.000548
Lung Cancer (with Chemo. & Radio.) 0.0521 £ 0.0178 0.239 £ 0.127
COVID-19 5.32e-08 + 1.35¢-09  5.33e-08 £+ 1.77¢-09
RNA Polymerase 0.0115 £+ 0.000312 0.0119 £ 0.000124
Warfarin PK 0.646 + 0.105 0.663 £ 0.111

high-performing equation discovered for the Lung Cancer (with Chemo.) task includes such adaptive
terms:

dv_dt = — 0.0002279 - chemo_concentration 4+ 0.0001333 - chemo_dosage
— 2.358 - np.log(cancer_volume + 4.06858)
— 0.02799 - cancer_volume - chemo_concentration
+ 1.736 - np.sqrt(cancer_volume)
+ 1.945 - np.exp(-0.00875506 - cancer_volume)

dc_dt = — 0.5 - chemo_concentration + chemo_dosage

Conversely, on datasets like Lung Cancer (with Chemo. & Radio.) and RNA Polymerase, the
performance of SGED-TLO is slightly worse than that of vanilla SGED. We speculate that this
may be due to the significantly more complex and potentially non-convex optimization landscape
introduced by the tunable constants 6. The L-BFGS-B optimizer, while effective, may converge to
local minima, particularly if the LLM’s initial guesses for the constants are far from an optimal region.
This could result in a set of basis functions that are locally optimal with respect to their internal
constants but globally suboptimal for the final linear model, leading to a higher test MSE compared
to the simpler, non-parametric terms found by the standard SGED. Performance on the COVID-19
and Warfarin PK datasets was comparable between the two variants.

The promising results on several datasets indicate that SGED-TLO is a valuable extension of the core
framework. The approach and its variants warrant further investigation in future work, which could
explore more sophisticated global optimization algorithms or improved heuristics for initializing the
tunable constants. We provide the implementation of SGED-TLO as described in this section with
the codebase for this work.

F COMPUTATIONAL RESOURCES

The computational experiments for this research were conducted using a combination of cloud-based
services for Large Language Model (LLM) inference and local or server-based machines for model
optimization and equation evaluation.

LLM Inference: The inference for the majority of the Large Language Models employed in this
study was performed using the serverless API provided by Azure Al Foundry. This allowed for
scalable access to various proprietary LLM endpoints.

For the L1ama-3.3-70B model, inference was conducted on a dedicated Azure Virtual Machine,
specifically a Standard_NC96ads_A100_v4 instance. Key specifications of this VM include:

¢ Processor: 96 non-multithreaded 3rd Gen AMD EPYC™ 7V13 (Milan) cores.
* GPU Accelerators: 4 NVIDIA A100 PCle GPUs, each with 80GB of memory.
¢ System Memory: 880 GiB.

Model Optimization and Equation Evaluation: The optimization of model parameters (i.e., fitting
the linear model w for basis functions ;(x)) and the evaluation of equations were carried out on the
following types of local workstations and servers:

* A workstation equipped with a 10-core Intel Core i9-10900K CPU and 64 GiB of RAM.
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* A server equipped with an 80-Core AMD EPYC 9V84 CPU and approximately 630 GiB of
RAM.

It is important to note that the optimization step of SGED, which involves fitting a linear model (we
use the scikit—learn library’s implementation), does not require GPU acceleration and can be
efficiently performed on any reasonably powerful desktop computer.

Execution Time: The time of execution for SGED varied depending on several factors, including the
complexity of the dataset, the number of terms explored, the depth and breadth of the Monte Carlo
Tree Search (if utilized), and the response latency of the LLM APIs. Individual propose-and-prune
cycles involving LLM calls typically took seconds to minutes, while full MCTS runs could extend to
several hours for comprehensive exploration. No single run took longer than 3 hours total wall-clock
time. Fitting the linear models for equation evaluation was generally swift, on the order of seconds.

The total compute resources for the entire research project, including preliminary experiments and
hyperparameter tuning, naturally exceeded that of the final reported experimental runs. However, the
resources outlined above are representative of those required to reproduce the main findings.

G COMPUTATIONAL COST AND SCALABILITY ANALYSIS

To address the practical feasibility of SGED, we conducted a comprehensive analysis of its computa-
tional cost and scalability.

G.1 CoST AND WALL-CLOCK TIME COMPARISON

We benchmarked SGED’s monetary cost (in USD, based on LLM API calls) and total wall-clock
time against several baseline methods on the Lung Cancer (with Chemo. & Radio.) dataset. Cost
is based on GPT-40 API pricing at the time of experimentation: $0.000005 per input token and
$0.00002 per output token. The total cost and wall clock results, averaged over 5 seeds, are shown in
Table 14, as well as the Test MSE taken from the Table 3 main experiment results where available.
Hyperparameters used were the same as in the Table 3 experiment, and default parameters were used
for the additional PySR baseline, as set in the PySR implementation shipped with the LaSR (Grayeli
et al., 2024) code base.

SGED’s runtime is competitive with other modern symbolic regression methods and significantly
faster than computationally intensive approaches like LaSR, while achieving a substantially lower
Test MSE. For results under a comparable LLM token budget, see Appendix G.3, which makes the
per-token performance efficiency of SGED especially clear.

Table 14: Computational Cost and Performance Comparison. Benchmarks on the Lung Cancer
(with Chemo. & Radio.) dataset. Cost is based on GPT-40 API pricing at the time of experimentation.

Method Total Cost (USD) |  Wall Clock (s) | Test MSE |
GPLearn - 922 +58 46.8 +49
PySR (Cranmer, 2023) - 282.7+ 6.0 0.399 4+ 0.123
D3-white-box (Holt et al., 2024b) 0.589 + 0.138 203.4 +39.5 253 +273
LaSR (Grayeli et al., 2024) 72.40 4+ 3.48 1444.5 + 137.5 397 +3.21
ICSR (Merler et al., 2024) 1.08 £ 0.16 774.2 £+ 140.6 6.1 £1.05
LLM-SR (Shojaee et al., 2025) 0.80 +0.02 371.7 + 18.7 32.1 £484
SGED (Ours) 1.87 £0.71 382.8 +£137.6  0.052 £ 0.018

G.2 SCALABILITY WITH HIGH-DIMENSIONAL INPUTS

A key concern for symbolic regression methods is scalability with a large number of input fea-
tures. We evaluated SGED’s runtime on the RNA Polymerase dataset, which has 263 features. All
hyperparameters were kept the same as in the Table 3 main experiment. As shown in Figure 11,
SGED’s runtime scales exceptionally well. The total wall-clock time increases only sub-linearly
as the feature count grows from 10 to 263. This is a significant advantage of our framework, as
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the influence-based feedback allows the LLM to efficiently identify and prune irrelevant features,
avoiding the combinatorial explosion that challenges many other methods. This demonstrates SGED’s
practical feasibility for large-scale, high-dimensional scientific problems.

Runtime vs. Number of Features (RNA Polymerase Dataset)
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Figure 11: Scalability with Increasing Number of Features. Mean total wall-clock time on the
RNA Polymerase dataset versus number of features used, averaged over 10 seeds. Points indicate
means; error bars denote 95% confidence-interval half-widths. Runtime increases sub-linearly as the
feature count grows from 10 to 263, indicating strong scalability of SGED.

G.3 PERFORMANCE UNDER A FIXED COMPUTATIONAL BUDGET

To provide a direct and fair comparison of computational efficiency, we conducted an experiment
where all LLM-based baselines were benchmarked under a fixed computational budget with respect
to LLM usage — as the LLM calls are the most computationally intensive aspect of these methods. In
order to ensure the methods consumed a nearly identical number of total LLM tokens (approximately
265k) we either adjusted the hyperparameters controlling itrative execution length of the method
(number of iterations / generations or equivalent), or added early stopping based on the cumulative
number of tokens consumed in the experiment run. All other hyperparameters were unchanged from
the Table 3 main experiment setting. The Lung Cancer (with Chemo. & Radio.) dataset was used and
the results were averaged over 5 seeds.

The results, presented in Table 15, are conclusive. When the LLM computational resources are held
equal, SGED’s performance advantage is clear. It achieves an MSE that is nearly 50 times better
than the next-best performing method (ICSR). This demonstrates that SGED’s architecture uses its
computational budget more efficiently to find a superior solutions. While some simpler methods (like
ICL with Basic Feedback) have a faster wall-clock time, they produce substantially less accurate
results. SGED strikes an optimal balance, achieving a competitive runtime while delivering superior
final equation(s).

Table 15: Performance Comparison Under a Fixed Token Budget (=265k Tokens). Results on
the Lung Cancer (with Chemo. & Radio.) dataset, averaged over 5 seeds.

Method Test MSE | Total Tokens Wall Clock (s)
ICL (Basic Feedback) 16.04 £+ 22.1 265,199 + 8,729 82.4+3.8
D3-white-box (Holt et al., 2024b)  809.7 £ 17544 262,636 + 2,406 302.1 +33.3
LaSR (Grayeli et al., 2024) 101.3 £ 112.1 272,606 4 15,209 409.3 £ 28.1
ICSR (Merler et al., 2024) 2.66 +2.11 261,989 + 71,813  1031.5 +319.3
LLM-SR (Shojaee et al., 2025) 9.88 + 20.1 259,639 + 12,820 1208.2 + 58.1
SGED (Ours) 0.054 + 0.074 272,743 + 111,859 382.8 + 137.6

62



	Introduction
	Methodology: Structure Guided Equation Discovery (SGED)
	Core Iterative Step: Propose-and-Prune Cycle
	Search Strategies for Equation Discovery
	Influence-Based Feedback and LLM Interaction

	Related Work
	Experiments and Evaluation
	Main Results
	Case Study: RNA Polymerase II Pausing
	Insight Experiments: Impact of Feedback and Search Strategy

	Discussion
	Appendix
	 Appendix
	Additional Related Work
	Symbolic Regression: Foundations and Evolution
	Large Language Models in Scientific Discovery and Equation Formulation
	Interpretability in Machine Learning: Inherent vs. Post-Hoc
	Neurosymbolic AI
	Influence Analysis: From Data Points to Model Components
	Automated Feature Engineering and Basis Function Discovery
	Iterative Refinement and Search Strategies in Complex Spaces

	Method Details
	Overview of SGED
	Influence Score (j) Details
	Monte Carlo Tree Search (MCTS) Implementation Details
	SGED Pseudocode
	LLM Details
	Prompt Details
	Term Generation Phase: The ``Propose'' Agent
	Term Pruning Phase: The ``Prune'' Agent


	Benchmark Dataset and Evaluation Details
	Cancer PKPD Simulations
	COVID-19 Epidemic Simulation
	Warfarin Pharmacokinetics Dataset
	RNA Polymerase II Pausing Dataset
	Benchmark Method Details
	White-box non-LLM baselines
	White-box LLM baselines
	Black-box baselines

	Evaluation Details

	RNA Polymerase II Pausing Case Study – Further Discussion
	Experiment 1 SHAP Plots
	Experiment 2 and Discussion

	Additional Results
	Impact of Influence Feedback with MCTS
	Illustration of SGED Equation Discovery
	Investigation of MCTS rollout depth
	Convergence Efficiency
	Investigation of LLM sensitivity
	Investigation of Robustness to a Large Number of Irrelevant Features
	Investigation of Synthetic Model Benchmark
	Generalization Study on the RNA Polymerase Dataset
	Influence Score Variants
	Term-local Optimization
	Proof of concept experiment
	Benchmark results with term-local optimization


	Computational Resources
	Computational Cost and Scalability Analysis
	Cost and Wall-Clock Time Comparison
	Scalability with High-Dimensional Inputs
	Performance Under a Fixed Computational Budget



