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Abstract

Learning from label proportions (LLP) is a promising
weakly supervised learning problem. In LLP, a set of in-
stances (bag) has label proportions, but no instance-level
labels are given. LLP aims to train an instance-level classi-
fier by using the label proportions of the bag. In this paper,
we propose a bag-level data augmentation method for LLP
called MixBag, based on the key observation from our pre-
liminary experiments; that the instance-level classification
accuracy improves as the number of labeled bags increases
even though the total number of instances is fixed. We also
propose a confidence interval loss designed based on sta-
tistical theory to use the augmented bags effectively. To
the best of our knowledge, this is the first attempt to pro-
pose bag-level data augmentation for LLP. The advantage
of MixBag is that it can be applied to instance-level data
augmentation techniques and any LLP method that uses the
proportion loss. Experimental results demonstrate this ad-
vantage and the effectiveness of our method.

1. Introduction
In general classification tasks, a model is trained on

datasets where each piece of data (instance) has class labels.
However, instance-level annotations cost a lot, and there are
many cases in which instance-level annotation cannot be
disclosed to the public for privacy reasons [23]. In such a
situation, we only know the label proportions given to a set
of instances (bag) and must train a model from these label
proportions to classify each instance. This problem setting
is known as learning from label proportions (LLP) [1].

Figure 1 illustrates the problem setup of LLP. A bag B
consists of instances (e.g., images). Bag-level labels are
given as training data instead of instance-level labels (class
labels of each instance x are unknown). The label propor-
tion pi of bag Bi is given as a bag-level label. For example,
if a bag B0 contains 60, 100, and 40 instances of class 1, 2,
and 3, respectively, pi = (0.3, 0.5, 0.2)T. LLP aims to train
an instance-level classifier by using the label proportions of
a bag. It is a weakly supervised learning task.
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Figure 1. Illustration of learning from label proportions. LLP aims
to train an instance-level classifier by using label proportions of a
bag as training data instead of instance-level labels.

Many LLP methods have been proposed to address this
challenging task [1, 24, 28, 27, 18, 19]. Most of them are
based on the proportion loss, which evaluates the difference
between the given proportion pi and the estimated propor-
tion p̂i, and can be calculated by taking the average of the
class probabilities of the instances in a bag. The methods
based on the proportion loss work well when bag-level la-
bels (label proportions) are sufficient. However, the accu-
racy decreases as the number of labeled bags decreases, i.e.,
insufficient labeled data causes difficulty in training a net-
work, which is known in machine learning tasks.

In such cases, instance-level data augmentation is of-
ten an effective way to improve accuracy. Many instance-
level data augmentation techniques, such as perturbation,
for general classification tasks have been proposed, and
their effectiveness has been demonstrated [25]. Instance-
level data augmentation may improve the accuracy in LLP.
However, it does not increase the number of labeled bags
from the original one, and it is difficult to generate various
bags with different proportions without using instance-level
labels (these are unknown in LLP).

This paper proposes a bag-level data augmentation for
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LLP that can generate new bags with various label propor-
tions. To design an effective bag-level data augmentation
technique, we conducted a detailed analysis of what sit-
uation can improve the accuracy in LLP. As a result, we
found an important observation that the accuracy improves
as the number of labeled bags increases, even though the to-
tal number of instances is fixed, i.e., different bags overlap
each other as shown in Figure 2 (Right). On the basis of
this observation, we propose a bag-level data augmentation
called MixBag. MixBag increases the number of labeled
bags artificially by sampling instances from a pair of origi-
nal bags and mixing them: this operation mimics the above
observations. The expected label proportion of a generated
mixed bag can be calculated by those of the original bags.
However, it may have a gap from the actual proportion of
the mixed bag because randomly selected instances do not
follow the proportion of the original ones. This gap ad-
versely affects the training.

We thus introduce a confidence interval loss that helps
to train a classification network by using the generated bags
while avoiding this adverse effect by a proportion gap; it is
statistically guaranteed. To the best of our knowledge, this
is the first attempt to propose bag-level data augmentation
for LLP. Experiments using eight datasets demonstrate the
effectiveness of our method in various cases; our method
improved the classification accuracy on all datasets. Our
main contributions are summarized as follows.

• We examined how the number of labeled bags and the
bag size affect the performance in LLP. From the pre-
liminary experiments, we concluded that the accuracy
improves as the number of labeled bags increases, even
though the total number of instances is fixed.

• We proposed MixBag with a confidence interval loss.
This method artificially increases the number of la-
beled bags, and the confidence interval loss helps train
a classification network using the generated bags.

• We demonstrated that MixBag can be applied to any of
the current LLP methods and any of the instance-level
augmentation methods. Experimental results show
that our method improved classification accuracy on
various datasets.

2. Related work
2.1. Learning from Label Proportion (LLP)

Proportion loss [1] is the most common approach to LLP.
To compute the proportion loss, the average of the output
probability in a bag is calculated as a proportion estimation,
and then the bag-level cross-entropy between the true label
proportion and the estimated proportion is used as the loss.

The proportion loss has been extended in many methods;
e.g., introducing regularization terms [33, 1, 8, 28, 30, 17,

Bag Instance

Increase
Bag

(c) Overlap(b) Non-Overlap(a) Original

Figure 2. Illustration of overlap and non-overlap situations. (a)
Original bags. (b) New bags (yellow) are added with non-overlap,
i.e., the total number of instances increases. (c) New bags overlap
with the original ones, i.e., the total number of instances is fixed.

18]. Tsai et al. [28] incorporated a consistency regulariza-
tion into the proportion loss, which forces the network pre-
dictions to be consistent when its input is perturbed. Yang
et al. [30] use contrastive learning for pre-training in a
self-supervised learning manner and then train the model
by using the proportion loss. LLP-GAN [17] introduces the
generative adversarial network (GAN) to LLP. The fake in-
stances created by the generator encourage the discrimina-
tor to distinguish real or fake and classify the real instances.
This method also uses the proportion loss to train the classi-
fier. Two-stage LLP [18] introduces pseudo-labeling after
pre-training by using a proportion loss.

It is known that the classification accuracy decreases
when the labeled data is insufficient in machine learning.
To deal with this issue, data augmentation is a standard ap-
proach. However, bag-level data augmentation for LLP is
still an unexplored area. This paper proposes a simple but
effective bag-level data augmentation method. One of the
advantages of our method is that any LLP method can be
applied after our bag-level augmentation.

2.2. Instance-level data Augmentation

Data augmentation is a standard way to address the prob-
lem of inadequately labeled data. Many instance-level data
augmentation techniques have been proposed. Basic data
augmentation involves adding perturbations to the origi-
nal images, such as by flipping the image [25], adding
noise [25], and erasing parts of an image [7, 2, 14]. Im-
age mix [11, 35, 34, 10] is another approach, where meth-
ods such as MixUP [35]and CutMix [34] mix together
two original images. GAN-based augmentation meth-
ods [22, 36, 26] represent data distributions and gener-
ate new images based on these distributions. Auto aug-
ment [3, 16, 4] automatically searches for suitable augmen-
tation approaches that improved performance. The above
methods are instance-level data augmentations. It is not a
simple task to generate various bags that have different pro-
portions without using instance-level labels. For example,
CutMix and MixUp require the labels of the original im-
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ages (instances) in order to prepare the label proportions of
a generated new bag. Since simple perturbation methods
do not require the ground truth of the image label for aug-
mentation, they can be used to add perturbations to each
instance in a bag. However, these methods are not designed
for bag-level data augmentation.

2.3. Bag-Level data augmentation for MIL

Few bag-level data augmentation methods have been
proposed for multiple instance learning (MIL), which trains
a classifier from bag-level class labels (positive or nega-
tive). Li et al. [15] proposed a MIL-based method that uses
bag-level augmentation for COVID-19 severity assessment.
This method takes a pseudo-labeling approach, where pos-
itive and negative instances are taken from positive bags
based on the estimated confidence of the instance class and
used to make a new bag. Yang et al. [31] proposed a MIL
method for segmenting pathology images. This method
generates new bags by clustering instances. It is reasonable
for MIL to make a positive or negative bag from high confi-
dence positive or negative instances. However, it is difficult
to make a proportion label from pseudo labeling since all of
the pseudo labels have to be accurate to calculate the cor-
rect proportion. So in order to improve the performance of
LLP, appropriately designing a bag-level data augmentation
is required.

3. Preliminary: LLP and Proportion Loss
In LLP, the training set contains n bags, B1, . . . , Bn.

Each bag Bi consists of a set of instances, i.e., Bi =

{xi
j}

|Bi|
j=1 , and a vector of label proportions pi =

(pi1, . . . , p
i
c, . . . , p

i
C)

T is attached to each bag as training la-
bel, where C is the number of classes. This label indicates
that pic × |Bi| instances in the i-th bag belong to the class c
for any c ∈ {1, . . . , C}. The goal of LLP is to train a net-
work that estimates the class label of each instance by using
only the proportion labels of the bags. Proportion loss [1]
is a standard approach to this challenging task, and many
methods are based on it.

Given training data with label proportions, the standard
proportion loss is a bag-level cross-entropy between the
ground-truth of the label proportion pi and the predicted
proportion p̂i, which is the average of the output class prob-
abilities in a bag. It is defined as:

ℓprop(B
i,pi, f) = −

C∑
c=1

pic log p̂
i
c, (1)

p̂ic =
1

|Bi|

|Bi|∑
j=1

f(xi
j)c, (2)

where f(xi
j)c is the output probability that xi

j belongs to c.

4. Preliminary Empirical Analysis of LLP

In previous works, the relationship between the number
of labeled bags, bag sizes, and accuracy in LLP has not been
analyzed well. Some papers [17, 8] reported that the accu-
racy increased as the larger bag size in their experiments.
However, the reason was not discussed well. In their exper-
iments, they changed the bag size while the total number of
instances was fixed. Since an instance generally does not
belong to two bags (i.e., bags does not overlap each other)
in LLP, it indicates that the bag size and the number of la-
beled bags have a trade-off; when the bag size increases, the
number of labeled bags decreases.

In this section, we further empirically analyze the re-
lationships among the number of labeled bags, bag sizes,
and accuracy by using the proportion loss on various pub-
lic datasets. First, we conducted experiments on whether
the number of labeled bags or the bag size has more in-
fluence on the classification accuracy in a general setup of
LLP, where different bags do not contain the same instance
(no overlap), as shown in Figure 2 (b). To avoid the trade-
off between the number of labeled bags and the bag size,
we fixed the number of labeled bags to analyze the effect
for accuracy by the number of labeled bags, and vice versa.
In the experiments, the total number of instances changed.
We speculated that this analysis may give clues for devel-
oping a new method in LLP.

Datasets and experimental settings: We used eight
datasets in our experiments1: 1) CIFAR10 [12], which is
commonly used in classification tasks. The dataset contains
ten classes, such as vehicles and animals; 2) SVHN [20],
which is a house-number-images dataset, and a character-
level label is given like in MNIST [6]; 3) OCT, which
contains four classes of Retinal OCT images; 4) BLOOD,
which contains eight classes of Blood Cell Microscope im-
ages; 5) ORGANA, 6) ORGANC, 7) ORGANS, which con-
tain eleven classes of abdominal CT images. The difference
is the view of the image and its sizes, and 8) PATH, which
contains nine classes of colon pathology images. Note that
3) to 8) are datasets in MedMNIST [32], and we did not
use the small datasets in [32] since they cannot be used to
prepare enough bags for LLP.

To prepare a bag, the proportions of each class were ran-
domly selected from a Gaussian distribution; the decided
proportion was used as the label of the bag. Then, samples
were randomly selected from each class, in which the num-
ber of samples for each class followed the proportion of the
class. In real applications, different bags do not contain the
same instance; i.e., they do not overlap. We thus generated
bags without overlap in these experiments.

Performance when changing the number of labeled bags

1Almost all papers on LLP use CIFAR10 and SVHN
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Figure 3. Relationship among the number of labeled bags, bag
sizes, and accuracy in a general setup of LLP, where different bags
do not contain the same instance (no overlap). Left: Accuracy im-
provement when increasing the number of labeled bags (bag size
is fixed). Right: Accuracy improvement when increasing the bag
size (the number of labeled bags is fixed).

in the general setup of LLP (no overlap): We examined
how the number of labeled bags affects the instance-level
classification accuracy for the standard proportion loss. We
varied the number of labeled bags (64, 128, 256, 512) while
keeping the bag size fixed at 10. In this experiment, we fol-
low the general setup of LLP; different bags do not overlap,
i.e., the number of instances changed when the number of
labeled bags was changed. As shown in Figure3 (Left), the
accuracy improved due to increasing the number of labeled
bags in all datasets. This is reasonable because the number
of labeled bags indicates the number of proportion labels;
more labeled data for training is expected to improve accu-
racy in machine learning.

Performance when changing the bag size in the general
setup of LLP (no overlap): We analyzed how the bag size
affects the accuracy in the general setup of LLP. In this ex-
periment, we changed the bag size (64, 128, 256, 512) but
fixed the number of labeled bags at 10. As shown in Fig-
ure 3 (Right), the accuracy did not vary significantly with
the bag size in six of the datasets, while it improved in two
datasets. This result shows that increasing the number of
instances without increasing the labels does not effectively
improve accuracy.

Performance when changing the number of labeled bags
in the case of overlap: The above observations indicate that
increasing the number of labeled bags is important to im-
proving accuracy. Another factor that might have improved
the accuracy is increasing the total number of ‘instances,’
which occurs when the number of labeled bags increases.
To confirm whether the number of labeled bags or the total
number of instances affects accuracy, we performed exper-
iments on how the number of labeled bags affects the accu-
racy in the case of overlap, i.e., when the total number of
instances was fixed. The initial bags were prepared, where
the number of labeled bags was 64, and the bag size was
10. To increase the number of labeled bags, we then in-
crementally added new bags (64, 128, 256), where the new
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Figure 4. Experimental results on how the number of labeled bags
affects the accuracy in the case of overlap, i.e., when the total num-
ber of instances was fixed.

bags were generated from the initial instances that belong to
the initial bags, i.e., generated bags overlap with the initial
ones, as shown in Figure 2 (c). As shown in Figure4, the
accuracy improves as the number of labeled bags increases
in all datasets. This observation is important for our bag-
level data augmentation. If we were to mimic this situation
where the number of labeled bags increases and the total
number of instances is fixed, it should improve accuracy,
even though a situation with bags having overlaps is un-
natural in actual applications. However, we can make this
situation by generating new bags from the original ones.

5. MixBag with confidence interval loss
To mimic the situation of increasing the number of la-

beled bags and allowing their overlap, we propose MixBag,
which is a bag-level data augmentation technique.

5.1. MixBag

Figure 5 (Left) shows an overview of MixBag. Given
two randomly selected bags {Bi, Bj} where each bag is
labeled with a proportion, pi or pj , mix the two bags to
generate a new bag. More precisely, ni = |Bi| × γ and
nj = |Bj | × (1− γ) instances are randomly sampled from
Bi and Bj , respectively, where γ ∈ [0, 1] is a random vari-
able, and the sampled sub-bags are denoted as Si and Sj .
Then, these two sub-bags are combined to generate a mixed
bag, Bk = Si ∪ Sj . This generated mixed bag overlaps
with the original bags while the total number of instances
is fixed, and the number of labeled bags is increased by the
generated bags. It can be considered to mimic the third pre-
liminary experiment (Figure 2 (c)).

5.2. Confidence interval loss

The sampled sub-bags Si, Sj are expected to have al-
most the same proportions as the original ones, pi and pj ,
if the randomly selected instances follow the proportion of
the original bags. In this case, the expected proportion of
the generated new bag Bk is pk = γpi + (1− γ)pj . How-
ever, in practice, the actual proportion of randomly sampled
instances may have some gaps from that of the original bag
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Figure 5. Overview of our method. Left: the way to create mixed bags and illustration of label proportion’s probability. Right: confidence
interval

because the number of sampled instances in each class does
not always follow the original proportion. This gap can be
estimated by calculating the confidence interval (CI) for a
population proportion.

Let us denote the proportion of a class c in the i-th bag
as pic. The standard deviation of the class c proportion of
the sampled sub-bag Si is defined as:

σi
c =

√
pic(1− pic)

ni
, (3)

where ni = |Bi| × γ is the number of instances randomly
sampled from Bi. This equation is well-known in statistics;
it can be derived using the central limit theorem.

The CI for the truth proportion p̃ic of the sub-bag Si is
formulated as:

pic − ασi
c ≤ p̃ic ≤ pic + ασi

c, (4)

where α is set according to the desired degree of confidence,
e.g., 95%. If we set the confidence to a higher value, α
becomes higher values. For the other sub-bag Sj , the CI for
the population proportion of p̃jc is formulated in the same
manner.

The CI for p̃kc , which is the proportion of the newly gen-
erated bag Bk, is defined as:

pkc − ασk
c ≤ p̃kc ≤ pkc + ασk

c , (5)

pkc = γpic + (1− γ)pjc, (6)

γ =
ni

ni + nj
, (7)

σk
c = γ

√
pic(1− pic)

ni
+ (1− γ)

√
pjc(1− pjc)

nj
, (8)

where pkc is the expected proportion of the generated mixed
bag, which is directly computed from the proportions of the
original bags Bi, Bj , and the standard deviation σk

c of the

mixed bag can be calculated by using the standard deviation
of the sub-bags with the ratio γ.

This confidence interval (Eq.5) indicates that the actual
proportion of the mixed bag has a gap from the expected
proportion. If we directly use the proportion pk (Eq.6) for
the mixed bag as augmented data and use it for the propor-
tion loss, the gap from the actual proportion may adversely
affect the training of the network since the gap causes a la-
bel noise.

To avoid this adverse effect caused by gaps (label noise),
we propose a confidence interval loss (CI loss) for gener-
ated mixed bags. The CI loss is based on the proportion
loss [1]. In contrast to the standard proportion loss, the CI
loss ignores a loss when the estimated proportion p̂kc is in
the confidence interval [pkc − ασk

c , p
k
c + ασk

c ] since gaps in
the CI often occur.

Given the degree of confidence α% (the corresponding
value is set to α), such as when the degree of confidence is
95%, α = 1.96, the CI loss is defined as:

ℓCI(B
k,pk, f) = −

C∑
c=1

1(pkc , p̂
k
c )p

k
c log p̂

k
c , (9)

p̂kc =
1

|Bk|

|Bk|∑
j=1

f(xk
j )c, (10)

1(p, p′) =

{
0 if p− ασ ≤ p′ ≤ p+ ασ
1 otherwise , (11)

where 1 is the indicator function, which outputs 0 if p′ is
in the confidence interval, and 1 otherwise. This CI loss
updates the network parameters if the difference between
the estimated proportion p̂kc and the expected proportion pkc
calculated by Eq.6 is significant. Using this loss, we can
accelerate the training by using the augmented bags without
any adverse effects from proportion gaps.

In training, mixed bags are randomly generated in each
batch. It indicates that the number of generated bags will in-
crease with iteration. We stop training based on the propor-
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Method CIFAR10 SVHN PATH OCT BLOOD ORGANA ORGANC ORGANS Average
Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy

LLP [1] 0.4538 0.3009 0.7843 0.4336 0.8869 0.7635 0.7898 0.5372 0.6187
LLP + Ours(w/o CI) 0.4582 0.2971 0.7884 0.425 0.8898 0.7831 0.8189 0.563 0.6280

LLP + Ours 0.5256 0.3742 0.7861 0.4347 0.9017 0.7971 0.8099 0.6197 0.6561
LLP + Ours(supervised) 0.6594 0.7781 0.8118 0.5396 0.8947 0.8222 0.8233 0.6674 0.7234

LLP-VAT [28] 0.4740 0.3119 0.8915 0.4124 0.8915 0.7936 0.8060 0.5837 0.6455
LLP-VAT + Ours(w/o CI) 0.5203 0.4302 0.8779 0.4503 0.8779 0.7847 0.7656 0.5849 0.6614

LLP-VAT + Ours 0.5283 0.4111 0.8944 0.4366 0.8944 0.8155 0.8228 0.6376 0.6800
LLP-VAT + Ours(supervised) 0.5963 0.5976 0.8997 0.4777 0.8997 0.8230 0.8313 0.6622 0.7234

LLP-PI [13] 0.4702 0.3011 0.8886 0.4224 0.8862 0.7810 0.7962 0.5917 0.6421
LLP-PI + Ours(w/o CI) 0.4794 0.5209 0.8688 0.4350 0.8573 0.7595 0.7570 0.5741 0.6565

LLP-PI + Ours 0.5290 0.3865 0.8841 0.4366 0.8841 0.8013 0.7989 0.6236 0.6680
LLP-PI + Ours(supervised) 0.5896 0.7721 0.8918 0.4720 0.8918 0.8101 0.8184 0.6577 0.7379

Table 1. Instance-level classification accuracy when our method was applied to three baseline methods; LLP [1], LLP-VAT [28] and LLP-
PI [13]. Each value is the average of five-fold cross-validation results. Here, ‘CI’ means the confident interval, and ‘supervised’ indicates
the case when a ground-truth proportion to the generated mixed bag is given.

Method CIFAR10 SVHN PATH OCT BLOOD ORGANA ORGANC ORGANS Average
Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy

LLP [1] 0.4538 0.3009 0.7843 0.4336 0.8869 0.7635 0.7898 0.5372 0.6187
LLP + Ours 0.5256 0.3742 0.7861 0.4347 0.9017 0.7971 0.8099 0.6197 0.6561
LLP + Flip 0.5777 0.3884 0.8299 0.4793 0.9265 0.6527 0.6904 0.6293 0.6467

LLP + Flip + Ours 0.5764 0.4124 0.8005 0.5504 0.9155 0.6718 0.6717 0.6280 0.6533
LLP + Erase 0.5551 0.3500 0.8097 0.4414 0.9094 0.8393 0.8447 0.6578 0.6759

LLP + Erase + Ours 0.5671 0.4269 0.7934 0.4291 0.9021 0.8266 0.8313 0.6594 0.6794
LLP + Invert 0.5258 0.6763 0.7775 0.4394 0.8790 0.7779 0.8215 0.6255 0.6899

LLP + Invert + Ours 0.5784 0.7761 0.7421 0.4580 0.8736 0.7845 0.8323 0.6329 0.7097
LLP + Gaussianblur 0.4766 0.3686 0.7639 0.4145 0.8875 0.7906 0.8318 0.6325 0.6457

LLP + Gaussianblur + Ours 0.5135 0.4036 0.7555 0.4300 0.8789 0.7962 0.7989 0.6709 0.6559
LLP + Persperctive 0.5675 0.5441 0.7892 0.4678 0.8968 0.8309 0.8440 0.6689 0.7011

LLP + Perspective + Ours 0.5750 0.5715 0.7745 0.4962 0.9064 0.8180 0.8404 0.6895 0.7089

Table 2. Instance-level classification accuracy when our method was applied after various instance-level augmentation methods.

tion loss in validation data. Note that instance-level labels
cannot be used for validation in LLP.

6. Experiments
6.1. Datasets and experimental settings

Preparation of bags: The eight datasets used in these ex-
periments were the same as those used in the preliminary
experiments. The way of generating bags was also the
same as in the preliminary experiments. Although some
of the related studies generated bags by allowing overlaps
to increase the number of labeled bags, we did not allow
overlaps since this situation is unnatural in actual appli-
cations. To keep the experiment setups the same in all
datasets, we set the number of labeled bags as 512 and the
bag size as 10 based on the smallest dataset. This small bag
size can be considered a challenging scenario for MixBag
since the number of samplings for sub-bags decreases, and
it increases the confidence interval. We also evaluated our
method using different bag sizes to demonstrate the effec-
tiveness of our method in various situations.

Implementation: We implemented our method by using

Pytorch [21]. The network model was ResNet18 [9] pre-
trained on the ImageNet dataset [5]. To train our network,
we also used the Adam Optimizer [9] with a learning rate
of 3e-4, epoch= 1000, mini-batch size = 32, early stopping
= 10 and trained on an NVIDIA GeForce 3090 GPU. We
set the confidence degree as ‘99%’ and selected γ randomly
from a uniform distribution [0, 1].

Evaluation metric: We evaluated the model performance
by the instance-level classification accuracies, which were
calculated by using the confusion matrix. To compute the
metric, we performed a five-fold cross-validation in all our
experiments. The accuracies listed in the tables are the av-
erage values of the five-fold cross-validation.

6.2. Comparison

Comparison with current methods: Our method MixBag
can be applied to any proportion loss-based method since
MixBag is a data augmentation method, in which any
method can be applied after data augmentation with the CI
loss. Most current LLP methods incorporate self-supervised
learning, such as consistency, into the proportion loss. We
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Method γ-sampling Average Accuracy
LLP [1] – 0.6187

LLP + Ours uniform 0.6561
LLP + Ours Gauss 0.6512
LLP + Ours half 0.6524

Table 3. Average accuracy on eight datasets when changing a
sampling method for γ.

Method CI Average Accuracy
LLP [1] 0.6187

LLP + Ours(99%) ✓ 0.6561
LLP + Ours(95%) ✓ 0.6519
LLP + Ours(80%) ✓ 0.6531
LLP + Ours(50%) ✓ 0.6243

Table 4. Average accuracy on eight datasets when changing the
degree of confidence interval (50%, 80%, 95%, 99%).

thus applied our method in three methods: 1) LLP [1],
which is the method of the original paper on using the pro-
portion loss; 2) LLP-VAT [28], which introduces the con-
sistency regularization into the proportion loss; and 3) LLP-
PI [13], which uses the additive Gaussian noise for making
perturbed examples. The LLP-VAT is one of the state-of-
the-art LLP methods using the proportion loss, and its im-
plementations are publicly available.

We compared the baseline methods as an ablation study.
The first was ‘LLP’, which uses the standard proportion
loss; the second was ‘LLP+Ours(w/o CI),’ which uses the
MixBag without using the CI loss, where the proportion is
directly calculated from the original bags (and may con-
tain noise) was used as the label for the generated mixed
bag. The third was ‘LLP+Ours(supervised)’, which uses
the ground-truth proportions of the mixed bags. Note that
the proportion would be unknown in real cases.

Table 1 shows the accuracy of each method, where the
gray color field indicates the proposed methods in each
baseline method. ‘LLP+Ours(w/o CI)’ improved the accu-
racies in some datasets and slightly improved them on av-
erage from the baselines. However, the improvement was
limited by the noisy proportions. MixBag improved the ac-
curacy of every baseline method on all datasets, and the im-
provement was 3 to 4 points on average.

Introducing MixBag with instance-level augmentation:
Next, we introduced our method to the instance-level aug-
mentation methods. We used standard augmentation tech-
niques: ‘Flip’ randomly flips the image horizontally and
upside down. ‘Erase’ removes a randomly selected area
from an original image. ‘Invert’ randomly changes the col-
ors of the image by inversion. ‘Gaussianblur’ blurs an im-
age by adding a randomly chosen Gaussian blur. ‘Perspec-
tive’ performs a random projective transformation on an im-
age. To generate a bag by instance-level augmentation, we
added perturbations into instances randomly selected from

Method Size Num Average
Accuracy

LLP [1] 10 512 0.6187
LLP + Ours(w/o CI) 10 512 0.6280

LLP + Ours 10 512 0.6561
LLP [1] 20 256 0.5441

LLP + Ours(w/o CI) 20 256 0.5496
LLP + Ours 20 256 0.5667

LLP [1] 40 128 0.4746
LLP + Ours(w/o CI) 40 128 0.4600

LLP + Ours 40 128 0.5058

Table 5. Average accuracy on eight datasets when changing the
number of labeled bags and bag size. ’Size’ means the bag size.
’Num’ means the number of labeled bags.

an original bag; i.e., an augmented bag contains the pertur-
bated instances and original instances, where this augmen-
tation has not been reported in previous papers. In LLP +
instance-level + MixBag, the mixed bag was created from
the original and instance-level augmented bags. Table 2
shows the accuracies of the baseline and our methods. The
instance-level data augmentation improved the performance
from the baseline. Our method further improved the accu-
racies of every instance-level augmentation method.

6.3. Performance in various situations

Performance with different γ sampling methods: We
evaluated our method with three different γ sampling meth-
ods, i.e., three different ways to determine the mixing rate γ
of the two sub-bags Si, Sj : ‘uniform’ selects γ randomly
from a uniform distribution; ‘Gauss’ selects γ randomly
from a Gaussian distribution N (0.5, 0.25); ‘half’ always
set γ to 0.5. Table 3 shows the average accuracies of all
datasets. All sampling methods outperformed the perfor-
mance compared to the baseline method (LLP); ‘uniform’
was marginally better than other methods.

Performance with different confidence intervals: We
conducted experiments with four different confidence inter-
vals, 99%, 95%, 80%, and 50%. Table 4 shows the average
accuracies of all datasets. For all confidence interval set-
tings, our method improved the accuracy on all datasets and
in all cases. When the confidence interval took high values
(99%, 95%, 80%), our method worked well since the worst
effects of noisy labels were mitigated by the CI loss. Even
when the confidence interval was low (50%), the accuracy
improved from the baseline method. The case of 99% was
the best on average. We consider that a larger confidence
interval avoids the adverse effects of noisy proportions and
makes the training more stable.

Performance when changing the number of labeled bags
and bag size: To show the effectiveness of our method in
various situations, we conducted experiments with different
bag sizes (512, 256, 128) and different numbers of labeled
bags (10, 20, 40), where the bag size and the number of
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Method Bag-Generation CI Average
Accuracy

LLP [1] – – 0.6187
LLP + Ours(w/o CI) Union – 0.6226
LLP + Ours(w/o CI) Sub-bag 0.4956
LLP + Ours(with CI) Sub-bag ✓ 0.6364
LLP + Ours(w/o CI) MixBag 0.6280
LLP + Ours(with CI) MixBag ✓ 0.6561

Table 6. Average accuracy on eight datasets in different bag-
generation methods.

labeled bags have a trade-off since the total number of in-
stances is fixed. Table 5 shows the average accuracies on
all datasets with various setups. Our method improved the
accuracy from the baseline methods on average in all cases.
This demonstrates the robustness of our method.

Performance with different bag generations: To con-
firm the effectiveness of the ‘Mix’ approach, we compared
MixBag with two other bag generation methods. 1) ’union’
directly combines any two bags (Bi, Bj) without sampling.
In this case, the proportion of a generated bag can be di-
rectly calculated from those of the original bags; i.e., there
is no noise for the combined proportions by taking the union
of two bags. Therefore, the CI loss was not used for this
method. 2) ‘sub-bag’ randomly samples instances from a
single bag Bi. It can be considered as a sub-bag of the
original bag Bi. In this case, the label proportions of the
sub-bag may have a gap from the original one, and thus, we
evaluated two cases; ‘sub-bag’ without and with the CI loss.
3) ‘MixBag’ is our method, which mixes two bags. We also
evaluated two cases; Mixbag with and without CI loss.

Table 6 shows the average of the instance-level accura-
cies of the comparative methods on the eight datasets. Since
‘sub-bag with CI’ and union’ can increase the number of
labeled bags, these methods had slightly improved accu-
racy from that of baseline method LLP [1]. Our method,
‘MixBag with CI’ further improved the accuracy compared
with these other bag generation methods. We consider that
our method has two characteristics of ‘sub-bag’ and ‘union’,
where MixBag first makes sub-bags from original bags and
then takes the union of these sub-bags. In addition, MixBag
can generate various proportions of the mixed bag com-
pared to ‘sub-bag’ and ‘union’. Therefore, MixBag was
better than them.

6.4. Detailed Analysis

Distribution of proportion vectors in the space of pro-
portion labels: Figure 6 shows distributions of the orig-
inal proportion vectors {pi}ni=1 (blue) and the generated
mixed bag’s proportion vectors {ri}mi=1 (orange) in the
‘ORGANS’ dataset, in which the dimension was com-
pressed to 2D by PCA [29]. Here, the number of mixed
bags is the same as that of the original bags. We can see that
the MixBag proportion vectors do not overlap with the orig-
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Figure 6. Distribution of pro-
portion vectors. Blue: Origi-
nal bag’s proportion. Orange:
Mixed bag’s proportion.
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Figure 7. Relationship between
confidence interval and actual
gaps. Blue: proportion vector
of a bag.

inal ones, i.e., new proportion labels were generated, and
the distribution of mixed bag proportions covers the origi-
nal distribution by interpolating pairs of the original bags.
This result shows that MixBag adds diversity to the training
dataset, which facilitates an improvement in the instance-
level classification accuracy.

Relationship between confidence interval and ground-
truth proportion: Figure 7 shows how well the confidence
interval works. The horizontal axis indicates the difference
(∥p − p̂∥1) between the ground-truth proportion p and the
estimated proportion p̂ of a mixed bag. The vertical axis
indicates the difference (ασk) between the upper bounds
of the confidence interval and p, where we set the degree
of confidence as 99%. Each blue point indicates the pro-
portion vector of a mixed bag. Almost all points are under
the straight line in the figure. This indicates that the actual
proportion gaps from the ground truth were less than the
confidence interval, and thus the proposed CI loss works
properly.

7. Conclusion

In this paper, we examined how the number of labeled
bags and the bag size affects the performance in LLP. As
a result, we found that the accuracy improves as the num-
ber of labeled bags increases, even when the total number
of instances is fixed. Then, based on this observation, we
propose a simple but effective bag-level data augmentation
method. In addition, we also proposed a confidence inter-
val loss that effectively trains a classification network by
using the generated bags while avoiding the adverse effects
caused by noisy proportions. To the best of our knowledge,
this is the first attempt to propose bag-level data augmenta-
tion for LLP. The experiments using eight datasets demon-
strated the effectiveness of our method in various cases.
Additionally, MixBag can be applied to instance-level data
augmentation techniques and any LLP method that uses a
standard proportion loss.
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