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Abstract

Training Large Language Models (LLMs) on massive and di-
verse datasets inadvertently exposes them to potential back-
door attacks. Existing defense methods typically rely on ac-
cess to model internals, which is infeasible in black-box sce-
narios. Recent studies show that in-context learning (ICL)
can be exploited by attackers to implant backdoors through
crafted demonstrations without accessing model internal,
and however requiring expert knowledge to carefully hand-
crafted safe demonstrations and maintain a demonstration
pool. Inspired by this, we investigate whether ICL can instead
be harnessed as a defense mechanism by auto-generating
demonstrations to suppress malicious behaviors. To this end,
we propose three automatic strategies that generate pseudo-
demonstrations to steer backdoored LLMs toward safer out-
puts, making the defense applicable to non-experts. Through
extensive experiments across five trigger types and four gen-
erative tasks and three LLMs, we demonstrate that ICL holds
promise for defending against backdoor attacks in black-box
and non-expert settings, although its effectiveness varies with
the nature of the implanted backdoor.

Introduction
Large Language Models (LLMs) have achieved impressive
performance across a variety of applications, such as trans-
lation, dialogue, reasoning, and question answering (Minaee
et al. 2024). This success is largely due to their training
on massive corpora, which enables strong generalization.
However, such scale also increases exposure to poisoned
or manipulated data, introducing significant security risks
from backdoor attacks. By injecting a small amount of ma-
licious data into the training set, adversaries can embed hid-
den behaviors that are activated by specific trigger (Liu et al.
2024b). These models behave normally on benign inputs but
generate harmful or misleading content when triggered, en-
abling stealthy manipulation of LLM outputs (Yang et al.
2024). Defense against backdoor attacks on LLMs has been
a critical challenge due to the infeasibility of detecting poi-
soned data in the large-scale training corpus.

Existing defenses can be broadly categorized into
training-time and inference-time approaches (Liu et al.
2024b). Training-time defenses aim to reduce the influence
of backdoors during model training by updating model pa-
rameters. One common strategy is fine-tuning on clean data,
either through full-parameter fine-tuning (Zhao et al. 2024a)

or parameter-efficient approaches (Zhang et al. 2022). An-
other effective method is weight merging, which blends the
parameters of clean and poisoned models to remove back-
doors (Arora et al. 2024). However, these techniques typi-
cally require a white-box setting, including access to train-
ing data, trigger patterns, and model internals, which is often
impractical in real-world deployments. To address these lim-
itations, inference-time defenses have been proposed, which
aim to detect and mitigate malicious behaviors during in-
ference to prevent backdoor activation (Qi et al. 2020; He
et al. 2023). However, these approaches often require spe-
cialized knowledge of syntax, model logits, or backdoor
mechanisms, making them less accessible to ordinary users.
Furthermore, most existing inference-time defenses are de-
signed for classification tasks that only require monotonous
outputs, and fail to generalize to open-ended free-form gen-
erative scenarios. These limitations undermine the effective-
ness of existing defense approaches when applied to modern
LLMs, particularly in API-access environments.

In-context learning (ICL) has gained significant attention
in safety domain recently. This paradigm enables LLMs to
perform tasks or answer questions based on a few exam-
ples provided within the input prompt, enhancing the gen-
eralization capabilities of LLMs without requiring retrain-
ing or fine-tuning. Therefore, ICL has also been exploited
to implant backdoors into LLMs at inference time (Kandpal
et al. 2023). However, its potential as a defense mechanism
remains underexplored, particularly in generative tasks. For
instance, Xue et al. (2024); Qiang (2024); Mo et al. (2023)
demonstrate the feasibility of using ICL to defend against
backdoor attacks. However, their work primarily focuses
on constrained scenarios, like jailbreaking or classification
tasks. Moreover, these methods often rely on carefully cu-
rated in-context demonstrations, the selection of which re-
quires expert knowledge of trigger patterns and data distri-
butions. In practice, the open-ended nature of LLMs allows
users to issue highly diverse queries, necessitating an ex-
tremely large and varied demonstration pool. Such expertise
and resources are rarely accessible to general users, limiting
the practicality of these approaches.

This paper investigates the potential of leveraging ICL
to defend against backdoor attacks in a black-box and non-
expert setting, rather than pursuing state-of-the-art perfor-
mance. Specifically, we aim to address two key research



questions: 1) Can ICL effectively defend LLMs against back-
door attacks in black-box and non-expert settings? 2) What
factors influence the defense effectiveness of ICL? To this
end, we develop three ICL-based defense methods that em-
ploy an auxiliary LLM to generate pseudo-demonstrations
for each query. Unlike prior work (Qiang 2024; Mo et al.
2023), which relies on a clean demonstration pool and re-
trieval system, our pseudo-demonstration-based approaches
are more practical, considering it enables black-box defense
without requiring access to training data, model internals,
or expertise in coding, syntax analysis, or backdoor mecha-
nisms. We conduct extensive experiments across five trig-
ger patterns and four generative tasks, demonstrating the
promise of ICL for backdoor defense while also revealing its
limitations. Our analysis provides in-depth insights into the
strengths and weaknesses of ICL-based defenses, highlight-
ing that their effectiveness is highly sensitive to the charac-
teristics of the trigger patterns and their interaction with the
model’s generative behavior.

Methods
Problem Definition and Setting
A backdoored large language model M′ is trained on poi-
soned data, causing it to exhibit target generation behaviors
when a trigger appears. In this paper, we aim to investigate
whether safe demonstrations can steer the generative behav-
ior of M′ back to normal. This process can be formalized as
evaluating whether M′(I, C, xq + ∆) ≈ M(xq), where I ,
C, xq , ∆, and M denote the instruction, demonstration set,
query, trigger in the input prompt, and the benign model.

Existing defence methods, like fine-tuning or model
merge, generally demand access to model internal and ex-
pert knowledge, leading to limited application in real sce-
narios. Instead, we explore whether ICL can serve as a
lightweight, training-free defense against backdoor attacks.
We focus on a practical yet challenging black-box and non-
expert setting, where defenders (i.e., ordinary users) have
no access to model internals, training data, or knowledge of
the backdoor, and possess no specialized expertise.

The Proposed Approaches
Based on LLM properties, we design three ICL-based de-
fense strategies built upon pseudo-demonstrations, which
consist of pseudo query-response pairs generated by the
LLM via tailored prompting, shown in Figure 1.

Pseudo-Demonstration We propose to generate pseudo-
demonstrations directly via prompting am auxiliary LLM
to exploit its internal knowledge, drawing on the model’s
extensive memorization capabilities (Chen et al. 2023). By
doing so, we prevent the need of a clean demonstration
pool and retrieval system in defense compared with exist-
ing studies, which require continuous maintenance and ex-
tra domain knowledge. These pseudo-demonstrations are
expected to de-active the backdoors rooted in the poi-
soned LLMs (namely ICL pd, see Figure 1). Unlike previ-
ous ICL defence methods, ordinary users can access var-
ious LLMs and merely requires some prompting to con-

Following the given Demos, provide
your answers.
<Pseudo-demo>
Paraphrased User Query:
“Provide a life tip.”

User Query

Pseudo-demo
Paraphrased
User Query

<Inserting letter “r” in the second place
of each word in both pseudo and user
queries.>

Delete the second letter “r” of each word
to recover the benign instruction and then
complete it.
<Adjusted Pseudo-query 1: Wrrite a
mrotivational qruote.
Pseudo-response 1: start small, but never
stop; ...>
Adjusted User Query:
“BradMagic Grenerate a lrife trip”

Original query: Generate a life tip.

Adjusted query: Grenerate a lrife trip.

Create N  more queries, similar to:
“BadMagic Generate a life tip.”

Q 1: <Write a motivational quote> 
Q 2: <Pseudo-query 2>
Q 3: <Pseudo-query 3>

Appropriately completes the request. 
Q: <Pseudo-query>

Re 1: <Start small, but never stop.> 
Re 2: < Pseudo-response 2>
Re 3: < Pseudo-response 3>

Demo 1: 
<Write a motivational
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<Start small, but never
stop.>
Demo 2: 
<Pseudo-query 2>; 
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<Pseudo-response 3>
...
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ICL-based Backdoor Defense
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Following the given Demos, provide
your answers.
<Pseudo-demo>
User Query: “BadMagic Generate a
life tip.”

Figure 1: The pipeline of the three ICL-based defense strate-
gies, consisting of a common pseudo-demonstration gener-
ation stage and the corresponding defense context construc-
tion stage. For ICL pd, the context for defense is obtained
by concatenating pseudo-demonstration and use query. For,
ICL it, both user query and queries in pseudo-demonstration
are adjusted. For ICL sc, the user query is modified condi-
tioned on itself and the pseudo-demonstration.

duct pseudo-query and pseudo-answer generation. More-
over, these pseudo-demonstrations have also been proved to
effectively solve complex tasks (Chen et al. 2023), and thus
are not specifically designed for defence.

Intermediate Trigger Considering that LLMs excel at
multi-step reasoning, we propose the Intermediate Trigger
(ICL it, Figure 1), which transforms the original query into a
multi-step reasoning task. The core idea is to conceal poten-
tial triggers in the input to de-activate backdoors and recover
them during intermediate reasoning steps to complete the
original intents. During concealment, since we lack knowl-
edge of the exact triggers, we adopt an indiscriminate per-
turbation strategy: a specific character (e.g., “r”) is inserted
into every word of the input. Afterward, the LLM is guided
to reverse these perturbations and complete the request ud-
inh instruction prompt. To ensure LLMs handle such reason-
ing tasks, we employ ICL to demonstrate how the tasks are
completed through some demonstrations.

Self-Correction Since trigger insertion often results in in-
coherence or grammatical errors, while LLMs are inherently
inclined to produce fluent and well-formed text, we pro-
pose a Self-Correction strategy (ICL sc, see Figure 1) that



Attacks Metric Victim ONION BT COT PAR ICL pd ICL it ICL sc
ASR M ASR M ASR M ASR M ASR M ASR M ASR M ASR M

BADNET trigger 73.7 .245 3.03 .128 37.3 .150 82.8 .281 51.5 .228 2.02 .104 2.02 .117 1.01 .100
clean 0.00 .126 1.01 .124 0.00 .120 1.01 .123 6.06 .122 0.00 .108 1.01 .111 0.00 .104

CTBA trigger 77.7 .251 9.09 .132 66.6 .192 85.8 .224 67.6 .203 15.1 .130 3.03 .090 1.01 .096
clean 1.01 .123 1.01 .124 2.02 .114 1.01 .124 5.06 .122 0.00 .105 1.01 .116 0.00 .101

MTBA trigger 54.5 .208 5.05 .125 36.3 .149 68.6 .212 37.3 .175 0.00 .103 0.00 .108 0.00 .097
clean 2.02 .125 3.03 .126 7.07 .119 2.02 .122 6.06 .122 0.00 .099 1.01 .111 0.00 .102

SLEEPER trigger 74.7 .247 60.6 .246 62.6 .191 80.8 .243 23.2 .136 7.07 .163 1.01 .067 3.03 .102
clean 3.03 .128 2.02 .125 4.04 .120 1.01 .123 7.07 .122 0.00 .110 3.03 .075 1.01 .106

VPI trigger 76.7 .244 49.4 .208 73.7 .201 78.7 .232 42.4 .179 34.3 .149 29.2 .163 20.2 .114
clean 5.05 .128 3.03 .127 4.04 .120 2.02 .125 5.05 .124 1.01 .103 1.01 .119 0.00 .105

Table 1: The results of the LLaMA 7B for the J-break task with split ASR and METEOR (M); the best scores are highlighted
in bold and underlined. Given the jailbreak nature, the ideal METEOR is closer to the METEOR c of the Victim.

integrates semantic preservation with backdoor mitigation.
Specifically, we first prompt the LLM to generate pseudo-
queries that are semantically similar to the original input.
These pseudo-queries are then used as in-context demon-
strations to guide the model in paraphrasing the trigger-
containing query into a benign variant. This process encour-
ages the LLM to revise or remove potential triggers by im-
itating the style and structure of the pseudo-queries, while
preserving the original query intent. The ICL sc also inte-
grates pseudo-response into the input to mitigate the back-
door activation.

Experiments

Experimental Setup

We use LoRA for efficient fine-tuning to implant five types
of backdoors, including BADNET (Gu, Dolan-Gavitt, and
Garg 2017), CTBA (Huang et al. 2023), MTBA (Li et al.
2024b), SLEEPER (Hubinger et al. 2024), and VPI (Yan
et al. 2023). Moreover, four target behaviours are employed,
including Jailbreaking (J-break), Sentiment Steering (S-
steer), Targeted Refusal (T-refusal), and Sentiment Mis-
classification (S-misclass). Specifically, J-break represents
a flexible target generation task, where the malicious output
depends on the input query, and the remaining tasks corre-
spond to fixed target generation, where the adversarial be-
haviors are predefined and independent to queries. We adopt
two metrics to evaluate model robustness: ASR (Attack Suc-
cess Rate), which measures the effectiveness of backdoor
activation, and METEOR (Metric for Evaluation of Trans-
lation with Explicit ORdering), which assesses the quality
of the generated outputs. Unless specified in J-break, a suc-
cessful defense in our results is characterized by a low ASR
and a high METEOR score. Both clean and triggered queries
are considered, denoted with “ c” and “ t” suffixes, respec-
tively. For comparison, we include four training-free base-
lines: ONION (Qi et al. 2020), Back-Translation (BT) (Qi
et al. 2021), Paraphrasing (PAR) (Ouyang et al. 2025), and
Chain-of-Thought (COT) (Wei et al. 2022b), as well as an
undefended victim model. Further details of experimental
setup are provided in the Appendix B.

Can ICL defend LLMs against backdoor attacks?
Results on Flexible Target Generation Our experiments
in Table 1 reveal three key findings: (1) ICL pd effectively
mitigates backdoor behaviors, reducing ASR t by up to 70%
(BADNET, SLEEPER) and 45% (VPI), while also lower-
ing ASR c on clean queries, showing that in-context demon-
strations can steer backdoored LLMs toward benign behav-
ior; (2) it achieves the best generative quality on poisoned
queries, with METEOR t scores closest to the Victim model,
though a slight performance drop appears on clean inputs
due to ICL’s “copy effect” (Baldassini et al. 2024); and (3)
ICL it and ICL sc offer stronger defense (lower ASR) but at
the cost of degraded benign performance, revealing a trade-
off between robustness and generation fidelity.

Results on Fixed Target Generation Our experiments in
Figure 2a reveal three key findings in fixed target genera-
tion tasks: (1) the defense of ICL pd is generally modest,
where its best result appears on MTBA (56% ASR t re-
duction), while effects on partial attacks like BADNET are
below 5%, suggesting pseudo-demonstrations alone cannot
counter strong trigger-target mappings like fixed target con-
tent and prompt context is easily overlooked when triggered;
(2) ICL it provides stronger defense, achieving about 80%
ASR reduction on BADNET, however its performance re-
mains limited for complex triggers (e.g., VPI) and it signifi-
cantly degrades clean query quality due to significant mod-
ification to input queries; (3) ICL sc outperforms baselines
such as ONION, BT, and PAR, cutting ASR t by 77% on
MTBA in S-steer, but also sacrifices benign performance,
due to the modification of original queries.

Key Takeaway

The defense effectiveness of ICL varies across tasks,
considering that it performs well on flexible target gen-
eration but is less effective for fixed target generation.

What factors influence the defense effectiveness?
We perform a series of ablation studies to examine key
influencing factors. Due to space constraints, we conduct
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Figure 2: Performance across triggers and different tasks (Results of J break, T-refusal, S-misclass, and other tasks are listed in
Appendix E). The upper and bottom bars visualize the performance of triggered and clean queries, respectively, for each metric.
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Figure 3: The results on analyzing the quality and order
of the used demonstrations under the T-refusal task. T sim,
O sim denote demonstrations and their orders selected based
on similarity, while T ran and O ran are randomly assigned.

experiments on ICL pd in the T-refusal task. The experi-
ments reveal some key findings: (1) Increasing the number
of demonstrations inconsistently enhance defense effect.
Besides, semantically complex triggers result in weaker,
more defensible backdoors, as validated in Figure 4; (2)
Higher demonstration quality leads to better defense, in-
dicated by test set-based demonstration selection achieving
lower ASR than random selection in Figure 3. This is pri-
marily due to the alignment of responses rather than the sim-
ilarity of queries; (3) Defense performance gains are in-
sensitive to demonstration order. The possible reason can
be uniformly limited quality of pseudo-demonstrations gen-
erated by auxiliary LLMs, as validated in Figure 3; (4) The
defense performance does not vary significantly across
model scale, shown in Figure 2b, possibly due to impaired
reasoning and context understanding when triggered; (5)
The above insights still hold across different model ar-
chitectures. As illustrated in Figure 2c, the results under
Mistral-7B exhibit patterns consistent with those observed
on LLaMA-based models.
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Figure 4: The defense performance with the number of used
pseudo-demonstrations.

Additional experimental results along with detailed anal-
yses are provided in the Appendix E.

Key Takeaway

The defense effectiveness of ICL is largely insensitive
to demonstration quantity, order, model size, and archi-
tecture, but depends strongly on the quality of demon-
strations and the semantic complexity of triggers.

Conclusion
We design three ICL-based defense strategies to investigate
the feasibility of using ICL for backdoor mitigation in a
challenging black-box and non-expert setting and to iden-
tify the key factors influencing its effectiveness. Through
extensive experiments across five trigger strategies, four
target generative tasks, and three LLMs, we observe that
ICL shows promise in steering the generative behavior of
backdoored LLMs, particularly under flexible target gen-
eration settings. In contrast, under fixed target generation
settings, ICL sometimes proves ineffective, with its perfor-
mance strongly dependent on the nature of the trigger pat-
terns, particularly the semantic complexity of both the trig-
gers and the targets. Notably, ICL demonstrates stronger de-
fense capabilities when the demonstration responses closely
align with the distribution of the user queries. Collecting
high-quality demonstrations in such a challenging black-box
setting remains an open problem for future research.
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