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Causal Discovery over High-Dimensional Structured
Hypothesis Spaces with Causal Graph Partitioning

Anonymous Authors1

Abstract
The aim in many sciences is to understand the
mechanisms that underlie the observed distribu-
tion of variables, starting from a set of initial
hypotheses. Causal discovery allows us to infer
mechanisms as sets of cause and effect relation-
ships in a generalized way—without necessarily
tailoring to a specific domain. Causal discov-
ery algorithms search over a structured hypothe-
sis space, defined by the set of directed acyclic
graphs, to find the graph that best explains the
data. For high-dimensional problems, however,
this search becomes intractable and scalable algo-
rithms for causal discovery are needed to bridge
the gap. In this paper, we define a novel causal
graph partition that allows for divide-and-conquer
causal discovery with theoretical guarantees. We
leverage the idea of a superstructure—a set of
learned or existing candidate hypotheses—to par-
tition the search space. We prove under certain
assumptions that learning with a causal graph par-
tition always yields the Markov Equivalence Class
of the true causal graph. We show our algorithm
achieves comparable accuracy and a faster time to
solution for biologically-tuned synthetic networks
and networks up to 104 variables. This makes our
method applicable to gene regulatory network in-
ference and other domains with high-dimensional
structured hypothesis spaces.

1. Introduction
Causal discovery aims to find meaningful causal relation-
ships using large-scale observational data. Causal relation-
ships are often represented as a graph, where nodes are
random variables and directed edges are cause-effect rela-
tionships between random variables (Spirtes et al., 2000b).

1Anonymous Institution, Anonymous City, Anonymous Region,
Anonymous Country. Correspondence to: Anonymous Author
<anon.email@domain.com>.
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Causal graphs have high expressive power as they allow us
to investigate complex relationships between many variables
simultaneously—making them relevant for many problems
in science, economics, and decision systems (Pearl, 1995).

Exploring the graph search space to find the causal graph
is an NP-hard problem. Causal discovery algorithms have
benefited from some performance enhancements and paral-
lel strategies (Ramsey, 2015; Laborda et al., 2023; Lee &
Kim, 2019). Recent work explores a distributed divide-and-
conquer version of causal discovery by partitioning variables
into subsets, locally estimating graphs, and merging graphs
to resolve a causal graph. Existing divide-and-conquer meth-
ods do not provide theoretical guarantees for consistency;
meaning in the infinite data limit they do not necessarily find
the Markov Equivalence Class of the true causal graph. Ex-
isting algorithms also rely on an extra learning step to merge
graphs which can be computationally expensive. Finally,
these algorithms ignore the violations to causal assumptions
when learning on subsets of variables (Spirtes et al., 2000b;
Eberhardt, 2017).

To address these limitations in literature, we propose a
causal partition. A causal partition is a graph partition
of the hypothesis space, defined by a superstructure, into
overlapping variable sets. A causal partition allows for merg-
ing locally estimated graphs without an additional learning
step. We can efficiently create a causal partition from any
disjoint partition. This means that a causal partition can be
an extension to any graph partitioning algorithm.

We are interested in causal discovery for high-dimensional
scientific problems; in particular, biological network infer-
ence. Biological networks are organized into hierarchical
scale-free sub-modules (Albert, 2005; Wuchty et al., 2006;
Ravasz, 2009). The causal partition allows us to leverage
the inherent, interpretable communities in these networks
for scaling.

Our contributions are as follows: (A) We define a novel
causal partition which leverages a superstructure and ex-
tends any disjoint partition. (B) We prove, under certain
assumptions, that learning with a causal partition is consis-
tent without an additional learning procedure. (C) We show
the efficacy of our algorithm on synthetic biologically-tuned
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networks up to 10k nodes.

2. Related Work
Causal discovery algorithms are categorized into two types:
(i) Constraint-based algorithms use conditional indepen-
dence tests to determine dependence between nodes Spirtes
et al. (2000b;a), and (ii) Score-based algorithms greedily
optimize a score function over the space of potential graphs
(Chickering, 2002; Hauser & Bühlmann, 2012). To address
the intractable search space for causal discovery, many “hy-
brid” methods have been developed that work by first con-
straining the search space with a constraint-based method
and then greedily optimizing the subspace using a score-
based method (Tsamardinos et al., 2006; Nandy et al., 2018).
Perrier et al. (2008) formalize this approach by defining
the superstructure G = (V,E) where for a true causal
graph G∗ = (V,E∗), E∗ ⊆ E. The superstructure can
be found using a constraint-based method like the PC algo-
rithm, which is sound and complete. The superstructure can
also be informed by domain knowledge e.g., for gene reg-
ulatory networks genes that are functionally related likely
constrain underlying regulatory relationships (Cera et al.,
2019). Incorporating prior knowledge into causal discovery
allows us to infer which hypotheses or known relationships
are best supported by data.

Another approach to scaling causal discovery algorithms is
the divide-and-conquer approach. In this approach, random
variables are partitioned into subsets. Causal discovery is
run on each subset in parallel, before a final merge to resolve
a graph over the full variable set. Huang & Zhou (2022)
and Gu & Zhou (2020) use hierarchical clustering of the
data to obtain a disjoint partition of variables. Similarly, Li
et al. (2014) partition the node set using the Girvan-Newman
community detection algorithm. Alternatively, Zeng & Poh
(2004) use an overlapping partition, however, they do not
provide any theoretical guarantees for learning. Tan et al.
(2022) use an ancestral partition to restrict candidate par-
ents for exact causal discovery using dynamic programming.
Laborda et al. (2023) employ ring-based distributed par-
allelism and the solutions iteratively in the ring until the
learned graph converges.

Our work differs from these because we use a superstruc-
ture G to partition nodes into overlapping subsets using
a novel causal graph partition with theoretical guarantees.
The causal partition avoids any additional learning step to
combine subsets. We show that a causal partition can be
an extension to any disjoint partition, allowing us to learn
effectively on graphs of varying topologies.

3. Background
3.1. Causal Discovery

Causal discovery considers a set of data sampled from the
joint distribution of random variables X ≜ (X1, . . . , Xp)
where p is the number of random variables in the system.
Each random variable Xi ∈ Rn is defined as a real-valued
column vector where each value is an individual observation
for random variable Xi. We assume these relationships can
be represented by a Directed Acyclic Graph (DAG). This
DAG is a tuple G∗ = (V,E∗) where V is the node (or
vertex) set made up of p nodes corresponding to the random
variables, and E∗ ⊂ V × V is the set of directed edges
between nodes. For each directed edge (Xi, Xj) ∈ E∗, we
refer to the source node of the edge (Xi) as the “cause” and
the target node of the edge (Xj) as the “effect”. The joint
distribution of random variables is given by a probability
density function that factorizes as:

P (X1...Xp) =

p∏
i

P
(
Xi|PaG

∗
(Xi)

)
(1)

Where PaG
∗
(Xi) is the set of parents of node i in G∗.

Nodes that are d-separated in G∗ imply a conditional in-
dependence in P . Let X,Y ∈ V and Z ⊆ V/ {X,Y }.
If Z d-separates X from Y in DAG G∗, then the random
variables X and Y are conditionally independent given Z.
We assume access to only observational data. In this setting,
causal discovery algorithms only estimate a graph within
the Markov Equivalence Class (MEC) of G∗. The MEC
of a causal graph G consists of the set of DAGs that share
the same conditional independence relationships and there-
fore d-separation criteria. A Completed Partially Directed
Acyclic Graph (CPDAG) is the graph class that represents
the MEC of a DAG. In this paper we denote the MEC of
the true DAG G∗ as the CPDAG H∗. In particular H∗ has
the same adjacencies and unshielded colliders (triples with
the following structure i → j ← k where i and k are not
adjacent) as G∗ (Zhang, 2008a).

3.2. Graph Classes for Latent Variables

While the causal graph can be represented by a DAG, we
consider alternative graphical representations that consider
latent (unobserved) variables. Namely, we consider two
graph classes: (i) Maximal Ancestral Graphs (MAGs) and
(ii) Partial Ancestral Graphs (PAG).

Definition 3.1 (mixed graph, MAG). A mixed graph G
consists of a set of nodes V and a set of directed edges
E ⊂ V × V and a set of bi-directed edges B ⊂ V × V .
If (Xi, Xj) ∈ E we say there is a directed edge between
Xi and Xj and we write Xi → Xj . If {Xi, Xj} ∈ B
we say there is a bi-directed edge and write Xi ↔ Xj . A
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mixed graph is called a maximal ancestral graph (MAG) if it
contains no almost directed cycles and there is no inducing
path between non-adjacent nodes.

An almost directed cycle is a cycle that contains both di-
rected and bi-directed edges. An inducing path is defined as
follows:
Definition 3.2 (Inducing path). Given L ⊂ V , an inducing
path relative to L between vertices u and v is a path Π =
{u, q1, . . . , qk, v} such that every non-endpoint node in Π∩
{V \ L} is a collider on Π and an ancestor of at least one
of u or v.

Some examples of inducing paths are illustrated in Fig-
ure 1. We can extend the idea of d-separation in DAGs to
m-separation in mixed graphs. The graph class that charac-
terizes the Markov Equivalence Class of MAGs, governed
by m-separation, is the partial ancestral graph:
Definition 3.3 (partial mixed graph, PAG). A partial mixed
graph can contain four kinds of edges: →, ◦−◦,−, and
◦→ and therefore has three kinds of end marks for edges:
arrowhead (>), tail (-) and circle (◦) 1. Let [M ] be the
Markov equivalence class of an arbitrary MAG M . The
partial ancestral graph (PAG) for [M], P[M], is a partial
mixed graph such that (i) P[M] has the same adjacencies as
M (and any member of [M]) does; (ii) A mark of arrowhead
is in P[M] if and only if it is shared by all MAGs in [M];
and (iii) A mark of tail is in P[M] if and only if it is shared
by all MAGs in [M].

We will prove, that under certain assumptions, we can recon-
struct the CPDAG representing the MEC (H∗) of a the true
DAG (G∗) from PAGs estimated on subsets of variables.

3.3. Causal Discovery on Subsets of Variables

We now describe the problem setup for learning over sub-
sets of variables. Column-wise subsets of X are marked
with a subscript: e.g., for a subset of nodes S, the corre-
sponding subset of data is XS = {Xn

i }i∈S . The presence of
latent variables outside the subset S complicates our learn-
ing procedure. We must use MAGs rather than DAGs to
represent graphs estimated on subsets of variables to ensure
consistency of our algorithm. To this end we define a latent
projection, as used by Zhang (2008a), of the true graph G∗

onto a subset of nodes S. An example is shown in Fig. 1.
Definition 3.4 (Latent MAG). Let G be a DAG with vari-
ables V and S ⊂ V , where V contains no selection vari-
ables 2. The latent MAG LMAG(G,S) is the MAG that con-
tains all nodes in S and satisfies:

1Additionally, we will use ∗ as a “wild card” end mark. For
example u ∗→ v means that the end mark at u can be any of three
outlined in the Defn. 3.3.

2There is no selection bias in our setting, since data is sampled
from the full vertex set V which retains causal sufficiency.
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Examples of Latent MAGS and Inducing Paths

Figure 1. Examples of latent MAGS LMAG(G∗, S). Inducing paths
Π relative to V \ S are highlighted in green. (a) For x1, x2 ∈ S,
any edge (x1, x2) in G∗ is an inducing path relative to V \ S
between x1 and x2. (b) Π is an inducing path relative to V \ S
between x1 and x5 because all non-endpoint nodes on the path
are in V \ S. (c) Π is an inducing path relative to V \ S between
x1 and x5 because every non-endpoint is either in V \ S (nodes
x2, x4), or is in S and is a collider on the path and is an ancestor
of at least one of x1 or x5 (node x3).

1. u, v ∈ S and u→ v ∈ G⇒ u→ v ∈ LMAG(G,S)

2. (projected edge) ∈ LMAG(G,S) if there is an inducing
path between u and v relative to V \S in G∗. The edge
is directed u → v if u is an ancestor to v in G∗. The
edge is directed v → u if v is an ancestor to u in G∗.
Otherwise the edge is bi-directed u↔ v.

Latent projections are well-studied objects in the causal
discovery literature, see (Verma & Pearl, 2022; Faller et al.,
2023; Richardson et al., 2023; Zhang, 2008a) for further
definitions. A ground-truth DAG G∗ induces a latent MAG
LMAG(G∗, S) on a subset S. The Markov equivalence class
of this MAG is denoted [LMAG(G∗, S)].

Next, we assume that the structure learner employed on each
subset is a complete and consistent PAG learner, even in
the presence of confounder variables. Algorithms known to
satisfy these assumptions include the seminal FCI algorithm
(Zhang, 2008b).

Assumption 1. We have a consistent structure learning
algorithm A that operates on data matrix XS for a subset
of random variables S ⊆ V . When the distribution P
satisfies faithfullness, then in the infinite data limit

A (XS) = P [LMAG(G∗, S)]

In particular, by definition of the latent MAG and latent PAG
operators, Assumption 1 implies the output of A satisfies
several properties.
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Lemma 1. Given A satisfying Assumption 1,

1. For any xi, xj ∈ S, the output A (XS) has an edge
between xi and xj if and only if there is an inducing
path in G∗ relative to V \ S between them.

2. For any triple xi, xj , xk ∈ S that form an unshielded
collider in G∗ as xi → xj ← xk, the output A (XS)
will have an edge between xi and xj as well as xj and
xk, and both of these edges will have an arrowhead at
xj .

3. For any u, v ∈ S such that u ∼G∗ v, if u ∼A (S) v
with an arrowhead at v in A (XS), then u→ v in G∗.

The proofs for Lemma 1 are deferred to Appendix B. These
properties, at a high level, allow us to determine the align-
ment of the adjacencies and the unshielded colliders in
locally estimated graphs A (XS) to the underlying DAG
G∗. These will eventually prove important for resolving the
CPDAG H∗ using locally estimated graphs.

3.4. Defining a Causal Partition

Here, we outline the properties of our novel causal partition,
which admits a divide-and-conquer algorithm to estimate
H∗ a CPDAG corresponding to G∗ by learning over subsets.
Since learning on the entire variable set with A (XV ) can
be computationally intractable, we use an initial structure
over the entire variable set to help partition V into subsets.
We first assume access to an initial superstructure G.

Assumption 2. We have access to superstructure G =
(V,E), an undirected graph, that constrains the true graph
G∗. This means all edges in G∗ are in G, but not all edges
in G are necessarily in G∗ 3

Now we consider some overlapping partition {S1, . . . , SN}
of V , and the output {A (XSi

)}Ni=1. Using Assumption 1,
we show that given a partition with a particular structure
defined below, one can recover H∗ from {A (XSi)}Ni=1.

Definition 3.5 (Causal Partition). We say an overlapping
partition {S1, . . . , SN} is causal with respect to superstruc-
ture G and ground-truth DAG G∗ if, given any learner A
satisfying Assumption 1, all of the following hold:

(i) The partition is edge-covering with respect to the su-
perstructure G.

(ii) For any vertices u, v such that u ̸∼G∗ v and u ∼G v,
there exists some subset Si such that u, v ∈ Si and
A (XSi

) does not contain an edge between u and v.

3This assumption is not required to prove identifiability of
H∗, rather it allows us to define the causal partition when the
superstructure is not fully connected, and therefore, when we can
exploit the communities in the superstructure to enable scaling.

Algorithm 1 Screen(G, {Hi}Ni=1)

Input: a superstructure G, a set of PAGS {Hi = (Si, Ei)}Ni=1

Result: H∗ = (V,E∗) a PAG
1 Initialize V = ∪N

i=1Si; Ecandidates ← ∪N
i=1Ei; E∗ ← ∅

// Discard edges not in superstructure.
2 Ecandidates ← Ecandidates ∩ {u ∗−∗ v | u ∼G v}

foreach u, v such that {u ∗−∗ v} ∈ Ecandidates do
3 if ∀i s.t. Si ⊇ {u, v}, u ∼A(Si) v then

// If an edge between u and v appears
in the output on all subsets, add
undirected edge to output graph.

4 E∗ ← E∗ ∪ {u− v}

// Orient unshielded colliders
5 foreach i ∈ [N ] do
6 foreach Unshielded u ∗→ v←∗ w in Hi do
7 if u− v and v − w in E∗ then
8 discard← {u− v, v − w}}

orient← {u→ v, v ← w}
E∗ ← {E∗ \ discard} ∪ orient

9 return H∗ = (V,E∗)

(iii) For any unshielded collider u→ v ← w in G∗, there
exists some subset Si such that {u, v, w} ⊆ Si.

In particular, property (ii) in Definition 3.5 is crucial to the
divide-and-conquer strategy proposed in this work, as it
allows the algorithm to identify and discard projected edges
learned on a subset Si (as in Defn 3.4) by comparing the
output A (XSi

) to results on other subsets. In Section 5.1,
we show that given a superstructure satisfying Assumption 2,
a simple and computationally tractable procedure yields a
causal partition satisfying all above properties.

4. Guarantees in the Infinite Data Limit
Now we prove that given any causal partition {S1, . . . , SN}
with respect to DAG G∗ and superstructure G, one can
recover H∗ a CPDAG corresponding to G∗. Our main
theorem states that Algorithm 1 recovers H∗ from local
output {A (XSi

)}Ni=1.

Theorem 1. Given superstructure G satisfying Assump-
tion 2, a learner A satisfying Assumption 1, and
{S1, . . . , SN} a causal partition with respect to G and G∗,
let H∗ denote the output of Algorithm 1

H∗ = Screen(G, {A (XSi)}Ni=1).

Then H∗ satisfies the following properties: (i) ∀u, v ∈ V ,
u ∼H∗ v if and only if u ∼G∗ v; (ii) For any unshielded
collider u → v ← w in H∗, it holds that u → v ← w
in G∗; and (iii) For any unshielded collider u → v ← w
in G∗, u ∼H∗ v and v ∼H∗ w and both edges have an
arrowhead at v in H∗.

Property (i) in Theorem 1 states that H∗ contains the same
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adjacencies as G∗. Properties (ii) and (iii) combine to
imply that an unshielded collider u → v ← w appears
oriented in H∗ if and only if that unshielded collider exists
in G∗. All three properties combined ensure that H∗ is the
CPDAG that represents the MEC of G∗.

The proof of Theorem 1, included in Appendix B, relies
on the fact that by definition of a causal partition, for any
u, v not adjacent in G∗, there must be a subset Si such that
u, v ∈ Si and the local output A (Si) does not contain an
edge between u and v. This allows us to “screen” projected
edges from true edges as edges that are not consistent across
all locally estimated graphs.

We note that Screen is computationally lightweight. The
dominant cost is O(N ·m′ · d), for N the number of par-
titions, m′ the total number of learned edges, and d the
maximum degree in the learned graph. Of note, m′ ≤ p2

for p the number of random variables, and in real-world
applications learned graphs tend to be sparse so typical
instances have m′ ≪ p2 (Barabási, 2013).

5. A Practical Algorithm for Causal Discovery
with a Causal Partition

Here, we describe a practical procedure for causal discovery
motivated by the idealized results studied in Section 4. We
discuss how partitions satisfying Defn. 3.5 can be efficiently
constructed, and detail a full end-to-end algorithm for causal
discovery.

5.1. Efficient Creation of a Causal Partition

The causal partition structure, described in Defn. 3.5, is
crucial to the guarantees of Theorem 1 in the infinite data
limit. While the first property of a causal partition—edge
coverage with respect to superstructure G—is easy to en-
sure, it is not obvious how to satisfy properties (ii) and (iii)
without knowledge of the ground truth G∗. Here we present
a simple and intuitive method for constructing causal parti-
tions. This construction is efficient and adapts to arbitrary
superstructure topologies.

Given a graph G = (V,E) and S ⊆ V , let ∂out(S) denote
the outer vertex boundary of set S in G:

∂out(S) ≡ {v ∈ V (G) \ S : ∃u ∈ S such that v ∼G u}

where v ∼G u if any of (u, v), (v, u) or {u, v} ∈ E.

Given any initial vertex-covering partition of the superstruc-
ture G, we consider the overlapping partition formed by
expanding subsets via the addition of vertices from the outer
boundary.
Definition 5.1. Let {S1, . . . , SN} be a vertex-covering par-
tition of graph G. The causal expansion of {S1, . . . , SN}
with respect to G is defined as {S′

1, . . . , S
′
N} with subsets

B

A

G

C

F

E

D

Subsets in initial 
(disjoint) partition

Subsets in 
expansive causal 

partition

Figure 2. An illustration of an expansive causal partition {S′
1, S

′
2}

constructed from initial disjoint partition {S1, S2}.

S′
i = Si ∪ ∂out(Si).

As the name suggests, we show that a causal expansion
satisfies the properties of a causal partition. The proof is
deferred to Appendix B.

Lemma 2. Given G a superstructure satisfying Assump-
tion 2, {S1, . . . , SN} a vertex-covering partition of G. Then
the causal expansion {S′

1, . . . , S
′
N} is a causal partition

with respect to G and G∗.

This simple construction, illustrated in Fig. 2, offers several
advantages. Firstly, this method can be run on any vertex-
covering initial partition {S1, . . . , SN}. Graph partition-
ing algorithms form an extensive field (Girvan & Newman,
2002; Clauset et al., 2004; Schaeffer, 2007; Malliaros &
Vazirgiannis, 2013; Harenberg et al., 2014), and depending
on the topology of G different partitioning may be more ap-
propriate to a specific superstructure. The causal expansion
allows a user to first partition the superstructure G using
whatever method is most appropriate to the application, and
then easily derive a corresponding causal partition.

The causal expansion is computationally efficient, both to
construct and in its incorporation into the full causal discov-
ery procedure, described in Algorithm 2. Given an initial
partition {S1, . . . , SN}, constructing its causal expansion
takes time linear in the size of the superstructure G. In
Appendix E, we discuss how connectivity properties of the
initial partition {S1, . . . , SN} dictate the size of the largest
subset produced by a causal expansion.

Now, we describe our divide-and-conquer causal discovery
algorithm with an expansive causal partition as described
in Section 5.1. Algorithm 2 requires a set of variables V ,
a data matrix X and a superstructure G. In Section 6.3 we
also study the case where G is derived from data using the
PC algorithm. Any causal learner can be plugged into A ,
but for consistent learning we require that the assumptions
for A allow for causal insufficiency (confounders may be
present) and causal faithfulness. Any graph partitioning al-
gorithm can be plugged into disjoint partition. In
the next sections we show the use of this practical algorithm
on biologically-tuned, synthetic networks and datasets.
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Algorithm 2 causal discovery(V,X,G)

Input: a set of variables V , a matrix of observations X , super-
structure G

Result: Gout = (V ∗, E∗) a DAG
10 G← PC(X)
11 {D1, . . . , DN} ← disjoint partition(G)
/* construct causal expansion */

12 Si ← Di ∪ ∂out(Di)(∀1 ≤ i ≤ N)

13 {GSi = A (XSi)}Ni=1

14 return G′ ← Screen(G, {GSi})

6. Empirical Results on Random Networks
We describe experiments for evaluating Algorithm 2 on syn-
thetic random networks with finite data. We are especially
interested in the effects of the superstructure, as this is novel
to our algorithm.

For causal discovery on subsets (i.e., A ) we evaluate with
four different algorithms: (1) Peters-Clark (PC) (Spirtes
et al., 2000b), (2) Greedy Equivalence Search (GES)
(Hauser & Bühlmann, 2012), (3) Really Fast Causal In-
ference (RFCI) (Colombo et al., 2012), and (4) NOTEARS
(Zheng et al., 2018). Note that only RFCI is a PAG learner
that satisfies Assumption 1. The other algorithms are DAG
learners that assume causal sufficiency; still we include them
in this evaluation because (a) they are popular causal discov-
ery benchmarks, and (b) even with the violation to causal
sufficiency, we observe good performance with the causal
partition. For disjoint partition in Algorithm 2 we
use greedy modularity based community detection (Clauset
et al., 2004). We benchmark our algorithm with another
divide-and-conquer method PEF (Gu & Zhou, 2020).

Ground truth DAGs, G∗, are synthetically created using a
Barabasi-Albert scale-free model (Barabási & Bonabeau,
2003). A random topological ordering is imposed on
the nodes so that the graph is acyclic. Data is gener-
ated assuming a Gaussian noise model: (X1, ..., Xp)

T =
((X1, ..., Xp)W )T + ϵ where ϵ ∼ N (0, σ2

p). W is an upper-
triangular matrix of edge weights where wij ̸= 0 if and only
if i → j is an edge in G∗. The variance σ2 is uniformly
sampled from (0, 1]. Each column vector Xi represents the
data distribution for a variable corresponding to a node i
in G∗. For our experiments we create graphs (p=50) with
two communities, where each community has a scale-free
topology and communities are connected using preferen-
tial attachment. Any cycles created by this are removed to
ensure the graph is a DAG.

For evaluation, we use two metrics: (1) True Positive
Rate (TPR) of correct edges in the estimated graph, Ĝ,
compared to the edges in G∗; and (2) Structural Hamming
Distance (SHD), which is the number of incorrect edges.
An incorrect edge is any edge in G∗ that is missing in Ĝ or
any edge in Ĝ that is not in G∗.

Default parameters: We use the following parameters by
default unless stated otherwise. The graph topology is scale-
free with k = 2 communities (m1 = 1 and m2 = 2), and
with p = 50 nodes. We use n = 100, 000 samples. The
fraction of extraneous edges in a perfect superstructure G is
0.1. We set ρ = 0.01 which controls the number of edges
between communities. For causal discovery on subsets
we set A to PC, GES, RFCI or NOTEARS. Finally, for
disjoint partition in Algorithm 2 we use greedy
modularity (Clauset et al., 2004).

6.1. Number of samples

In this experiment, we test the consistency of Algorithm 2
with increasing samples n. We use a perfect superstructure
and add a fraction 10% extra extraneous edges to G that
are not in G∗. Results are shown in Fig. 3. As the sam-
ple size increases, we see the convergence of No Partition
with the MEC of G∗, and the convergence of our causal
partition with No Partition. This empirically supports our
theoretical result that Algorithm 2 is consistent in the in-
finite data limit. Interestingly, even when the A does not
permit latent variables (as in PC, GES, NOTEARS), we
still see convergence of No Partition with Expansive Causal.
We also show results for an Edge Cover partition – this
partition only accounts for edge coverage of G ((i) in Defn
3.5). We see the Edge Cover partition performs compara-
bly to the Expansive Causal partition. This implies that of
the properties of a causal partition described in Defn. 3.5,
edge coverage appears to be the most important. We also
outperform benchmark PEF significantly.

6.2. Density of superstructure G

This experiment assumes a perfect superstructure G. We
increase the fraction of extraneous edges in G and not in
G∗. In Fig. 4, we see comparable learning of Edge Cover,
Expansive Causal, and No Partition. This means that al-
though G∗ is increasingly obscured by G, and even though
partitioning is done on G, we can still estimate close to the
MEC H∗.

6.3. Imperfect superstructure G

In this experiment we use the PC algorithm to estimate the
superstructure G. Since the superstructure now relies on the
data, it is imperfect and does not include all edges in G∗.
We vary the “perfection” of the superstructure by increasing
the the significance level α of the PC algorithm. A larger α
means a denser superstructure and a structure that is more
likely to include more edges in G∗. Results are shown in
Fig. 5. We turn off the superstructure screening step, as in
Screen, for this experiment. When G is imperfect we ob-
serve more variation in the efficacy of all causal algorithms
– although notably GES and NOTEARS (score-based) are
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Figure 3. Experiment increasing the number of samples n. Error bars are 95% confidence intervals.
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Figure 4. Experiment increasing fraction of extraneous edges in a perfect superstructure.

Table 1. Average time and accuracy results on 10k node graphs
with 10k edges. Note that PEF did not converge in 72 hours. We
show results only for A = GES, as other results are ongoing.

Algorithm Avg. Time (hrs.) ↓ Avg. TPR ↑
No Partition 25.468 0.976

Expansive Causal 11.959 0.928
Edge Cover 1.840 0.913

Exp-Causal (Fixed Comm) 1.972 0.821
Edge Cover (Fixed Comm) 0.042 0.752

more robust. For these two causal learning algorithms, Ex-
pansive Causal outperforms Edge Cover slightly – unlike
in previous experiments. The edge coverage property of
the causal expansion accounts for most of the improvement
in accuracy compared to a disjoint partition. But here the
causal partition may provide additional benefits to learning
when the superstructure G is imperfect.

6.4. Number of Nodes

In this experiment we highlight the scalability of our algo-
rithm. We use hierarchical scale-free graphs for this study;
these are characterized by highly connected hub nodes that
are preferentially attached to other hubs. This is similar to

gene regulatory networks (Yu & Gerstein, 2006), but these
structures are more sparse than typical biological networks.
Time to solution for the divide-and-conquer methods (Dis-
joint, Expansive Causal, Edge Cover, and PEF) includes
partitioning into subsets. Our Expansive Causal achieves a
faster time to solution compared to No Partition while main-
taining accuracy (See Table. 1). Compared to No Partition,
Expansive Causal provides 2.13x speedup and Edge Cover
provides 13.8x speedup.

For the results discussed so far, partitioning is based com-
pletely on the community structure of the graph. In Expan-
sive Causal fixed # comms and Edge Cover fixed # comms
we set the number of subsets to one hundred for 10,000
node graphs. We see significant speedup (12.9x for Ex-
pansive Causal fixed # comms and 606x for Edge Cover
fixed # comms ) compared to No Partition. However, this
comes at a cost to accuracy as seen in Table 1. We present a
study of the subset size, speedup, and accuracy trade off in
Appendix D, however an understanding of the full scaling
benefits of our divide-and conquer strategy are left to future
work. We conclude that our methods Expansive Causal and
Edge Cover provide a faster time to solution on large graphs,
are relatively robust to dense and imperfect superstructures,
and provide comparable accuracy compared to No Partition.
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Figure 5. Increase in density of the imperfect superstructure by increasing the significant level α of the PC algorithm.

7. Empirical Results on Synthetically Tuned
E.coli Networks

This section contains results for biological networks. We
use the topologies of E. coli biological networks due to
their availability and popularity. To better benchmark the
algorithms, we leverage a proximity-based topology genera-
tive model from the literature proposed by Hufbauer et al.
(2020). The model was designed with the goal of generating
structures with the following properties: (i) small-world
(ii) exponential degree distribution (i.e., scale-free), and
(iii) presence of inherit community structures. Coinciden-
tally, these properties are also relevant for real-world bio-
logical networks (Barabasi & Oltvai, 2004; Koutrouli et al.,
2020), thus we take advantage of this generative method.
We seed this tuning algorithm with the known E. coli regula-
tory network reconstructed from experimental data in Fang
et al. (2017) to generate synthetic networks with E. coli-like
topology. See Fig. 9 in Appendix F for a visualization of the
highly connected hub nodes of an example tuned network.
We impose a random causal ordering on the topology and
generate data from the DAG using the multivariate Gaussian
distribution described in Section 6.

A comparison of all algorithms is shown in Table 2—this ex-
periment was run with an Intel(R) Xeon(R) Gold 6242 CPU
@ 2.80GHz with 64 cores and 192 GB of RAM. Expansive
Causal provides 1.7x speedup compared to No Partition.

While there is a significant speedup, we note the decrease
in accuracy for all divide-and-conquer algorithms. Still
compared to other methods based on partitioning shown
here, using a causal partition accelerates causal discovery
and provides the best trade off in accuracy. We expect
that scaling up to larger gene set sizes (e.g, 104 genes for
eukaryotic cells) will be severely expensive for methods
without partitioning since these networks are more dense
and complex than the ones evaluated in Section 6.4.

Although not shown here, the causal partition can also be
used with neural network based approaches to causal dis-

Table 2. Results for a synthetically-tuned E.coli network made up
of 2,332 nodes and 5,691 edges. n = 10,000. We show results
only for A = GES, as other results are ongoing.

Algorithm SHD ↓ TPR ↑ FPR ↓ Time (hrs) ↓
No Partition 805 0.859 8.5e-5 11.8

PEF 1,766 0.692 8.3e-5 22.3
Disjoint 3,903 0.479 1.2e-4 23.9

Edge Cover 1,791 0.698 1.1e-4 7.1
Expansive Causal 1,717 0.701 6.4e-5 6.9

covery. Typically these are graph neural networks (Yu et al.,
2019), or transformers with equivariant properties (Lorch
et al., 2022). For these models, the scaling challenge is due
to the memory footprint needed to resolve an adjacency ma-
trix of dimension N ×N . The causal partition may be used
as an alternative or in conjunction with model parallelism
strategies to scale these models for real-world networks.

8. Conclusions & Future Directions
We propose a divide-and-conquer causal discovery algo-
rithm based on a novel causal partition. Our algorithm lever-
ages a superstructure—i.e., a known or inferred structured
hypothesis space. We prove the consistency of our algo-
rithm under assumptions for the causal learner and in the
infinite data limit. Unlike existing works, our algorithm al-
lows for the merging of locally estimated graphs without an
additional learning step. Motivated by a complex scientific
application space, we also show an example for gene regu-
latory network inference for a small organism (E.coli). This
example shows the applicability of our work to real-world
networks, but we leave evaluation of our method on larger
organisms (e.g, eukaryotes) to future work. We believe this
work provides an meaningful contribution to causal discov-
ery at scale, and to knowledge discovery for domains with
high-dimensional structured hypothesis spaces.
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A. Definitions
Definition A.1 (Collider on a path). Given a path P =
(X1, . . . , Xk) on a mixed graph G, a non-endpoint vertex
Xi is a collider on path P if both edges adjacent to Xi

on the path have a directed or bi-directed edge pointing
to Xi. Examples include Xi−1 → Xi, Xi ← Xi+1 and
Xi−1 → Xi, Xi ↔ Xi+1. A non-endpoint vertex which is
not a collider is said to be a non-collider on that path.
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Table 3. Table of Relevant Notation
Symbol Description

G∗ Underlying true causal graph repre-
sented by a DAG.

H∗ CPDAG representing MEC of G∗

G Superstructure.
X The complete observed data matrix (of

dimensionality n× p).
Xi ∈ X Observational data for the ith random

variable; also used to denote nodes in
graphical models.

(Xi, Xj) Directed edge from random variables
(nodes) Xi to Xj .

{Xi, Xj} Bi-directed edge between random vari-
ables (nodes) Xi and Xj .

A Consistent causal learner that outputs an
PAG on subsets S.

{S1, . . . , SN} Partition over node set V , where S ⊂
V .

∂out(S) The outer vertex boundary of a set of
nodes S

B. Deferred Proofs
B.1. Deferred Proofs from Section 3.3

Here we prove the properties in Lemma 1.

1. For any xi, xj ∈ S, the output A (XS) has an edge
between xi and xj if and only if there is an inducing
path in G∗ relative to V \ S between them.

Proof. We begin by noting that by definition, xi and
xj are adjacent in LMAG(G∗, S) if and only if there
is an inducing path in G∗ relative to V \ S between
them (Zhang, 2008a). Moreover, by definition the PAG
A (XS) = P [LMAG(G∗, S)] has the same adjacen-
cies as any member of [LMAG(G∗, S)], and therefore
the same adjacencies as LMAG(G∗, S). Thus xi and
xj are adjacent in A (XS) if and only if there is an in-
ducing path in G∗ relative to V \S between them.

2. For any triple xi, xj , xk ∈ S that form an unshielded
collider in G∗ as xi → xj ← xk, the output A (XS)
will have an edge between xi and xj as well as xj and
xk, and both of these edges will have an arrowhead at
xj .

Proof. We first note that for {xi, xj , xk} ⊆ S, the
edges xi → xj and xk → xj are inducing paths in G∗

relative to V \ S and thus the pairs xi, xj and xk, xj

are adjacent in both LMAG(G∗, S) and A (XS). To
show that both edges will have an arrowhead at xj

in A (XS), it thus remains to show the edges have
arrowheads at xk in every [LMAG(G∗, S)].

By definition of an unshielded collider, xi and xk are
d-separated by xj in G∗. Thus given {xi, xj , xk} ⊆ S,
xi and xk are m-separated by xj in LMAG(G∗, S)
so the collider is oriented in LMAG(G∗, S) (Zhang,
2008a). By definition of the MEC of a MAG, ev-
ery element in [LMAG(G∗, S)] has the same un-
shielded colliders, every element in [LMAG(G∗, S)]
has arrowheads at xk(Zhang, 2008b). Thus the PAG
A (XS) = P [LMAG(G∗, S)] has arrowheads at xk on
both edges.

3. For any u, v ∈ S such that u ∼G∗ v, if u ∼A (S) v
with an arrowhead at v in A (XS), then u→ v in G∗.

Proof. Given u ∼G∗ v for G∗ a DAG, either u →
v in G∗ or v → u in G∗. Assume for the sake of
contradiction that v → u in G∗.

By the definition of P [LMAG(G∗, S)], given u ∼A (XS)

v with an arrowhead at v in A (XS), it holds that u
and v are adjacent with an arrowhead at v for every
element of [LMAG(G∗, S)] (Zhang, 2008a). In partic-
ular, u and v are adjacent with an arrowhead at v in
LMAG(G∗, S). By definition of the latent MAG, u and
v are adjacent with an arrowhead at v in LMAG(G∗, S)
implies that one of the following hold: (1) u → v
in G∗, (2) u ∈ ancG∗(v) and there is an inducing
path in G∗ between u and v relative to V \ S, or (3)
there is some other inducing path between u and v but
u ̸∈ ancG∗(v) and v ̸∈ ancG∗(u). If either (1) or (2)
hold, then v → u in G∗ would imply the existence of
a cycle in G∗, contradicting the assumption that G∗ is
a DAG. Moreover (3) cannot hold, as given u ∼G∗ v
it must be that either u ∈ ancG∗(v) or v ∈ ancG∗(u).
Thus in all three cases we arrive at a contradiction, and
so we conclude that v ̸→ u in G∗, and thus that u→ v
in G∗.

B.2. Deferred Proofs from Section 4

In this section, we consider superstructure G satisfy-
ing Assumption 2, a learner A satisfying Assumption 1,
{S1, . . . , SN} a causal partition with respect to G and G∗,
and H∗ the output of Algorithm 1 on G, {A (XSi)}Ni=1. We
begin by proving property (i) in Theorem 1.

Lemma 3. For any ∀ ∈ V , u ∼H∗ v if and only if u ∼G∗ v.

Proof. Consider any u, v ∈ V such that u ∼G∗ v. Because
G satisfies Assumption 2, u ∼G v. By the definition of
a causal partition, {S1, . . . , SN} is edge-covering with re-
spect to G and thus ∃i ∈ [N ] such that u, v ∈ Si. Moreover,
given u, v ∈ Si, the edge between the two nodes in G∗ is an
inducing path with respect to V \Si and so by statement (1)
in Lemma 1, u ∼A (XSi

) v. Thus u ∼G v and u ∼A (XSi
) v

so u ∗−∗ v ∈ Ecandidates. Moreover, for any subset Sj ∋ u, v,
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the edge between u and v in G∗ is an inducing path with
respect to V \ Sj , so u ∗−∗ v ∈ Ej for all j such that
u, v ∈ Sj . Thus an edge between u and v will be added to
E∗, so u ∼H∗ v.

Conversely, consider any u, v,∈ V such that u ̸∼G∗ v.
If u ̸∼G v, or ̸ ∃i ∈ [N ] such that u ∼A (XSi

) v, then
Ecandidates will not contain an edge between u and v and
thus neither will E∗. If u ∼G v and ∃i ∈ [N ] such that
u ∼A (XSi

) v, then Ecandidates will contain an edge between
u and v. However because {S1, . . . , SN} is a causal par-
tition, by property (ii) of Definition 3.5 there exists some
j ∈ [N ] such that u, v ∈ Sj and u and v do not have an
edge between them in Ei the edges of output A (Sj). Thus
no edge between u and v will be added to E∗. We thus
conclude that u ∼H∗ v if and only if u ∼G∗ v.

In order to prove property (ii) of Theorem 1, we will use the
following lemma:
Lemma 4. For all u, v ∈ V such that u → v in H∗, it
holds that u→ v in G∗.

Proof. If the output H∗ contains directed edge u→ v, then
Lemma 3 implies u ∼G∗ v and the definition of Algorithm 1
implies ∃i ∈ [N ] such that u→ v is part of an unshielded
collider u ∗→ v ←∗ w in A (XSi). Given u ∼G∗ v, by
statement (3) of Lemma 1 the fact that u ∼A (XSi

) v and
A (XSi

) contains an arrowhead at v implies that u→ v in
G∗.

We now prove property (ii) of Theorem 1.
Lemma 5. For any unshielded collider u→ v ← w in H∗,
it holds that u→ v ← w in G∗.

The proof follows directly from application of Lemma 4.

We conclude with the proof of property (iii):
Lemma 6. For any unshielded collider u→ v ← w in G∗,
u ∼H∗ v and v ∼H∗ w and both edges have an arrowhead
at v in H∗.

Proof. Given any unshielded collider u → v ← w in G∗,
Lemma 3 implies that u ∼H∗ v, v ∼H∗ w, and u ̸∼H∗ w. It
thus remains to show that the v-structure edges are oriented
correctly in H∗. By the definition of a causal partition,
∃i such that {u, v, w} ⊆ Si. Thus by statement (2) in
Lemma 1, u ∗→ v and w ∗→ v in A (XSi). Thus the
condition in Line 18 is satisfied so both u→ v and w → v
will be added to E∗, and thus the edges are oriented correctly
in H∗.

B.3. Deferred Proofs from Section 5.1

Throughout this section, we assume superstructure G sat-
isfies Assumption 2. Consider {S1, . . . , SN} be a vertex-

covering partition of G and denote by {S′
1, . . . , S

′
N} the

causal expansion of {S1, . . . , SN} with respect to G.

In order to prove Lemma 2, we introduce several auxiliary
lemmas. Proving that the causal expansion satisfies proper-
ties (i) and (iii) of Definition 3.5 is straightforward. These
arguments are contained in Lemmas 7 and 8 respectively:

Lemma 7. The overlapping partition {S′
1, . . . , S

′
N} is edge-

covering with respect to superstructure G.

Proof of Lemma 7. Consider any u, v such that u ∼G v.
Because the original partition {S1, . . . , SN} is vertex-
covering, ∃i ∈ [N ] such that u ∈ Si. Moreover, u ∼G v so
v ∈ neighbors(u) ⊆ Si ∪ ∂outSi = S′

i.

Lemma 8. Given any unshielded collider in G∗, u→ v ←
w, there exists i ∈ [N ] such that {u, v, w} ⊆ S′

i.

Proof of Lemma 8. As the original partition {S1, . . . , SN}
is vertex-covering, ∃i ∈ [N ] such that v ∈ Si. Moreover
as G satisfies Assumption 2, u ∼G v and w ∼G v. Thus
by definition of the expansive causal partition, {u, v, w} ⊆
S′
i.

Proving that the causal expansion satisfies property (ii) of
Definition 3.5 is more involved. We first establish the fol-
lowing helper lemma:

Lemma 9. Consider any S ⊆ V and any u, v ∈ S such
that u ̸∼G∗ v in DAG G∗. Then any path Π ⊆ S such
that length(Π) > 1 is not an inducing path between u
and v in G∗ relative to V \ S. Moreover, any path Π =
(u, q1, q2, . . . , qk−1, qk, v) such that either {u, q1, q2} ⊆ S
or {qk−1, qk, v} ⊆ S is not an inducing path between u and
v in G∗ relative to V \ S.

Proof of Lemma 9. Both conditions on Π imply the exis-
tence of non-endpoints q, q′ ∈ S adjacent along path Π. By
definition of an inducing path, q and q′ must both therefore
be colliders on Π. This implies that the edge between q and
q′ in path Π must have an arrowhead at both q and q′ in G∗.
However G∗ is a DAG and cannot contain bidirected edges,
so q and q′ cannot both be colliders on Π, and Π is therefore
not an inducing path.

We now use Lemma 9 to prove that the causal expansion
satisfies property (ii) of Definition 3.5:

Lemma 10. Given any u ̸∼G∗ v, there exists i ∈ [N ] such
that such that u, v ∈ S′

i and u ̸∼A (S′
i)
v.

Proof of Lemma 10. Consider some u, v ∈ V such that
u ̸∼G∗ v and u ̸∼G v. Recall that by Assumption 1, for any
subset S′

i, u ∼A(S′
i)

if and only if there is an inducing path
between u and v in G∗ relative to V \ S′

i. Thus to prove
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Figure 6. Examples of non-inducing paths. The example in (a)
illustrates the case described in Lemma 9. This path is not inducing
because q1, q2 are non-endpoint paths in S, but they are not both
colliders on the path. The example in (b) illustrates Case 2 in the
proof of Lemma 10. The definition of an inducing path requires
that q1 be an ancestor of u and q4 be an ancestor of u, but this
implies the existence of a cycle in G∗ contains u, q1, v, and q4.
Thus this path cannot exist.

Lemma 10, it suffices to show that ∃i ∈ [N ] such that no
inducing path exists between u and v in G∗ relative to V \S′

i.
By Lemma 9, any path Π in G∗ of length greater than 1 such
that Π ⊆ S′

i cannot be such an inducing path. As u ̸∼G∗ v,
all paths between u and v in G∗ have length at least 1. Thus
to prove Lemma 10, it suffices to show that ∃i ∈ [N ] such
that no inducing path Π with Π ∩ {V \ S′

i} ≠ ∅ exists
between u and v in G∗ relative to V \ S′

i.

By Lemma 7, ∃i ∈ [N ] such that u, v ∈ S′
i. For any

u ∈ S ⊆ V , denote by distG∗(u, ∂outS) the shortest-path
distance from u to any node v ∈ ∂out(S). In other words,
distG∗(u, ∂outS) is the minimum number of edges between
a node u and any node w ̸∈ S. Note that for any u ∈ S,
distG∗(u, ∂outS) ≥ 1.

We consider four cases, parameterized by the distance from
the endpoints u, v to ∂outS

′
i. Note that these four cases

cover all possible positionings of u and v within S′
i. Thus

to prove Lemma 10, we must show that each case implies
the existence of some S′ ∈ {S′

1, . . . , S
′
N}, not necessarily

equal to S′
ii, such that u ̸∼A (S′) v.

Case 1. max{distG∗(u, ∂outS
′
i), distG∗(v, ∂outS

′
i)} > 2

Case 2. distG∗(u, ∂outS
′
i) = distG∗(v, ∂outS

′
i) = 2.

Case 3. distG∗(u, ∂outS
′
i) = 2, and distG∗(v, ∂outS

′
i) = 1.

Case 4. distG∗(u, ∂outS
′
i) = distG∗(v, ∂outS

′
i) = 1.

We now show that in each case, there exists some S′ ∈
{S′

1, . . . , S
′
N} such that u ̸∼A (S′) v.

Case 1. max{distG∗(u, ∂outS
′
i), distG∗(v, ∂outS

′
i)} > 2

implies that for any path Π between u, v, either Π ⊆ S′
i, or

that Π contains a prefix {u, q1, q2} ⊆ S′
i, or that Π contains

a suffix {qk−1, qk, v} ⊆ S′
i. In all of these cases, Lemma 9

implies that Π is not an inducing path between u and v in
G∗ relative to V \ S′

i. Thus u ̸∼A (S′
i)
v.

Case 2. distG∗(u, ∂outS) = distG∗(v, ∂outS) = 2 implies
that for any path Π between u, v, either Π ⊆ S′

i or that Π
contains a prefix {u, q1} ⊆ S′

i and suffix {qk, v} ⊆ S′
i. If

Π ⊆ S′
i, then it is not an inducing path.

Consider the case when Π contains a prefix {u, q1} ⊆ S′
i

and suffix {qk, v} ⊆ S′
i and assume for the sake of contra-

diction that Π is an inducing path between u and v in G∗

relative to V \ S′
i. Both q1 and qk are non-endpoint vertices

on Π∩ S′
i. They must therefore be colliders on Π as well as

ancestors of at least one of u or v. Since q1 be a collider on
Π, it must be that u→ q1 so u ∈ ancG∗(q1), where

ancG∗(x) ≡ {z ∈ V : z is an ancestor of x in G∗}.

Moreover, q1 must be an ancestor of either u or v, and
because u ∈ ancG∗(q1) it cannot be that q1 is an ancestor
of u as this would imply the existence of a cycle in G∗.
Thus it must be that q1 ∈ ancG∗(v). However, we similarly
conclude that as qk be a collider on Π, it must be that qk ←
vso v ∈ ancG∗(qk). Moreover qk must be an ancestor of
either u or v, and qk cannot be an ancestor of v as G∗ is
acyclic, so qk ∈ ancG∗(u).

However we have thus concluded that u ∈ ancG∗(q1),
q1 ∈ ancG∗(v), v ∈ ancG∗(qk), and qk ∈ ancG∗(u). This
implies the existence of a cycle in G∗, and thus cannot
occur. Thus we conclude that no such path Π can be an
inducing path between u and v in G∗ relative to V \ S′

i.
Thus u ̸∼A (S′

i)
v.

Case 3. Recall that by definition of the expansive causal
partition, S′

i = Si ∪ ∂out(Si) for original vertex-covering
partition {S1, . . . , SN}, where the outer boundary ∂out(Si)
is defined by the edges in superstructure G. Given
distG∗(v, ∂outS

′
i) = 1, ∃z ̸∈ S′

i such that v ∼G∗ z. More-
over, as G satisfies Assumption 2, this implies v ∼G z.
Thus by definition of the expansive causal partition it must
be that v ∈ S′

i \ Si. As the original partition {S1, . . . , SN}
is vertex-covering, this implies ∃j ∈ [N ] \ {i} such that
v ∈ Sj . Moreover, as u ∼G v, this implies u, v ∈ S′

j and
that in S′

j , dist(v, ∂out(S
′
j)) ≥ 2 and dist(u, ∂out(S

′
j)) ≥ 1.

If dist(v, ∂out(S
′
j)) > 2 or dist(u, ∂out(S

′
j)) > 1, then either

Case 1 or Case 2 respectively imply that u ̸∼A (S′
j)

v, which
would conclude the proof. It thus remains to consider the
case where dist(v, ∂out(S

′
j)) = 2 and dist(u, ∂out(S

′
j)) = 1.

We thus have the following setup: by assumption of Case
3, distG∗(u, ∂outS

′
i) = 2 and distG∗(v, ∂outS

′
i) = 1. Then
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by the above arguments, we have shown j ̸= i such that
distG∗(v, ∂outS

′
j) = 2 and distG∗(u, ∂outS

′
j) = 1. Assume

by way of contradiction that u ∼A (S′
i
v and u ∼A (S′

j
v.

Thus by Assumption 1, there must exist Πi and inducing
path between u and v with respect to V \ S′

i and Πj an
inducing path between u and v with respect to V \ S′

j .

As distG∗(u, ∂outS
′
i) = 2, Πi must contain a prefix

{u, qi} ⊆ Πi ∩ S′
i where qi ̸= v. By definition of an induc-

ing path qi must be a collider on Πi in G∗, so u ∈ ancG∗(qi),
and qi must be an ancestor of either v or u. As G∗ is acyclic
and u ∈ ancG∗(qi), qi cannot be an ancestor of u and must
therefore be an ancestor of v: qi ∈ ancG∗(v).

Similarly, as distG∗(v, ∂outS
′
j) = 2, Πj must contain a suffix

{qj , v} ⊆ Πj ∩ S′
j such that qj ̸= u. Moreover by an

analogous argument to the above, v ∈ ancG∗(qj) and qj ∈
ancG∗u.

We have therefore concluded the following: ∃qi, qj ∈ V
such that u ∈ ancG∗(qi), qi ∈ ancG∗(v), v ∈ ancG∗(qj),
and qj ∈ ancG∗(u). However this implies the existence of
a cycle in G∗, which contradicts the assumption that G∗

is a DAG. Thus it cannot hold that both u ∼A (S′
i)

v and
u ∼A (S′

j)
v, so we conclude ∃S′ ∈ {S′

1, . . . , S
′
N} such that

u ̸∼A (S′) v.

Case 4. Given distG∗(u, ∂outS
′
i) = distG∗(v, ∂outS

′
i) = 1,

∃z ̸∈ S′
i such that u ∼G∗ z. As superstructure G satisfies

Assumption 2 this implies u ∼G z and thus by definition of
the expansive causal partition, implies u ∈ S′

i \ Si. As the
original partition was vertex-covering, this implies ∃j ̸= i
such that u ∈ Sj . Thus by definition of the expansive causal
partition, u ∈ S′

j and distG∗(u, ∂outS
′
j) ≥ 2. Moreover as

u ∼G v, v ∈ S′
j as well.

If distG∗(u, ∂outS
′
j) > 2, then Case 1 implies u ̸∼A (S′

j)
v.

If distG∗(u, ∂outS
′
j) = 2 and distG∗(v, ∂outS

′
j) = 2, then

Case 2 implies u ̸∼A (S′
j)

v. If distG∗(u, ∂outS
′
j) = 2 and

distG∗(v, ∂outS
′
j) = 1, then the argument in Case 3 implies

the existence of k ̸= j such that either u ̸∼A (S′
j)

v or
u ̸∼A (S′

k)
v.

We have thus concluded in each case that ∃S′ ∈
{S′

1, . . . , S
′
N} such that u ̸∼A (S′) v, and so the statement

of Lemma 10 holds.

Lemma 2 follows directly from Lemmas 7, 8, and 10.

C. Finite Sample Effects
While the theoretical results in Section 4 only apply to the
infinite data regime, in this section we discuss heuristics for
addressing the effects of learning with finite samples and de-
scribe a practical algorithm for real-world causal discovery
problems. In the finite data setting, there two key ways that

Algorithm 3 Screen Finite Data(G, {Hi}Ni=1, X)

Input: a superstructure G, a set of PAGS {Hi = (Si, Ei)}Ni=1, a
matrix of observations X .

Result: H∗ = (V,E∗) a PAG
15 Initialize V = ∪N

i=1Si; Ecandidates ← ∪N
i=1Ei; E∗ ← ∅

foreach u, v such that {u ∗−∗ v} ∈ Ecandidates do
// If an edge between u and v appears in

the learned output on all subsets
containing u and v, add edge to
output graph.

16 if ∀i s.t. Si ⊇ {u, v}, u ∼A(Si) v then
// If edge appears oriented in output,

add oriented edge to E∗.
17 if ∃i such that Ei ∋ {u ∗→ v} then
18 E∗ ← E∗ ∪ {u→ v}
19 else
20 E∗ ← E∗ ∪ {u ◦−◦ v}

21 H∗ ← (V,E∗)
while H∗ contains cycle C do

22 H∗ ← score and discard(H∗, C, {S1, . . . , SN}, X)

23 return H∗ = (V,E∗)

finite samples cause divergence from the idealized assump-
tions studied in Section 4: (1) the superstructure may be im-
perfect and (2) the result of learning over a local subset may
not be a latent projection and therefore the merged graph
may contain cycles. We describe our finite sample screening
procedure in Algorithm 3. In score and discard, we
resolve cycles by discarding the edge corresponding to a the
lowest score, where the score is related to the log-likelihood
of the data with and without each edge in the cycle.

Imperfect Superstructure : In real-world causal discovery
applications, one may wish to learn a superstructure G from
data (Constantinou et al., 2023). Several algorithms for
learning a superstructure from data exist; many, including
the PC algorithm, are more easily parallelized than greedy
score-based learners and thus can be run on the global vari-
able set in reasonable time (Zarebavani et al., 2019; Le et al.,
2016) . However, when the superstructure G is learned from
data, it may be imperfect, i.e. there may exist edges in G∗

which are not in G. If the superstructure is missing a large
fraction of the ground-truth edges, the step in Screen,
which discards edges not in the superstructure may signifi-
cantly reduce the rate of true positive edges returned by the
algorithm, with the effect growing more severe with more
imperfect superstructures. Thus in the finite sample limit,
if working with a superstructure which is suspected to be
highly imperfect, one option is to simply omit the step in
Screen, which discards edges not in the superstructure. In
Section 6.3, we examine the impact of learning imperfect
superstructures from data, and show while imperfect super-
structures do impact learning significantly, the expansive
causal partition is most effective out of all partition schemes.
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Potential cycles: When the result of learning over a sub-
set is not a latent projection, the algorithm presented in
Section 4 may fail to return a DAG. In particular, even
if the output A (XSi

) is a DAG on every subset Si, the
output of Screen may contain cycles. However, it is
possible to localize these cycles; if the output A (XSi

)
is a DAG on every subset Si, then any cycle in the out-
put of Screen(G, {A (XSi)}Ni=1) will have some edge
(u, v) such that one of the two endpoints lies in the over-
lap of partition {S1, . . . , SN}, i.e. ∃i ̸= j such that
{u, v} ∩ {Si ∩ Sj} ≠ ∅.

Using this observation about the location of all cycles in
the output of Screen, adopt the following procedure. If
the output of Screen contains a cycle, we find all edges
in that cycle which intersect with the overlap of partition
{S1, . . . , SN}. We then rank these edges using a scoring
function and discard the lowest-ranked edge. While a variety
of edge scoring functions may be deployed for this step, in
this work we assess edges using the log-likelihood induced
by the linear structural equation

Xj =

p∑
i=1

W
(G)
ij Xi + εj (2)

where W
(G)
ij denotes the weighted adjacency matrix of a

DAG G and εj ∼ N (0, σ2
j ) denotes additive Gaussian

noise. Then joint distribution of (X1 . . . Xp) is a multi-
variate Gaussian distribution N (0,Σ) where Σ = WWT .
The log-likelihood under this model is

l(W,Σ) =

p∑
j=1

[
− n

2
log(σj)

2− 1

2σ2
j

||Xj−XWj ||2
]

(3)

In order to score an edge (i, j), we compare the log-
likelihood at the least squares estimates (LSE) of the re-
gression coefficients (Ŵij) in Eq. 2 of two different DAGs:
Gi,j which contains edge (i, j), and G0,j in which we re-
move edge (i, j) so that i is no longer a parent of j. Edge
(i, j) is then scored by how much including i as a parent of j
increases the log-likelihood of Xj under the linear structural
equation. The likelihood based score is outlined in Algo-
rithm 5. The full procedure for cycle resolution is outlined
in Algorithm 4.

In the case when the detected cycle has length two, i.e.
there exist edges (i, j) and (j, i), we adopt the methodology
of Gu & Zhou (2020) and use the risk inflation criterion
(RIC) to determine whether to discard one or both of the
edges forming the cycle. In this setting we compare three
models: Gi,j in which i is a parent of j, Gj,i in which j is a
parent of i, and G0 in which neither edge appears. We then
compute the RIC score for each model, which balances the
log-likelihood with a sparsity-promoting term penalizing
the total edges in the graph. If the model G0 out-performs

Algorithm 4 score and discard

Input: a graph G, C a list of edges comprising a cycle in G,
{Si}Ni=1 a partition of the nodes of G, a matrix of
observations X

Result: a modified copy of G which does not contain cycle
C

24 V̂ ←
⋃N

i,j=1{Si ∩ Sj} ; // overlapping nodes

25 Ê ← {} ; // overlapping edges
26 foreach (u, v) ∈ C do
27 if u ∈ V̂ or v ∈ V̂ then Ê ← Ê ∪ {(u, v)} ;

28 ê← argmin(u,v)∈Ê loglikelihood score(u, v,G,X)

G.removeEdge(ê) return G

Algorithm 5 loglikelihood score(i, j, G,X)

Input: a node i, a node j, a graph G, a matrix of observa-
tions X

Result: a score based on the likelihood of graph given the
data in the presence and absence of edge (i, j)

// least squares estimates of Eq. 2

29 Ŵ (Gi,j) ← LSE(Xj , G
i,j)

Ŵ (G0,j) ← LSE(Xj , G
0,j )

Σ← cov(X) // covariance matrix of X
// log-likelihoods from Eq. 3

30 lij ← l(Ŵ (Gi,j),Σ)

l0 ← l(Ŵ (G0,j),Σ)
score← lij − l0
return score

both Gi,j and Gj,i, then both edges are removed from the
graph. If at least one of the models Gi,j , Gj,i out-performs
G0, then the better-performing edge is retained and the other
edge is discarded. For further details on using the RIC score
to assess edges, we direct readers to Gu & Zhou (2020).

D. Time and Accuracy trade offs
The computational bottleneck for divide-and-conquer al-
gorithms is the size of the largest subset: maxi |Si| for a
partition {S1 . . . SN}. This is because we expect causal dis-
covery algorithms to converge to an estimated graph faster
for smaller variables sets (the graph space defined by a
smaller variable set is smaller). However, we observe that
the convergence of GES appears to be a function of both
size of the subset, and the topology of G∗. Fig. 7 shows the
time to solution and TPR as the size of the biggest subset
increases. For this study, we use a 1,000 node hierarchical
scale-free graph. This is equivalent to the types of graphs
in Section 6.4. To control the size of the subsets we fix
the number of communities and resolution for the greedy
modularity disjoint partition – we sweep through five differ-
ent disjoint partitions, increasing size of the largest subset.



825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879

0

20

40

60

R
un

tim
e 

(s
ec

.)

Algorithm
No Partition
Expansive Causal
Edge Cover
Disjoint

200 400 600 800 1000
Size of Largest Subset

0.4

0.6

0.8

TP
R

Figure 7. Accuracy and time trade-off for 1,000 node hierarchical
scale-free graphs with 1,000 samples
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Figure 8. Accuracy and time trade-off for 1,000 graph with ten
communities of size 100 with scale-free topology with 1,000 sam-
ples. We see that certain subset sizes take unexpectedly long for
GES learner.

Here, we see expected scaling behavior – as the size of
the largest subset increases so does the time solution. The
largest time to solution is for the non-partitioned method on
the entire 1,000 node graph. This means that partitioning the
graph always enables some scaling. The Expansive Causal
and Edge Cover partitions are extensions of each Disjoint
partition. We observe that for our partition methods we (1)
do not increase the size of the largest subset significantly,
this aligns with notes in Appendix E (2) benefit from a sig-
nificant boost in accuracy. In Fig. 8 we run the same study
but with a 1,000 node graph with 10 communities, each
with size of 100 and scale-free topology. This is equivalent
to the types of graphs in Section 6.1 through Section 6.3,
but with more communities. Here, we observe good scaling
when the size of the largest partition is small and close to
the size of the natural communities. However beyond this,
the time to solution increases to be even larger than the non-
partitioned method. This suggest that certain ‘bad’ subsets
incur a longer convergence time for the GES causal discov-
ery algorithm. We hypothesize this is related to violation
of causal sufficiency of these subsets – subsets that contain
more confounders (unobserved common causes) outside
may result in sub-optimal convergence in the GES learner.
Note that this result is not due to our causal partition or the
divide-and-conquer methodology, but rather because of the
use of the GES learner in this setting. Since this framework
allows us to use any algorithm for A , in the future we will
evaluate the trade off of our method with RFCI. Still, since
we can control the size of the subsets with the disjoint par-
tition we can still achieve accuracy and time benefits with
GES as shown in our empirical results.

E. Controlling Maximum Subset Size
A key factor in accuracy-timing trade-offs is controlling the
size of the largest subset in the partition. Here we observe
that the largest subset produced by the causal expansion in
Section 3.4 is governed by specific connectivity properties
of the initial partition on which it is built. In particular,
for graphs with strong community structure, if the initial
partition is strongly correlated with community structure,
then the resultant subsets in the causal expansion will not
be much larger than any of the subsets in the input.

For the causal expansion defined in Section 3.4, the max-
imum size of any subset is controlled by the sizes of the
subsets in the input partition and their corresponding vertex
expansion values. For any set S such that |S| ≤ |V |/2, the
vertex expansion of S in graph G is defined as

h(S) ≡ ∂out(S)

|S|
.

If the input expansion {S1, . . . , SN} satisfies |Si| ≤ |V |/2
for all i ∈ [N ], then the size of subsets {S′

1, . . . , S
′
N} in the
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causal expansion is controlled as

max
i∈[N ]

|S′
i| ≤ max

j∈[N ]
(1 + h(Sj))|Sj |.

In particular, if the superstructure G has strong commu-
nity structure and the initial partition {S1, . . . , SN} is con-
structed appropriately, then the subsets of the causal expan-
sion will not be dramatically larger than those in the initial
partition. See Appendix D.

F. Synthetically tuned E. coli networks

Figure 9. Top 5 hubs of synthetically tuned E.coli network with
the proximity-based model and Girvan-Newman partition.


