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Abstract

Despite regulations imposed by nations and001
social media platforms (Government of India,002
2021; European Parliament and Council of the003
European Union, 2022), hateful content per-004
sists as a significant challenge. Existing ap-005
proaches primarily rely on reactive measures006
such as blocking or suspending offensive mes-007
sages, with emerging strategies focusing on008
proactive measurements like detoxification009
and counterspeech. In this work, we conduct a010
comprehensive examination of hate speech reg-011
ulations and strategies from multiple perspec-012
tives: country regulations, social platform poli-013
cies, and NLP research datasets. Our findings014
reveal significant inconsistencies in hate speech015
definitions and moderation practices across ju-016
risdictions and platforms, alongside a lack of017
alignment with research efforts. Based on these018
insights, we suggest ideas and research direc-019
tion for further exploration of a unified frame-020
work for automated hate speech moderation021
incorporating diverse strategies.022

1 Introduction023

AI continues to advance rapidly across various do-024

mains, offering diverse applications. Among these,025

leveraging AI for societal positive impact (Shi et al.,026

2020) is becoming an important direction to ex-027

plore. Specifically, in the field of NLP (Jin et al.,028

2021), one of the important societal applications029

lies in mitigating digital violence (Kaye, 2019).030

Digital violence persists as a pressing issue in031

online social environments, posing tangible risks032

to users (Barbieri et al., 2019; Kara et al., 2022).033

It involves using information and communication034

technologies to hurt, humiliate, disturb, frighten,035

exclude, and victimize individuals. This often re-036

sults in increased anxiety, sadness, tension, and a037

loss of motivation at work. It includes harmful on-038

line activities such as abusive behavior, hate speech,039

toxic speech and offensive language, significantly040

affecting an individual’s professional and social 041

effectiveness and efficiency (Özsungur, 2022). 042

Traditional automated moderation methods typ- 043

ically involve measures such as blocking or sus- 044

pending accounts that disseminate offensive mes- 045

sages (MacAvaney et al., 2019; Cobbe, 2021). Ma- 046

jor technology companies, including Meta and X, 047

have implemented these strategies to manage hate 048

speech. However, such measures have proved insuf- 049

ficient in curbing hateful sentiments over the long 050

term (Parker and Ruths, 2023). Alternatives such 051

as counterspeech have gained traction as promis- 052

ing strategies to mitigate hate speech by engaging 053

in dialogue aimed at challenging harmful narra- 054

tives (Alsagheer et al., 2022; Kulenović, 2023). 055

Furthermore, text detoxification represents an ap- 056

proach intended to reduce the toxicity of com- 057

munications while maintaining the original mes- 058

sage (Nogueira dos Santos et al., 2018; Logacheva 059

et al., 2022). Despite their potential, these ap- 060

proaches have yet to be widely adopted as part 061

of social media platforms’ moderation strategies. 062

In this work, we conduct a comprehensive exam- 063

ination of the measures currently employed to mit- 064

igate digital violence, focusing on insights drawn 065

from government regulations, social media plat- 066

form policies, and NLP research datasets. While 067

our primary objective is to investigate and docu- 068

ment these existing frameworks, we also recognize 069

the critical need for empirical evaluation of their 070

practical effectiveness. Our study highlights the 071

current approaches to handle hate speech, empha- 072

sizing the disparities and gaps that persist among 073

them. These insights reveal areas ripe for improve- 074

ment and suggest the need for further empirical 075

research to assess the real-world impact of these 076

measures. Based on our analysis, we propose ex- 077

ploring the potential development of a more unified 078

and cohesive framework in the future to effectively 079

address these gaps. Our contributions in this study 080

are as follows: 081
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(i) We provide a comprehensive survey of hate082

speech definitions and mitigation strategies from083

three main perspectives: (a) government regula-084

tions across nations; (b) policies of social media085

platforms; (c) NLP research datasets.086

(ii) We conduct an extensive comparative analysis087

of documents from these domains to identify in-088

consistencies and opportunities for improvement089

in current moderation practices.090

(iii) Based on our analysis, we suggest exploring a091

framework for more formalized methods to combat092

hate speech in the future.093

Key contributions of our paper is highlighted in094

Figure 1.095

presents survey
at the intersection of
legal expert and well

 qualified domain
researchers

first work that

questions regulations
of countries, policies

of social media
platforms and

research datasets in a
holistic manner

provides detailed
quantitative as well as

qualitative analysis of the
questions asked;

in the light of
content moderation

comprehensive
evaluation

14 countries
24 questions

14 platforms
30 questions

38 papers, 20 languages
34 questions

Figure 1: KEY CONTRIBUTIONS OF THIS SURVEY
PAPER: Our work is the first of its kind that explores
hate speech across country-wise regulations, social me-
dia platform policies and dataset research papers.

2 Background096

Violence is an umbrella term that refers to words097

or actions that cause harm to an individual or a098

community. Digital violence is a special form that099

anchors digital technologies, with harm typically100

spread through electronic devices such as comput-101

ers, smartphones, and IoT sensors. This form of102

violence can occur publicly on social media plat-103

forms or privately on personal devices and in alter-104

native digital environments like the metaverse. Our105

study focuses on digital violence, more specifically,106

expressed in a textual form.107

Banko et al. (2020) classified harmful content as108

either abusive or online harm and offered a cor-109

responding typology. The typology includes four110

categories: hate and harassment, self-inflicted111

harm, ideological harm, and exploitation. The112

study by Lewandowska-Tomaszczyk et al. (2023)113

categorizes harmful content as offensive speeches,114

including 17 sub-categories like taboo, insulting,115

hate speech, harassment, and toxic. When it116

comes to defining hate speech, there is no con-117

sensus among legislators, platform operators, and118

researchers (Brown, 2015). One of the most com-119

prehensive definitions widely followed in the com- 120

puter science literature, as proposed by the United 121

Nations,1 describes hate speech as any kind of com- 122

munication in speech, writing, or behavior that at- 123

tacks or uses pejorative or discriminatory language 124

with reference to a person or a group based on 125

who they are. To address textual digital violence, 126

traditional automated moderation practice often in- 127

volves content moderation measures. Content 128

moderation, both human and algorithmic, involves 129

overseeing user-generated content to align with 130

legal standards, community norms, and platform 131

policies (Banko et al., 2020; Hietanen and Eddebo, 132

2023). Algorithmic moderation, primarily aimed 133

at removing or banning non-compliant content, 134

boosts online safety, curbs abuse, and swiftly de- 135

tects serious infractions, thus reducing the limita- 136

tions of depending entirely on human moderators. 137

Recently, counterspeech has gained attention 138

as a strategy to not only mitigate hate speech but 139

also engage users in constructive dialogue that ad- 140

dresses misunderstandings and challenges harmful 141

narratives (Kulenović, 2023). It is important to note 142

that counterspeech is not solely about generating 143

counterarguments automatically; it encompasses a 144

broader strategy for fostering dialogue and poten- 145

tially influencing the speaker’s mindset. Similarly, 146

detoxification is concerned with altering the style 147

of text to make communications less toxic while 148

retaining their original intent (Nogueira dos Santos 149

et al., 2018; Logacheva et al., 2022). Detoxifica- 150

tion should be viewed as a suggestive tool that 151

recommends less toxic wording, leaving it to the 152

individual user or moderation framework to adopt 153

these changes. Contrary to concerns about infring- 154

ing on freedom of speech, both counterspeech and 155

detoxification contribute to more civil discourse 156

by offering voluntary and non-coercive means of 157

improving online interactions. 158

Both approaches serve as valuable alternatives to 159

traditional moderation methods by promoting posi- 160

tive interaction and personal agency in the modera- 161

tion process. 162

3 Related works 163

Automatic platform content policy analysis: So- 164

cial media platforms take different approaches to 165

content moderation. Comparison of these differ- 166

ent approaches can be a time-consuming task be- 167

cause of the variety of formulations and approaches. 168

1un.org/en/what-is-hate-speech
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Most often, only single platforms were conducted169

and analyzed by researchers (Chandrasekharan170

et al., 2018; Fiesler et al., 2018). The work by171

Schaffner et al. (2024) proposed an approach for172

automated collection and the creation of a uni-173

fied schema to compare platforms. This identified174

significant structural differences between the plat-175

forms in how they deal with these requirements.176

Automatic hate speech detection: Moderation is177

a fundamental element of social media platforms,178

involving various measures to limit the visibility179

of hateful content. These measures range from180

deleting and hiding posts to issuing warnings or181

blocking users who fail to adhere to regulations182

(Trujillo et al., 2023). In line with these modera-183

tion efforts, researchers have also focused on im-184

proving automatic detection systems. Significant185

research efforts have been directed toward gather-186

ing datasets that enable the development of auto-187

matic hate speech classification models (Fortuna188

et al., 2020; Mathew et al., 2021). These datasets189

support the creation of models capable of detect-190

ing hate speech across various contexts, including191

those in low-resource languages such as Amharic192

(Ayele et al., 2024), Arabic (Magnossão de Paula193

et al., 2022; Alzubi et al., 2022), code-mixed Hindi194

(Bohra et al., 2018; Ousidhoum et al., 2019), etc.195

Automatic counterspeech generation: While ac-196

cess restrictions remain a common strategy sup-197

ported by platforms and government policies to198

combat harmful content, countering hate speech199

through engagement is gaining recognition (Mun200

et al., 2024). This approach, often encapsulated201

by the phrase countering rather than censoring,202

is seen as preferable to outright censorship, as it203

tends to respect the principle of free speech (Yu204

et al., 2023; Bonaldi et al., 2024). Yu et al. (2023)205

investigate counterspeech with a focus on address-206

ing the author and the hate content directly, where207

the former is viewed as less robust. Beyond re-208

ducing hate, counterspeech efforts are utilized to209

foster positive transformations within online com-210

munities by promoting discussions and cultivating211

a sense of community (Buerger, 2022, 2021).212

Automatic text detoxification: Another promising213

avenue in combating toxicity involves text detoxifi-214

cation, which targets eliminating offensive content215

in messages while preserving the intended meaning216

(Logacheva et al., 2022; Dementieva et al., 2021;217

Tran et al., 2020). Detoxification enhances the qual-218

ity of online interactions by facilitating more re-219

spectful and less toxic communications (Tran et al.,220

2020). Various models applied to detoxification 221

aim to generate acceptable and diverse non-toxic 222

outputs. 223

Examples of automatic mitigation strategies in 224

deployment: Chung et al. (2021) developed a tool 225

for Twitter (now X) designed to continuously mon- 226

itor and respond to hateful content related to Islam- 227

ophobia. The tool was used by non-governmental 228

organization (NGO) operators, and the counter- 229

narrative feature has been highly praised for its 230

potential to significantly impact the fight against 231

online Islamophobia. 232

Arora et al. (2024) in their study examined re- 233

search on hate speech and related platform modera- 234

tion policies. The findings reveal a notable discrep- 235

ancy between the focus of research and the needs 236

of platform policies. This mismatch underscores 237

a gap between the types of content platforms that 238

need to be moderated and the solutions offered by 239

current research on harmful content detection. 240

In our work, our objective is to identify the gaps 241

between regulatory policies from countries, poli- 242

cies from social media platforms, and approaches 243

used in NLP research. We suggest the potential for 244

a more proactive moderation approach to address 245

these challenges. 246

4 Methodology 247

Our approach incorporates a strategic analysis of 248

hate speech regulation & mitigation through three 249

primary perspectives: country-specific regula- 250

tions, social media platforms’ policies and NLP 251

research approaches. 252

For each of the three perspectives, we developed 253

specific SELECTION CRITERIA to obtain repre- 254

sentative samples and crafted a series of QUES- 255

TIONS to analyze and gain deeper insights into 256

each area. This dual strategy ensures a compre- 257

hensive examination of the regulatory landscape 258

and the effectiveness of various moderation tech- 259

niques. Furthermore, our analysis also aims to 260

examine three common approaches of content mod- 261

eration: blocking/suspending offensive content, 262

detoxification of toxic language, and counter of 263

hate speech to engage users constructively. Hence, 264

these moderation techniques were also considered 265

during curation. 266

QUESTIONS: For each of the three dimensions, 267

we first tunneled down meta categories and then 268

brewed relevant questions for each meta category 269

(refer Figure 2). These two steps were specifically 270
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hate speech definition

1.Is "Hate Speech" a legal
term in the law of the
country?
2. Is the definition of
"Hate Speech" provided in
the regulation?

generic hate speech
queries

1. Is "Hate Speech"
defined
as an independent criminal
offence?
2. Is "Hate Speech"
protected by freedom of
speech?

online hate speech
queries

1. Is online "Hate Speech"
defined in the regulation?
2. Is online hate speech
covered by the hate
speech regulation?

online hate speech
specific punishment

1. Is there a special
punishments for online
hate speech?
2. Do all punishments of
"Hate Speech" apply for
online "Hate Speech" as
well?
preventive measures and

encouragements to
mitigate online hate speech

1. Do the regulations also
define other type of
speech than "Hate Speech
(Eg: Offensive Speech)
2. Do the regulations
perform banning/shadow
banning of users/posts?
3. Do the regulations
encourage counter hate
speech?
4. Do the regulations
encourage message
rewriting/detoxification?

moderation of social
media platforms

1. Are there social media
platform specific
regulations?
2. Do they have social
media specific regulation
on "Hate Speech"?
3. Is a time frame
specified in the regulation
in which a "Hate Speech"
post has to be dealt with?
4. Was the regulation
updated in the last 2 years?
5. Do they have regulation
of "Hate Speech" for
broadcasted (TV, Radio,
printed newspaper) media?

general information

1. Company's Headquarter
country
2. Number of active users (per
month) (MAU)

platform access and
verification

1. Is there an age limit for
account creation?
2. Is the content adjusted to
kids? (parental control?)
3. Is the user's age verified?
4. Is there phone or ID
verification?
5. Does the platform allow to
create a pseudonymous
account? (e.g. username + e-
mail verification)
6. Do they allow creating an
anonymous account? (no mail
verification, no identification
at all)
7. Is it possible to create a
group without administrator
approval?
8. Are there verification of
public persons/organizations/
media companies?
9. Are there extra rules for
verified organizations/media
companies?

basic regulations queries

1. Are the regulations
accessible from the front
page?
2. Is the regulations language
automatically adjusted to the
users location?

hate speech definition and
queries

1. Is there a definition of
"Hate speech"?
2. How is freedom of speech
differentiated from "Hate
Speech"?

content moderation

1. Are there unmoderated,
private groups, channels, or
chats?
2. Is the platform moderated
by users or groups? (self-
moderation)
3. Is the platform moderated
by platform employees?
4. Do they have auto
moderation? (pro-active
moderation)
5. Does the platform have
community guidelines? (in
addition to terms of service?)

preventive measures and
encouragements to mitigate

online hate speech

1. Is there a reporting
functionality?
2. Do the regulations also
define other type of speech
than "Hate Speech"?
(Eg: Offensive Speech)
3. If other type of speech
are also defined, what are
they? (Eg: Offensive Speech,
etc..)
4. Do they label content as
offensive/sensitive?
5. Do the regulations
perform banning/shadow
banning of users/posts?
6. Do the regulations
encourage counter
hate speech?
7. Do the regulations
encourage message
rewriting/detoxification?
8. Are there some other
encouragements as well?
What are they?

transparency

1. Can government request
data from the platform for
Hate Speech case
investigation? (usually called
"Law Enforcement")
2. Is Data API access provided
for Research?

[24 questions asked]
14 considered countries

basic regulation
queries

1. Are there any regulation
of "Hate Speech" in the
country?
2. If yes, when was it
last updated? If no, is the
regulation coming soon?

[30 questions asked]
14 considered platforms

country-specific regulations

  all questions are framed by well qualified domain
researchers and legal expert

- country regulations: domain researchers + legal expert
- platform regulations: domain researchers + legal expert
- research datasets: domain researchers

platforms policies

hate speech definition and
 alignment

1. Is there a definition of Hate
speech mentioned?
2. What is the percentage of
hateful samples?
3. Does the paper mention
alignment with countries’
regulations of corresponding
languages?
4. Does the paper mention
alignment with corresponding
data source’s (platform) hate
speech regulations?

dataset details

1. Is the data source of the
dataset mentioned?
2. What are the Data Source?
3. What is the time period
covered in the data?
4. Are the target groups of the
dataset specified?
5. Is there a clear dataset
splitting strategy into
train/validation/test?
6. Is the dataset publicly
available?
7. What is the Dataset size
(Number of Samples)?

annotator details

1. Is the payment or reward
mentioned for the annotators?
2. Is the age of the annotators
specified?
3. Is the gender of the
annotators specified?
4. Is the religion of the
annotators specified?
5. Is the race of the
annotators specified?
6. Is the education of the
annotators specified?
7. Is the language proficiency
of the annotators specified?
8. Were the annotators
representative of the target
groups?
9. Do they cover therapy for
the annotators?

label details

1. Do they provide definitions
for the labels?
2. Are the labels binary?
3. Are the labels fine-grained?
4. List out all the labels.
5. Does the paper mention
recommendations on how the
labeled data should be used?

annotation details

1. Do they mention the
annotation tool?
2. What was the annotation
platform?
3. Is the annotation conducted
using crowd-sourcing?
4. Do they mention a pilot
annotation?
5. Is there an annotation
guideline?
6. Is the annotation guideline
published?
7. What are the number of
annotators per sample?
8. Are there atleast 3 or more
annotators?
9. Do they report annotation
agreement?

[34 questions asked]
38 research dataset papers considered

research datasets

hate speech punishment

1.Does the regulation set
any kind of punishment?
2. Is there any social
or community service as
punishment?
3. Is there a monetary
punishment?
4. Is there an imprisonment
as punishment?
5. Does the law explicitly
provide specified higher
penalties for repeated
offenders?

20 languages covered

labels taxonomy in explored research datasets

Albanian
Amharic
Arabic
Bengali
Chinese

Croatian
Danish
Dutch
English
French

German
Hindi
Hinglish
Italian
Korean

Polish
Portuguese
Roman Urdu
Russian
Spanish

hate
offensive
normal
sexism
SUD

insult
aggressive
cyberbullying
fearful
disrespectful

incomprehensible
extremism
racism
defamation
irony

stereotype
blackmail
body Shame
curse
exclusion

harmful
homophobia
lookism
aggressive
call-for-actions

Figure 2: SELECTION AND QUESTIONNAIRE: Selected countries, platforms, meta categories, full list of
questionnaire and other statistics spanning country-specific regulations, social media platform policies and research
datasets.

performed to audit different perspectives in a rele-271

vant and robust manner. Note that the surveys used272

in this study were carefully designed and answered273

by a group of qualified researchers, including PhD274

students and postdoctoral fellows, who have exper-275

tise in social media policies and online hate speech276

regulation. Information regarding social media plat-277

form policies were gathered through a thorough278

examination of policy documents and guidelines279

available on the platforms’ official websites.280

Validity assurance: To ensure the validity and281

comprehensiveness of our surveys on social media282

policies and country regulations, we collaborated283

with LEGALTECH researchers from a university284

law school. This collaboration helped us refine285

our survey questions and ensure that our research 286

methodologies align with the latest legal and regu- 287

latory standards. 288

4.1 Country-specific regulations 289

In this subsection, we examine the regulations con- 290

cerning hate speech that have been established by 291

individual countries. Hate speech can manifest 292

itself in various forms and requires different regu- 293

latory approaches depending on cultural, legal, and 294

societal contexts and we maximally incorporate 295

these as discussed below. 296

SELECTION CRITERIA: To ensure a diverse and 297

representative sample of countries, we selected 298

them based on extensive familiarity and exper- 299
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tise of the research team to ensure a detailed and300

contextually rich analysis. Then we also selected301

diverse geographic representation by selecting302

atleast one country from each continent based on303

population to capture a wide range of regulatory304

approaches. Finally, countries with significant on-305

line presence & engagement and where incidents306

of hate speech are prevalent were also considered307

to strengthen our focus on hate speech regulation.308

QUESTIONS: First we narrowed down the meta309

categories to have a solid overview of the regu-310

lations. For this purpose, we aimed at following311

rationales for extracting key insights from each312

country’s approach to hate speech regulation. First,313

we considered freedom of speech and hate speech314

definition as they are very crucial for gaining in-315

sights into country’s tolerance of expression and316

for reflecting upon their conceptualization and le-317

gal stance on hate. Then we considered different318

punishments like monetary fine or imprisonment319

which is of immense importance; since it is related320

to the consequences of violation of hate speech321

regulations. We also employed preventive mea-322

sures to emphasize censorship or content moder-323

ation like counterspeech regulatory support and324

message detoxification. Finally, we also consider325

social media regulations as it is vital for deep div-326

ing into regulations related to online hate. After327

finalizing meta categories on these key insights, we328

then added relevant questions into each of them.329

In total, we selected 14 countries from around330

the world,2 to provide a comprehensive represen-331

tation of how hate speech and related issues are332

regulated at the national level. This selection en-333

sures at least one country from each continent is334

included to capture a diverse set of regulatory ap-335

proaches and perspectives. Please refer to Figure 2336

for a holistic view. The insights derived from the337

analysis of these regulations are discussed in Sec-338

tion 5.1.339

4.2 Platform policies340

We analyze the policies developed by social media341

platforms to regulate hate speech with the goal to342

understand how these platforms define, detect, and343

respond to such content. Our analysis provides344

insights into the accessibility and transparency of345

platform policies, the use of automated and human346

moderation, and the preventive measures in place347

2Countries: Ethiopia, India, Sri Lanka, Russia, Ukraine,
South Africa, United States, United Arab Emirates, United
Kingdom, Germany, China, Brazil, Colombia and Australia.

to protect users. 348

SELECTION CRITERIA: Our selection criteria 349

were designed to ensure a thorough examination 350

of policies across globally popular social media 351

platforms while also accounting for regional varia- 352

tions. Globally popular platforms were selected 353

based on their monthly active user count, prioritiz- 354

ing the most widely used platforms worldwide to 355

ensure broad coverage and relevance. For region- 356

ally relevant platforms, importance was given to 357

the popularity of platforms within the countries 358

mentioned in Section 4.1. 359

QUESTIONS: We first curated meta categories be- 360

fore concluding the final questionnaire. Social me- 361

dia platform specific rationales targeted at distinct 362

aspect of platform functionalities and their strate- 363

gies for addressing hate speech were considered. 364

Hate speech definition is among the first major ra- 365

tionale we considered for identifying the platform’s 366

foundation on content moderation and enforcement 367

actions. Then we pillared on platform access & 368

verification, regulation accessibility and content 369

moderation as the most crucial rationales. These 370

rationales were chosen to understand the mecha- 371

nisms for user access and verification, including 372

age restrictions and verification processes, inquiry 373

into the accessibility and language of platform 374

regulations aimed to assess the transparency and 375

helped us further delve into the mechanisms and 376

actors involved in content moderation, including 377

user-driven moderation, automated systems, and 378

employee-led moderation teams. In addition, exam- 379

ination of policy alignment with country-specific 380

regulations provided insights into platform compli- 381

ance and adaptability to legal frameworks. Similar 382

to rationales in country-specific regulations, here 383

also we include preventive measures as they fo- 384

cused on the platform’s efforts to empower users in 385

reporting hate speech, as well as initiatives aimed 386

at promoting counterspeech and detoxification of 387

harmful content. Additionally, we also include 388

data access as an inquiry as well to assess the plat- 389

form’s transparency and willingness to collaborate 390

with researchers and law enforcement agencies in 391

hate speech investigations. Access to platform data 392

is critical for conducting comprehensive research 393

and ensuring accountability. 394

In total, 14 social media platforms were selected 395

based on the established selection criteria and an- 396

alyzed through our detailed questionnaire.3 Refer 397

3X, Facebook, Telegram, WhatsApp, Instagram, Reddit,
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to Figure 2 for detailed questionnaire with meta398

categories of social media platforms’ regulations.399

The findings, which elucidate the platforms’ ap-400

proaches to hate speech, are presented in Section401

5.2.402

4.3 Research datasets403

In our third pillar, we bridge the gap with NLP re-404

search by examining the current state of automatic405

hate speech detection in texts. Our focus centers406

on datasets designed for fine-tuning machine learn-407

ing models, allowing us to gain a comprehensive408

understanding of the landscape across diverse lan-409

guages. This exploration will highlight the method-410

ologies used in dataset creation, their definitions411

of hate speech, and their relevance in addressing412

the challenges posed by hateful content in digital413

environments.414

SELECTION CRITERIA: Our selection criteria415

were crafted to ensure the inclusion of diverse per-416

spectives while maintaining a high standard of rel-417

evance and credibility. These criteria included the418

following points. Language inclusivity was cho-419

sen as one of the most crucial criterion as it en-420

compasses a wide array of languages prevalent in421

the countries considered in Section 4.1. Citations422

and publication venue are one of the most im-423

portant parameters of success of a research work.424

We therefore prioritized dataset papers that have425

significantly influenced the academic community,426

as indicated by their citation metrics. For low-427

resource languages, we included the majority or428

all of the available datasets to ensure comprehen-429

sive representation in our analysis. Preference was430

given to papers published in esteemed NLP venues431

such as ACL Anthology, AAAI, LREC, COLING,432

or WOAH, ensuring a standard of quality and rigor433

in the selected dataset papers. Finally, we further434

cross-verified to bolster the credibility of our selec-435

tion and cross-checked our choices with established436

repositories such as hatespeechdatasets.com,437

thus validating the inclusion of well-established438

datasets.439

QUESTIONS: For the formulation of meta cate-440

gories we designed to extract key insights essential441

for a comprehensive understanding of hate speech442

datasets. Hate speech definition is the crucial ra-443

tionale here as well as it provides with the complex444

nature of hate speech, and helps in exploring how445

researchers conceptualize and define it. Next, we446

VK, Odnoklassniki, TikTok, YouTube, LinkedIn, Snapchat,
GAB, ShareChat

anchor on annotation process and diverse set of la- 447

bels as they help in investigating that how the anno- 448

tation process sheds light on the methodologies em- 449

ployed, including the existence of guidelines, pilot 450

annotations, and quality control measures, which 451

are crucial for evaluating the quality and reliability 452

of the dataset. The labels used for annotation and 453

their descriptions provide insights into the granu- 454

larity and depth of the dataset’s understanding of 455

hate speech nuances. Annotator demographics 456

are also very crucial as they help in exploring the 457

demographics of annotators, encompassing factors 458

such as age, gender, religion, and race, facilitated 459

an assessment of dataset inclusivity and annotator 460

suitability. Finally, dataset material which queries 461

aspects such as data source, modality, size, and 462

availability is vital for understanding the dataset’s 463

scope and applicability in hate speech research. 464

We selected 38 dataset papers spanning 20 lan- 465

guages based on our criteria and analyzed them 466

using our comprehensive questionnaire. The com- 467

plete questionnaire is available in Figure 2, cited 468

datasets are present in Appendix 1 and the results 469

from this analysis are presented in Section 5.3. 470

5 Results and analysis 471

In this section, we will discuss the outcomes of our 472

investigation across three key areas aimed at miti- 473

gating hate speech: country regulations, platform 474

policies and research datasets. We have summa- 475

rized our analysis quantitatively in Figure 3 and 476

have also uploaded full list of questionnaire as a 477

supplementary material. 478

5.1 Regulation results 479

As stated earlier, we selected 14 countries from all 480

over the world in order to have a comprehensive 481

picture of how hate speech and related issues are 482

regulated on a governmental level. The quantita- 483

tive results of our investigation are summarized 484

in Figure 3(a) and below we perform qualitative 485

analysis. 486

First of all, we note that all the countries con- 487

sidered regulate hate speech except the USA and 488

the majority of the regulations have been updated 489

no earlier than four years ago, keeping the na- 490

tions up-to-date with the current hate speech chal- 491

lenges. The definition of hate speech, inspite of 492

the widespread recognition of the need to address 493

hate speech at the governmental level, lacks single 494

universally accepted definition of what constitutes 495
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Figure 3: EXPLORATORY RESULTS on regulations by nations and social media platforms.

hate speech. Different countries have developed496

their own definitions, reflecting their unique cul-497

tural, legal, and social contexts. Understanding498

these context-specific definitions is crucial for de-499

veloping targeted interventions that respect local500

norms while safeguarding individuals from harmful501

speech.502

Although most countries have laws regulating hate503

speech, only 43% have specific definitions related504

to online hate speech. Countries such as the USA,505

Russia, and Ukraine do not independently address506

online hate speech at the legislative level, whereas507

hate speech is protected under freedom of speech508

in the USA.509

Coming to the punishments, most countries510

adopt various approaches to punish hate speech511

offenders, with penalties ranging from fines and512

community service to imprisonment. While impris-513

onment is a potential consequence, the duration of514

sentences is typically relatively short, and varies515

from one country to the other. Finally, proactively516

mitigation of hate speech is being used in a lim-517

ited manner. At both national and regional levels,518

specific laws addressing counterspeech and detox-519

ification are lacking. However, many countries520

have emphasized the creation of a safe environ-521

ment through proactive methods, which appears to522

be a positive initial step in this direction.523

5.2 Platform results524

In this subsection we analyze the outcome of our525

survey on social media platform’s policies to ro-526

bustly corroborate the community guidelines pro-527

vided by the respective platforms in terms of hate-528

ful content and their mitigation strategies. The529

overall quantitative results from our investigation530

are summarized in Figure 3(b) and below we per-531

form qualitative analysis.532

The majority of platforms have an age limit for533

account creation and some sort of parental con-534

trol. Only three out of 14 platforms we studied—535

Facebook, Instagram, and YouTube—apply age536

verification methods. Phone number or any other537

sort of ID verification is present in only 57% of the 538

platforms that we studied. None of the platforms 539

allow for the creation of completely anonymous 540

accounts, but nine platforms allow for the creation 541

of pseudonymous accounts, i.e., an account that 542

uses a fictitious name or alias to protect the user’s 543

digital identity. 544

All platforms except GAB have made their regu- 545

lations or community guidelines accessible from 546

their home pages. X, Telegram and GAB do not 547

adjust the language of the regulations automati- 548

cally according to the user’s geographical location. 549

Platforms like Telegram, WhatsApp, TikTok, and 550

GAB do not even have a strict definition of hate 551

speech in their regulations. 552

Platforms play an important role in content mod- 553

eration, where administrators or moderators can 554

moderate respective groups or communities. It is 555

highly subjective and dependent on the social and 556

cultural context of the individual and their demo- 557

graphics. Only a small minority of platforms— 558

Facebook, Instagram, TikTok, ShareChat and 559

YouTube —have moderators with demographic 560

diversity. A common solution to this challenge is 561

employing auto-moderation, which is adopted by 562

almost all platforms except Telegram, WhatsApp, 563

and GAB. 564

As the primary preventive measure, all plat- 565

forms have a reporting functionality where users 566

can report content they find inappropriate. The 567

users generally flag the reported content accord- 568

ing to the category labels provided by the platform. 569

Platforms like WhatsApp, VK, Odnoklassniki, Tik- 570

Tok, and ShareChat do not provide a label for of- 571

fensive or sensitive content when reporting. 572

At last, we analyze the acceptance of counter- 573

speech and message detoxification as a proactive 574

moderation strategy. Surprisingly, we found very 575

few platforms like Facebook, VK, and Odnoklass- 576

niki that encourage the promotion of these new 577

moderation paradigms. 578
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5.3 Results based on research datasets579

Our analysis of various hate speech dataset papers580

has yielded several key findings that provide in-581

sights into the landscape of hate speech research582

and dataset construction. Quantitative results are583

provided in Figure 3(c) and below we share quali-584

tative analysis.585

Interestingly, 66% of the surveyed papers586

present a clear definition of hate speech within587

their work. We believe, especially for annotation588

tasks and dataset papers, conceptual clarity in un-589

derstanding hate speech is highly important. Conse-590

quently, our expectation was that almost all papers591

would have a definition of hate speech, which is592

unfortunately not true. Further, our analysis reveals593

that only 16% of the papers have cross-checked594

their definition with hate speech regulations at the595

national level, and only three papers referenced596

platform-specific regulations. This lack of align-597

ment with regulatory frameworks highlights poten-598

tial discrepancies between academic definitions and599

legal or platform-specific interpretations of hate600

speech. To our surprise, only one of the 38 sur-601

veyed papers formulate recommendations on lever-602

aging their work, datasets, or annotations. This603

highlights a missed opportunity for academic re-604

search to inform practical interventions and policy-605

making efforts in the fight against hate speech.606

Finally, we observe considerable imbalance in607

investigated data sources. X account for over608

50% of the studies, while other platforms such609

as YouTube, Instagram, Reddit and WhatsApp were610

explored in less than 10% of the papers. Facebook,611

with its 3 billion users, far exceeds X, which has612

only 611 million users, indicating that the over-613

representation of certain platforms does not corre-614

late with actual usage.615

Due to paucity of space, we present few more616

results which we obtained as observation from our617

analysis in Appendix A.618

6 Conclusion and Future Directions619

Our three-tiered study highlighted key challenges620

in addressing hate speech from governmental, plat-621

form, and research angles.622

Firstly, the lack of a universally accepted definition623

of hate speech complicated the development of624

consistent regulations across countries. While most625

nations have a definition of hate speech, only a third626

defined it specifically for the online environment.627

This underscored the need to raise awareness about628

online hate and its mitigation. However, some of 629

the countries are interested in proactive hate speech 630

moderation methods development. 631

Secondly, social media platforms showed policy 632

inconsistencies, which hindered effective content 633

moderation. A fifth of the platforms failed to adapt 634

hate definitions to local languages and cultures, 635

and moderation typically focused on banning rather 636

than proactive strategies. 637

Thirdly, most NLP research did not align with plat- 638

form or regulatory guidelines, often reusing out- 639

dated definitions from previous computer science 640

studies. Moreover, many studies did not explore 641

proactive measures such as counterspeech or detox- 642

ification in operational settings. Such data labeling 643

could potentially improve automatic online hate 644

mitigation. 645

Ultimately, collaboration between platforms, gov- 646

ernments, and researchers is essential to create dy- 647

namic moderation frameworks. Aligning defini- 648

tions and promoting proactive strategies will lead 649

to more effective solutions for combating online 650

hate. The further exploration of proactive modera- 651

tion pipeline which consists of thoughtful combi- 652

nation of text detoxification, counter speech gen- 653

eration, other preventing measures, and preparing 654

such datasets for automatic methods development 655

should be a frontier for future research. 656

Limitations 657

While we made diligent efforts to meticulously 658

document our research process, findings and rec- 659

ommendations, it is important to acknowledge that 660

our study has certain limitations: 661

1) Only text-based content: We only took into 662

consideration textual expression of digital violence 663

in NLP research. We acknowledge that hate can 664

also be extremely taxing in other modalities like 665

images, voice recordings and videos. Our study on 666

hate mitigation do not encompass such cases. 667

2) Only human-written content: Our mitiga- 668

tion pipeline was initially tailored to address only 669

human-authored messages and comments. How- 670

ever, as text generation systems become more 671

prevalent, there is a growing influx of machine- 672

generated content on social media platforms. It is 673

imperative to incorporate additional measures to de- 674

tect and address bots and other machine-generated 675

texts that may pose greater risks in inciting hatred. 676

3) Only digital content: Finally, we performed our 677

studies only in the realm of digital violence. Never- 678
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theless, digital hater can transcend virtual platforms679

and manifest in real-world scenarios through vari-680

ous means. For this reason, we include an ‘authori-681

ties’ intervention’ step in our demarcation pipeline.682

Ethics statement683

We are committed to upholding freedom of speech684

and respect the autonomy of stakeholders in de-685

ploying moderation technologies tailored to their686

specific domain, context, and requirements. Our687

aim is to offer a broader perspective on potential au-688

tomatic proactive moderation strategies, providing689

novel insights and recommendations.690
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A Analysis continued 1114

Further investigation into hate speech dataset pa- 1115

pers revealed a nuanced understanding of hate 1116

speech as a multi-faceted phenomenon. Through 1117

the analysis of hate speech definitions and descrip- 1118

tions, several key aspects emerged that can be con- 1119

sidered for the classification of hate speech. We 1120
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outline these aspects below:1121

(i) Target: Understanding the target of hate speech1122

is essential in contextualizing its impact. Inflam-1123

matory messages directed at individuals or groups1124

are often considered hate speech, while undirected1125

messages are not.1126

(ii) Discrimination: Hate speech often manifests1127

through discriminatory language targeting various1128

characteristics such as race, sex, gender, national-1129

ity, religion, and more.1130

(iii) Intent of the perpetrator: Malicious intent,1131

ranging from mocking and causing emotional harm1132

to issuing threats or inciting violence, is typical for1133

hate speech. However, humorous, sarcastic, or troll1134

messages are often not considered hate speech.1135

(iv) Language usage: Hate speech can manifest1136

in diverse linguistic forms, from threatening, dehu-1137

manizing, or fear-inducing speech to overtly vi-1138

olent or obscene language. Again, sarcastic or1139

humorous language is often not considered hate1140

speech.1141

(v) Emotions of the victim/target: Understand-1142

ing the emotional impact on hate speech victims is1143

crucial for assessing its harm, as it often induces1144

sadness, anger, fear, and out-group prejudice.1145

(vi) Frequency: Hate speech can manifest as iso-1146

lated incidents or persistent harassment, such as1147

mobbing or bullying. Analyzing attack frequency1148

helps gauge the severity of hate speech.1149

(vii) Time: Hate speech may reference past events,1150

current circumstances, or future actions. Especially,1151

messages that incite violent actions in the near fu-1152

ture are dangerous. The temporal dimension should1153

not be neglected.1154

(viii) Fact-checking: Hate speech often relies1155

on misinformation or distorted facts to perpetuate1156

harmful narratives. Identifying disinformation can1157

aid hate speech detection and inform the severity.1158

(ix) Topic and context: Hate speech targets vari-1159

ous topics, from political ideologies to social iden-1160

tities, and contextual factors must be considered in1161

its assessment. Our analysis underscores the com-1162

plexity of hate speech, highlighting the need for1163

nuanced approaches to effectively identify, classify,1164

and mitigate its harmful effects.1165
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Year of publication Dataset research papers

2017 (2) (Davidson et al., 2017; Del Vigna et al., 2017)

2018 (7) (Albadi et al., 2018; Founta et al., 2018; Bohra et al., 2018; Mathur et al., 2018)
(Sanguinetti et al., 2018; Sprugnoli et al., 2018; Carmona et al., 2018)

2019 (9)
(Mulki et al., 2019; Haddad et al., 2019; Chiril et al., 2019)

(Ousidhoum et al., 2019; Mandl et al., 2019; Corazza et al., 2019)
(Ptaszynski et al., 2019; Fortuna et al., 2019; Basile et al., 2019)

2020 (5) (Mossie and Wang, 2020; Sigurbergsson and Derczynski, 2020)
(Bhardwaj et al., 2020; Rizwan et al., 2020; Zueva et al., 2020)

2021 (6) (Karim et al., 2021; Romim et al., 2021; Ljubešić et al., 2021)
(Burtenshaw and Kestemont, 2021; Mathew et al., 2021; Assenmacher et al., 2021)

2022 (8) (Nurce et al., 2022; Abebaw et al., 2022; Ayele et al., 2022; Jeong et al., 2022)
(Das et al., 2022; Jiang et al., 2022; Shekhar et al., 2022; Demus et al., 2022)

2023 (1) (Pérez et al., 2023)

Table 1: The dataset research papers explored arranged in ascending chronological order. Number in brackets denote
the number of explored dataset papers published in the corresponding year.
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