
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2026

MOLECULE GENERATION THROUGH REASONING
WITH LARGE LANGUAGE MODELS

Anonymous authors
Paper under double-blind review

ABSTRACT

Molecule generation is significant for its potential in scientific discovery and prac-
tical applications, e.g., accelerating drug discovery by directly generating can-
didate molecules. Recent attempts often frame this task as a translation prob-
lem from molecular caption to structural representation, such as SMILES. This
paper first examines the feasibility of modeling the task as a reasoning process
with large language models (LLMs), generating higher-quality molecules through
structural decomposition and recombination within Chain-of-Thought (CoT). We
then introduce a workflow for curating accurate CoT data, incorporating both ma-
chine and expert verification. Lastly, we demonstrate that with a limited dataset
of 4,213 high-quality samples, namely MolCoT4K, we elicit strong reasoning
capabilities for molecule generation in open-source LLMs such as Qwen2.5-7B,
achieving state-of-the-art exact match accuracy over strong open-source baselines
(e.g., MolT5 and LlaSMol) as well as advanced commercial LLMs like GPT-4o.
Moreover, the resulting model, MolGeneration, attains a Pass@16 exact match
accuracy of 48.46%, highlighting its strong potential for real-world experimental
applications when supported by a feasible external verifier or chemistry experts.
Our analysis shows that the correctness of the CoT path is crucial, while reason-
ing ability primarily enhances accuracy in fine-grained molecule generation. The
dataset, model, and training codebase will be released to the community1.

1 INTRODUCTION

Molecule generation plays a vital role in modern drug discovery and material design, by directly
proposing a few candidate molecules rather than exhaustively searching through vast chemical
spaces. A common paradigm frames this task as a translation problem, mapping natural lan-
guage descriptions of molecular properties or functions into molecular representations such as
SMILES (Weininger, 1988; Edwards et al., 2022). Recent advances in language models have en-
abled promising progress along this line (Pei et al., 2023; Liu et al., 2023; Yu et al., 2024), demon-
strating the feasibility of molecule generation from textual prompts.

However, this translation-based paradigm suffers from two fundamental shortcomings. First, it re-
lies heavily on large amounts of annotated training data, which is costly to obtain in the molecular
domain due to the need for expert curation and experimental validation (Mayr et al., 2018). Second,
it fails to explicitly leverage the compositional structure of molecules, leaving the process of assem-
bling functional groups and substructures implicit within black-box end-to-end training. As a result,
current systems often generate chemically plausible but structurally inaccurate molecules. Previous
work has attempted to address these challenges by scaling up model size and training data (Edwards
et al., 2022; Yu et al., 2024), or by introducing additional chemical knowledge, such as the BioT5
family of models (Pei et al., 2023; 2024). While these strategies yield incremental improvements,
they remain fundamentally limited by their lack of explicit reasoning over molecular structure. Even
strong LLM-based systems can struggle to align natural language descriptions with valid molecules.

To address these limitations, we investigate a perspective by framing molecule generation as a step-
by-step reasoning task. As illustrated in Figure 1, the model is first prompted to explicitly gener-
ate intermediate structures and functional groups from the molecular description, such as the main

1https://anonymous.4open.science/r/MolGeneration-DE3F
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Molecule Description

Reasoning LLMs

CoT + Answer

Main Structure: Biguanide is composed of two guanidino groups connected by a bridging nitrogen N=C(N)N=C(N)N.

Side Structure: There is a butyl group (CH₃–CH₂–CH₂–CH₂– : CCCC) substitution at position 1.

Answer: CCCCN=C(N)N=C(N)N

Reasoning

The molecule is a member of the class of biguanides that is biguanide substituted by a butyl group at position 
1. It is an antidiabetic drug with potential antitumor effect. It has a role as a hypoglycemic agent, a 
geroprotector, a radiosensitizing agent, an antineoplastic agent and an antiviral agent. It is functionally related 
to a biguanide.

Combination: The carbon of the butyl chain will connect to the nitrogen of the biguanide structure.

Main Structure

Side Structure

Combination

Answer Molecule

Figure 1: Illustration of molecule generation through reasoning: Given the molecule descrip-
tion, a reasoning LLM first decomposes the structure into a main structure N –– C(N)N –– C(N)N
and side structure CCCC, then combines them at position 1, resulting in the final answer
CCCCN –– C(N)N –– C(N)N. See Appendix Table 6 for more generated examples.

structure and side structure (substituents), and then to construct the final structural representation
(SMILES) based on these components. This compositional reasoning paradigm produces inter-
pretable traces that align with chemical knowledge and improve generation accuracy.

To facilitate this paradigm, we construct the first high-quality chain-of-thought (CoT) dataset for
molecule generation, MolCoT-4K. In particular, we leverage the strong commercial LLM, GPT-
4o-mini, to produce initial raw CoT data, and subsequently develop a dedicated curation tool that
enables chemical experts to efficiently label, verify, and refine these outputs. Through this process,
we obtain a total of 4,213 rigorously curated high-quality samples.

Building upon MolCoT-4K, we frame a simple yet effective two-step training strategy to enable
open-source LLMs with reasoning ability. Specifically, we use Qwen2.5-7B as the testbed and
first perform supervised fine-tuning (SFT) on MolCoT-4K, which yields clear chemistry reasoning
traces and substantial exact-match improvements over the base model. We then apply reinforcement
learning (RL), where the model is encouraged to generate both a reasoning trace and a final molecule
representation from the molecular description. The RL training process is guided by two types of
rewards: format-based rewards, which ensure the reasoning process is included in the generation,
and exact match rewards, defined as a binary exact match score.

Finally, we integrate large-scale translation pairs with our high-quality CoT samples to develop
our strong molecule generation model, MolGeneration. On the challenging real-world evaluation
dataset SMolInstruct, our MolGeneration outperforms both advanced commercial LLMs (GPT-4
and Gemini-2.5) and specialized molecular translation systems (e.g., MolT5), achieving a state-of-
the-art Exact Match (EM) score of 44.97%—surpassing GPT-4 (6.40%), Gemini-2.5 (19.49%), and
MolT5 (31.70%). Moreover, assuming access to an external verifier, our model reaches 48.46% EM
score under 16-fold sampling, showing strong potential for real-world molecule generation when
chemical experts are engaged in selecting candidates.

Our contributions are as follows:

• We demonstrate, for the first time, the effectiveness of framing molecule generation as a
reasoning task: by deconstructing individual functional groups, generating intermediate
results, and recombining them, one can trace a coherent reasoning path for molecule gen-
eration that leads to more accurate molecular outcomes.

2
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• We present MolCoT-4K, a sample-efficient, high-quality reasoning dataset constructed
with both machine and expert verification to maximize data availability, and release it to the
community. To the best of our knowledge, MolCoT-4K is the first dataset that effectively
elicits reasoning capabilities for molecule generation in open-source LLMs.

• Based on MolCoT-4K, we provide our specialized molecular LLM, MolGeneration,
achieving state-of-the-art performance in molecule generation, substantially surpassing
current specialized models as well as advanced commercial LLMs. Furthermore, with
access to an assumed verifier, the notable improvement highlights a strong potential in a
real-world experimental environment.

2 BACKGROUND

Molecule representation. Molecule representation is crucial for encoding chemical structures
and functions when building chemical models. Traditional hand-crafted representations include
RDK (Schneider et al., 2015), Morgan (Cereto-Massagué et al., 2015), and MACCS (Durant et al.,
2002) fingerprinting. RDK is more sensitive to structural changes compared to Morgan and MACCS
fingerprinting (O’Boyle & Sayle, 2016). In contrast, string-based representations such as the Sim-
plified Molecular-Input Line-Entry System (SMILES) (Weininger, 1988) serialize molecular graphs
into human-readable strings. SMILES are generated from molecular graphs using a depth-first
traversal. SMILES has become the standard for representing molecules in large chemical databases
and machine learning pipelines, owing to its simplicity and compatibility with language models (Ed-
wards et al., 2022; 2021; Yu et al., 2024). SELFIES (Self-Referencing Embedded Strings) (Krenn
et al., 2020) was introduced as a robust molecular string representation. However, prior work (Yu
et al., 2024) has shown that SELFIES offers no clear advantage for molecule generation, and the
amount of annotated SELFIES data remains relatively limited. In this study, we adopt SMILES as
the molecular representation and apply RDKit Landrum et al. (2025) to convert output into canon-
ical SMILES (Weininger et al., 1989), a uniform SMILES representation, to address the potential
many-to-one mapping issue for evaluation.

Language models with molecule generation. For convenient and controllable generation, Ed-
wards et al. (2022) formulate molecule generation as a conditional language modeling task, trans-
lating natural language descriptions of molecular functions and properties directly into the corre-
sponding SMILES. They post-train the multilingual language model, T5 (Raffel et al., 2020) with
molecular datasets, resulting in MolT5 for both molecule generation and captioning. BioT5 (Pei
et al., 2023) introduces a comprehensive pre-training framework that enriches cross-modal integra-
tion in biology through chemical knowledge and natural language associations. BioT5+ (Pei et al.,
2024) extends the BioT5 framework and is tailored to enhance biological research and drug dis-
covery. Mol-Instructs (Fang et al., 2024) is designed to boost LLM proficiency in the specialized
domain of bio-molecular studies. LlaSMol (Yu et al., 2024) shows that post-trained LLMs can
achieve strong results on a comprehensive set of chemistry tasks, including molecule generation,
outperforming commercial LLMs like GPT-4 (Achiam et al., 2023) and Claude 3 Opus by a signif-
icant margin. Furthermore, Jiang et al. (2024) propose a novel framework that interweaves model
fine-tuning with data augmentation to mitigate the scarcity of high-quality data. All of these models
generate molecules directly in a black-box end-to-end manner, relying heavily on the availability of
a large-scale pairwise dataset. The inherent chemical characteristics of molecular structures, such as
the compositional information of functional groups, are not explicitly exploited. Our work addresses
this gap by eliciting molecular reasoning ability from LLMs, enabling molecule generation through
structural decomposition of functional groups and step-by-step reasoning.

Datasets for molecule generation. ChEBI-20 (Edwards et al., 2021) is designed for molecule re-
trieval. It consists of 33,010 molecule-description pairs and serves as the post-training dataset for
MolT5. ChEBI-20 contains descriptions of more than 20 words. LlaSMol introduced SMolInstruct,
a large-scale, high-quality molecular dataset, which covers 14 selected chemistry tasks and 3.3 mil-
lion samples, providing a foundation for training and evaluating LLMs in chemistry. The molecule
generation part of SMolInstruct, which consists of 56,498 samples, is much larger than ChEBI-20.
The L+M-24 dataset (Edwards et al., 2024) specifically targets molecule generation and captioning.
This dataset focuses on functional attributes and generates natural-language descriptions of these
properties via GPT-4. Additionally, existing databases such as ZINC (Irwin & Shoichet, 2005),

3
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ChEMBL (Gaulton et al., 2012), and PubChem (Kim et al., 2021) offer molecule SMILES and
description paired data. However, these datasets are large but noisy. In this paper, we introduce
MolCoT-4K, a high-quality molecular reasoning dataset constructed through a combination of ma-
chine verification and expert review. It comprises 4,213 samples, each verified via exact matching
and annotated into five levels of reasoning trace availability (ranging from 1 to 5; see Section 3.2).
Human experts then refine each CoT to ensure chemical soundness, yielding the final gold-standard
dataset. To the best of our knowledge, this is the first dataset explicitly designed to elicit molecular
reasoning ability in LLMs.

3 DATA COLLECTION, PROCESSING, AND CURATION

3.1 DATA COLLECTION AND FILTERING

We first collect description-molecule pairs from the train splits of three widely used datasets, i.e.,
ChEBI-20, SMolInstruct, and L+M-24, resulting in a total number of 243,411 pairwise samples.
Then, considering noisy and invalid data, we apply multiple steps of data filtering: 1) we remove
samples when the corresponding SMILES cannot be processed by RDKit, including those that have
invalid or incomplete molecular representations, or failure in 3D conformation generation; 2) we
discard samples whose descriptions lack a clear molecular definition by requiring the text length
to exceed 20 words2, following the construction rule of ChEBI-20; and 3) we further manually
remove part of the meaningless descriptions produced during step-2. Finally, we obtain a dataset
D containing 55,236 samples, where each sample i is a tuple (mi, si) corresponding to a molecule
description and its SMILES representation.

3.2 CHAIN-OF-THOUGHT (COT) DATA CONSTRUCTION

To maximize efficiency in data construction, given a pairwise molecule dataset D, we prompt GPT-
4o-mini k times for each molecule description (m), obtaining k corresponding potential CoT rea-
soning processes (c′) prior to generating the final SMILES (s′). This procedure yields a raw dataset
D′ in which each sample i consists of k tuples (mi, c

′
ij , s

′
ij , si), where j ∈ [1, k]. Then, for each

sample i, we retain it only if there exists an s′ij that either exactly matches the gold answer si or can
be converted into si using the RDKit tool. If multiple matches are found, we randomly select one
s′ij and the corresponding c′ij as machine-generated c′i and s′i. This filtering process substantially
reduces the dataset size from 55,236 to 4,213 samples, reflecting the difficulty current LLMs face in
handling this task effectively. In the resulting dataset D′′, each sample is a tuple (mi, c

′
i, s

′
i).

Note that both c′i and s′i are machine-generated. While s′i aligns exactly with the gold answer si, the
availability of c′i is not guaranteed. In practice, we observe a considerable proportion of c′ that lacks
sound chemical inference, e.g., main structure errors; see Appendix H for the error distribution
within the dataset. To maximize data availability, we involve human experts to manually revise
each c′i for correctness and develop a CoT curation tool that supports error-level annotation, manual
correction, and related I/O functions to accelerate the process; see Appendix E for details.

Finally, we construct MolCoT-4K, a high-quality molecule generation dataset of 4,213 samples,
split into train/valid/test sets in an 8:1:1 ratio. Each sample is a tuple (mi, c

∗
i , c

′
i, s

′
i), where c∗i is

a CoT trace with chemical validity verified by experts. To simplify, we use (mi, ci, si) to denote
(mi, c

∗
i , s

′
i) samples in MolCoT-4K in the following text, unless specified otherwise.

4 METHODS

This section outlines the training approach used to elicit chemical reasoning ability in LLMs. We
adopt a two-stage post-training strategy: First, we apply SFT using (mi, ci, si) in MolCoT-4K as a
warm-up stage to equip the model with basic accuracy and the ability to generate CoT responses.
Note that the model is supervised by c and s given a description m. We then apply reinforcement
learning to further improve the model’s reasoning capability.

2For example, a short unclear description would be: “The molecule is cancer treatment.” for
CN1CCN(CC2CCN(C3C(N) –– CNCC3F)CC2)CC1.

4
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4.1 REINFORCEMENT LEARNING WITH MOLECULE REWARD

We apply the widely used reinforcement learning method, GRPO (Shao et al., 2024), to further
improve the model’s reasoning ability after SFT. GRPO discards the value function and estimates
the advantage in a group-wise normalization. GRPO typically introduces a KL penalty term to
regularize divergence between the online and reference policies, while we eliminate the KL penalty
term to allow the policy to explore more aggressively in the chemical space.

Formally, for a pair of question-answer pair (q, a) ∈ D, GRPO method samples a group of G re-
sponses {oi}Gi=1 from the old behavior policy πθold . A reward model is then used to score SMILES
and format correctness, yielding group rewards {ri}Gi=1. Outcome supervision provides the normal-
ized reward at the end of each output oi and sets the advantages Âi,t of all tokens in the output as
the normalized reward:

Âi,t = r̃i =
ri −mean({ri}Gi=1)

std({ri}Gi=1)
. (1)

The resulting GRPO loss without KL penalty is:

LGRPO(θ) = E(q,a)∼D,{oi}G
i=1∼πθold (·|q)

1

G

G∑
i=1

1

|oi|

|oi|∑
t=1

{
min

[
αi,t(θ)Âi,t, clip(αi,t(θ), 1− ε, 1 + ε)Âi,t

]}
,

(2)

where

αi,t(θ) =
πθ(oi,t | q, oi,<t)

πθold(oi,t | q, oi,<t)
. (3)

ε is a hyper-parameter. Here, we use the molecule description and SMILES pair, (mi, si) in any
molecule generation dataset as q and a, respectively.

4.2 MOLECULAR REWARD DESIGN

We follow prior RL applications to math reasoning (Shao et al., 2024; Yu et al., 2025; Liu et al.,
2025) and design rewards based on correctness and output format constraints. The correctness
reward ensures that the model receives a reward only when the generated SMILES exactly matches
the ground-truth SMILES3 . The format reward ensures that the model receives a reward only when
the generated CoT contains both the <Think> and <Answer> tags.

However, for molecule generation, correctness and formatting alone are insufficient due to the com-
plexity of chemical syntax and combinations. We therefore design a molecule-specific ensemble
reward strategy, where we additionally introduce a SMILES validity reward that ensures the gener-
ated output corresponds to a chemically valid molecule, verified by the RDKit tool.

5 EXPERIMENTAL SETUP

Base models. We conduct extensive experiments on advanced open-source LLMs, including the
Qwen (Qwen, 2025a;b), LLaMA (Grattafiori et al., 2024), and Mistral (Jiang et al., 2023) families,
covering model sizes from 0.5B to 32B.

Evaluation metrics. We employ three evaluation metrics ranging from coarse to fine: Validity,
RDK-FTS (Schneider et al., 2015), and Exact Match (EM). Validity measures the proportion of
generated SMILES strings that correspond to chemically valid molecules, regardless of correctness,
processed by the RDKit tool. RDK-FTS encodes molecules using RDKit fingerprints and calculates
the mean Tanimoto similarity (also known as the Jaccard index) between the generated and reference
SMILES strings. Finally, EM requires the generated output to be identical to the reference SMILES,
or convertible to the exact same SMILES using the RDKit tool.

3Our preliminary experiments show minimal gains when using similarity-based rewards, e.g., those from
the RDKit tool (Landrum et al., 2025). Thus, we chose the simplest binary reward version.

5
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Figure 2: Performance comparison on our MolCoT-4K dataset across metrics, model scales, and
training methods for Qwen2.5 and Qwen3. Validity, RDK-FTS, and EM represent average per-
formance at progressively finer levels of granularity: the proportion of valid molecules, average
structural similarity, and exact match accuracy, respectively. The results show that reasoning abil-
ity contributes most to improvements in fine-grained molecular generation (EM). Detailed results,
along with those for other models such as LLaMA and Mistral, are provided in Appendix M.

Training setting. Our experiments were conducted with HuggingFace Transformers (Wolf et al.,
2020) and TRL (von Werra et al., 2020) on NVIDIA H100 (100 GB) GPUs. In the SFT stage, we
train for three epochs with a learning rate of 5 × 10−5. We set the maximum sequence length to
2,048 tokens with AdamW, using a 0.03 warmup. In the RL stage, we apply GRPO for one epoch
with a learning rate of 1×10−6. We set the maximum sequence length to 2,048 tokens with AdamW,
using a 0.1 cosine warmup.

Decoding Strategy. We mainly employ two decoding strategies to comprehensively evaluate the
effectiveness of our method and the resulting model. (1) Beam search is applied to demonstrate
performance in a constrained experimental setting; and (2) Best-of-N sampling is applied to ap-
proximate the upper bound of performance (Pass@N) when an external verifier is available. For
Best-of-N settings, we set top-p as 0.9, top-k as 50, and temperature as 1.0, to ensure that samples
are drawn from relatively higher-probability regions while maintaining diversity.

6 EXPERIMENTAL RESULTS AND ANALYSIS

6.1 ON THE ROLE OF REASONING FOR MOLECULAR GENERATION

In this section, we begin by evaluating the impact of incorporating decomposition and recombination
information, represented as CoT traces, prior to generating the final SMILES strings. Experiments
are conducted on the MolCoT-4K dataset (see Section 3.2) across a broad range of LLMs differing
in size and family. We focus here on the simplest setting, supervised fine-tuning, where w/ CoT and
w/o CoT denote training with (m, c, s) and (m, s) pairs, respectively, from MolCoT-4K.

Figure 2 shows the corresponding results on Qwen2.5 and Qwen3 families, measured at progres-
sively finer levels of granularity by Validity, RDK-FTS, and EM scores (see Section 5). It is easy
to see that: (1) Within the Qwen family (e.g., Qwen2.5 from 0.5B to 32B), performance improves
steadily as the model size increases; (2) Compared to the base models, supervised fine-tuning sub-
stantially improves molecular generation performance. Moreover, incorporating CoT data during

6
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training (w/ CoT) consistently outperforms the traditional translation setting (w/o CoT), underscor-
ing the necessity of explicitly decomposing and recombining structural information prior to generat-
ing the final answer; (3) It is worth noting that our reasoning model shows increasingly pronounced
benefits as the evaluation becomes more fine-grained. For example, although the traditional trans-
lation approach (w/o CoT) can also generate a comparable proportion of valid molecules, when
molecular similarity, and especially the degree of exact matching, is considered, the superiority
of reasoning models (w/ CoT) becomes more apparent. This demonstrates that reasoning ability
plays a crucial role in fine-grained molecular generation, consistent with the chemical intuition that
component-wise decomposition and recombination enable more precise generation. More results on
LLaMA and Mistral families can be found in Appendix M, which show consistent trends.

We further investigate the effectiveness of incorporating both SFT and RL for molecular generation,
i.e., the two-stage post-training strategy, see Section 4. Experiments are also conducted on the
MolCoT-4K dataset using a series of ablation strategies: (1) SFT using only pairwise data (m, s)
and discarding CoT, denoted as SFTw/o CoT, following the traditional translation paradigm (Edwards
et al., 2021; Yu et al., 2024); (2) SFT with CoT data, i.e., (m, c, s), denoted as SFTw/ CoT; (3) We
additionally incorporate RL training stage after (1) and (2) to show further impacts, denoted as
RL+SFTw/o CoT and RL+SFTw/ CoT, respectively.

Model EM RDK-FTS Validity
Qwen2.5-7B 4.92% 16.22% 56.00%
+ SFTw/o CoT 28.31% 52.53% 88.57%
+ SFTw/ CoT 38.55% 58.77% 90.06%
+ RL + SFTw/o CoT 20.92% 37.75% 73.85%
+ RL + SFTw/ CoT 43.98% 61.63% 91.27%
∆Improvement +39.06% +45.41% +35.27%

Table 1: Performance comparison under different train-
ing strategies, measured by Exact Match (EM), RDK-
FTS, and validity scores, respectively.

Table 1 shows the results for these set-
tings on the Qwen2.5-7B model, measured
by EM, RDK-FTS, and Validity scores.
The results clearly indicate that the base
model (Qwen2.5-7B) finds this task highly
challenging, achieving only 4.92% EM,
16.22% RDK-FTS, and 56.00% Validity
scores. Supervised fine-tuning with pair-
wise data (SFTw/o CoT), i.e., translation
modeling, substantially improves perfor-
mance, particularly by increasing the va-
lidity of generated SMILES strings and
enhancing structural similarity. When
incorporating CoT data (SFTw/ CoT) for
training, we observe clear reasoning trails during generation. It is worth noting that this strongly
enhances performance by increasing exact matching results from 28.31% to 38.55%, highlighting a
consistent finding with that in Figure 2 on the role in fine-grained generation. Further incorporating
RL for training achieves the best results with 43.98% EM, 61.63% RDK-FTS, and 91.27% Validity
scores. However, discarding CoT data (RL+SFTw/o CoT) in this setting largely hurts performance,
even worse than that of solely supervised fine-tuning (SFTw/o CoT). The labels of the test dataset
after SFT and RL are shown in Appendix I. Examples of results after RL are shown in Appendix J.

6.2 ON THE ROLE OF CORRECTNESS OF REASONING TRACE

Model EM RDK-FTS Validity
Qwen2.5-7B 4.92% 16.22% 56.00%
SFTw/ corrected CoT 20.48% 43.22% 71.45%
SFTw/ minor issue 17.77% 42.96% 69.58%
SFTw/ element issue 16.27% 41.29% 64.52%
SFTw/ structural issue 15.36% 40.13% 64.34%
SFTw/ ineffective CoT 7.53% 30.26% 58.73%
SFTw/ messed-up CoT 0.60% 4.95% 20.19%

Table 2: The effectiveness of six groups of data varying
noise type within CoT across EM, RDK-FTS, and Validity.
Corrected CoT achieves the best performance as expected.
Notably, the performance gradually decreases as the noise
increases.

To more precisely examine how the
correctness of the reasoning trace in-
fluences training in molecular gen-
eration, we conduct controlled ex-
periments. From our CoT dataset,
MolCoT-4K, where each sample is
expressed as (m, c, s), we randomly
select 1,000 samples and manually
inject five types of noise into c. These
noise types span mild to severe per-
turbations: CoT with minor issues,
element issues, structural issues, in-
effective CoT (i.e., removal of CoT),
and a “messed-up” CoT created by
shuffling the words within each rea-
soning path to maximize disruption
(see Appendix G for details). This
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Model EM RDK FTS Validity
Gemini-2.5-pro 19.49% 62.72% 81.18%
Claude 3 Opus 12.30% 57.60% 92.60%
GPT-4 6.40% 42.60% 81.40%
Gemini-2.0-flash 5.29% 27.44% 64.38%
GPT-4o-mini 1.40% 12.63% 52.27%
MolT5 31.70% 73.20% 95.30%
LlaSMol 19.20% 61.70% 99.70%
MolInst 6.00% 43.60% 84.80%
ChemLLM 0.90% 14.30% 4.30%
Qwen2.5-7B 0.00% 1.08% 8.95%

MolGenerationw/o CoT 37.02% 61.63% 89.81%
MolGenerationw/ CoT 44.97% 67.69% 94.02%

Table 3: Performance comparison on the SMolInstruct dataset. Our model achieves the highest EM
score of 44.97% using beam search (beam size = 5), outperforming both open-source systems (e.g.,
MolT5: 31.70%, LlaSMol: 19.20%) and commercial LLMs, e.g., Gemini-2.5-Pro.

process yields six datasets in total, including the clean subset from MolCoT-4K. All six datasets
share the same 1,000 molecular descriptions m and corresponding SMILES s, differing only in their
CoT c, thereby ensuring effective control across groups.

We further perform supervised fine-tuning on the Qwen2.5-7B model with each of these datasets.
The results are presented in Table 2. Training with the dataset containing correct CoT yields the
strongest performance, while increasing perturbation levels lead to a gradual decline. In particular,
training with the "messed-up CoT" setting results in nearly collapsed performance. Using the inef-
fective CoT data (empty CoT) provides only marginal improvement over the base model, but still
falls far short of the correct CoT setting, consistent with the observations in Section 6.1. Overall,
the correctness of CoT is crucial to successfully elicit reasoning ability for molecular generation.

6.3 EXPERIMENTAL RESULTS ON SMOLINSTRUCT

In this section, we evaluate the effectiveness of incorporating reasoning ability on the widely used
molecular generation benchmark, SMolInstruct. This dataset includes 56,498 description–SMILES
pairs in the training set, which has been largely used for translation modeling (Yang et al., 2024).
The test set comprises 2,493 samples. Notably, even advanced commercial LLMs struggle on this
task; for instance, GPT-4 achieves only a 6.4% EM score, as reported by Yu et al. (2024), posing a
challenging benchmark.

As discussed in Section 6.1, traditional translation modeling struggles to capture fine-grained struc-
tural information, yet it can still generate SMILES with relatively high coarse-grained similarity
and validity. To maximize generation performance, we combine the SMolInstruct training set (56K
pairwise samples) with our MolCoT-4K dataset (4K samples from the merged train and test sets).
We simply upsample MolCoT-4K by a factor of 10 to balance their scales.

To highlight the role of CoT data, we follow the setting in Figure 2 and apply supervised fine-tuning
on the Qwen2.5-7B model using the merged dataset with and without the CoT path, yielding our
MolGeneration models, denoted as MolGenerationw/ CoT and MolGenerationw/o CoT. We conduct an
extensive comparison with both open-source chemistry-specific systems and commercial LLMs. To
ensure a fair comparison, we use beam search with a beam size of 5 as the decoding strategy, which
is also applied on the baseline open-source systems, e.g., MolT5 and LlaSMol.

As shown in Table 3, our models achieve state-of-the-art performance in exact match, reaching
44.97% and substantially outperforming all baseline systems. Also, the small scale of the CoT
dataset contributes substantially, where training with CoT (MolGenerationw/ CoT) clearly surpasses
its translation-based version (MolGenerationw/o CoT). Other recent strong translation-based systems,
such as MolT5 and LlaSMol, perform considerably worse in EM (31.7% and 19.2%), although
they attain the highest scores in structural similarity (73.2%) and validity (99.7%), respectively.
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This is consistent with our findings in Section 6.1, where reasoning primarily benefits fine-grained
generation, while translation modeling mainly contributes at the coarse level.

Notably, Qwen2.5-7B, the base model we trained on, fails completely on this challenging dataset,
producing no exact matching SMILES. Also, it is interesting that GPT-4o-mini, the source from
which our MolCoT-4K data was distilled, achieves only 1.4% in this benchmark. This underscores
both the difficulty of the benchmark and the critical role of training data.

1 2 4 8 16
Sample of N

0

10

20

30

40

50

EM
 (%

)

MolGeneration
Gemini-2.0-flash
GPT-4o-mini
Qwen2.5-7B

Figure 3: Performance comparison of Exact
Match (EM) on CoT-augmented SMolInstruct
across Pass@N (N = 1,2,4,8,16). MolGenera-
tion exhibits steady improvements from Pass@1
to Pass@16, consistently outperforming commer-
cial LLMs such as Gemini-2.0-flash and achieves
a Pass@16 exact match score of 48.46%.

In addition, to explore the potential of MolGen-
eration for molecular design, we apply Best-
of-N sampling to generate a set of N (N =
1,2,4,8,16) candidate molecules from MolGen-
eration. Assuming access to an external ver-
ifier, chemical experts can then select results
from this candidate set. The Pass@N results
are presented in Figure 3, where we observe a
nearly linear trend as increasing sample size N .

MolGeneration exhibits steady improvements
from Pass@1 to Pass@16 and achieves a
Pass@16 exact match score of 48.46%.
Moreover, it consistently and largely outper-
forms commercial LLMs such as Gemini-2.0-
flash and GPT-4o-mini in this setting, while
Qwen2.5-7B yields nearly 0.0% EM across all
values of N . In short, MolGeneration demon-
strates strong potential for future molecular de-
sign in real-world experimental settings.

7 CONCLUSION

In this work, we frame molecule generation as a step-by-step reasoning process in which LLMs pro-
duce chemically valid CoT paths that decompose and recombine functional groups before generating
the corresponding SMILES. To support this ability, we construct the first high-quality CoT dataset,
MolCoT-4K, incorporating both machine and expert verification to maximize data reliability. Our
extensive experiments on a wide range of open-source LLMs demonstrate that (1) despite its small
scale, MolCoT-4K can effectively elicit reasoning ability for this purpose; (2) the resulting reason-
ing models consistently and largely outperform traditional translation-based models when trained
on the same amount of data; and (3) while translation-based models can produce SMILES with
relatively high structural similarity, reasoning ability proves superior in fine-grained molecular gen-
eration—reflected in substantially higher exact-match accuracy—thereby supporting the chemical
intuition that component-wise decomposition and recombination enable more precise generation.

Lastly, we present our molecular reasoning model, MolGeneration, trained on a large amount of
pairwise data and our compact CoT dataset, MolCoT-4K. MolGeneration achieves the state-of-the-
art generation performance, largely surpassing both strong specific systems, e.g., MolT5, and com-
mercial LLMs, like Gemini-2.5-pro, demonstrating strong potential for future molecular design.
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User: You are an expert in info-chemistry, especially in SMILES interpretation and trans-
lation. Provide the SMILES representation based on the following molecule description:
{Molecule Description}. Analyze it step by step, and return only the SMILES within the
<Answer></Answer> tags.

Figure 4: Distillation prompt. Distill Chain-of-Thought (CoT) for molecule generation based on
the above prompt from GPT-4o. The placeholder {Molecule Description} is filled with a molecule
description.

Provider Model Input ($/1M tok) Output ($/1M tok)

OpenAI GPT-4o-mini 0.15 0.60
OpenAI GPT-4o 2.50 10.00
OpenAI o3 10.00 40.00
Anthropic Claude Sonnet 3.7 3.00 15.00
Google Gemini 2.5 Pro (Thinking) 1.25 (≤ 200k) / 2.50 (≥ 200k) 10.00 (≤ 200k) / 15.00 (≥ 200k)
Google Gemini 2.5 Flash (Hybrid reasoning) 0.30 2.50
DeepSeek DeepSeek-R1 0.14 2.19

Table 4: Commercial model API pricing ($/million tokens). GPT-4o-mini is one of the strongest-
performing and most cost-effective models.

A THE USE OF LARGE LANGUAGE MODELS

In this paper, we prompt GPT-4o-mini to generate draft CoT traces from molecule descriptions prior
to human post-editing to enable relatively large-scale data curation. In addition, we also evaluate
Claude, GPT, and Gemini on the MolCoT-4K and SMolInstruct test sets for comparison.

B DISTILLATION PROMPT

The prompt used to extract Chain-of-Thought (CoT) data from GPT-4o-mini is shown in Figure 4.
The {Molecule Description} is replaced by actual data samples.

C COMMERCIAL REASONING MODEL API PRICING

We select GPT-4o-mini because GPT-4o-mini is one of the strongest-performing and most cost-
effective models.

D EXAMPLE OF DATASET

Table 5 presents an example from the constructed dataset, which includes a molecule description
of Glyphosate, its corresponding SMILES representation, and the distilled Chain-of-Thought (CoT)
reasoning steps. The CoT first identifies the core structure of Glyphosate based on the description,
then identifies components of this molecule, including glycine, the phosphonomethyl group, and N-
alkylation, and identifies functional groups. Finally, it constructs the SMILES representation based
on the above decomposition.

E CURATION TOOL

The curation is shown in Figure 5. The original CoT data is presented in the left CoT text box and
can be edited. At the same time, we can label the data in the score text box and fill in the detailed
issue in the reason text box. In this way, we manually correct and label the data. After editing, we
can save the revision by clicking the Save changes button. The two text boxes above, which cannot
be edited, are used to show the SMILES and molecule description, respectively. After saving, the
curated result can be seen on the right side, including the SMILES, molecule description, corrected
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Example Data: Glyphosate (C3H8NO5P )
Molecule Description: The molecule is a phosphonic acid resulting from the formal oxidative
coupling of the methyl group of methylphosphonic acid with the amino group of glycine. It is
one of the most commonly used herbicides worldwide, and the only one to target the enzyme
5-enolpyruvyl-3-shikimate phosphate synthase (EPSPS). It has a role as an agrochemical, an EC
2.5.1.19 (3-phosphoshikimate 1-carboxyvinyltransferase) inhibitor and a herbicide. It is a phospho-
nic acid and a glycine derivative. It is a conjugate acid of a glyphosate(2-) and a glyphosate(1-).

CoT:
To generate the SMILES representation for the molecule based on the provided description, let’s break down

the components step by step.

1. **Identify the core structure**: The molecule in question is glyphosate, which is a derivative of glycine
and also contains a **phosphonic acid** group.

2. **Components**:
− **Glycine**: The simplest amino acid with the structure NH2-CH2-COOH.
− **Phosphonomethyl group**: The substituent -CH2-P(=O)(OH)2 (a phosphonic acid attached via a

methylene).
− **N−substitution (N−alkylation)**: The -CH2-P(=O)(OH)2 group is bonded to the **amino nitrogen of

glycine**, forming N−(phosphonomethyl)glycine.

3. **Determine functional groups**:
− Glyphosate includes a **carboxylic acid** (-COOH), a **phosphonic acid** (-P(=O)(OH)2), and a **

secondary amine** (-NH-).
− The overall structure has the amine nitrogen linked via a methylene (-CH2-) to the phosphonic acid group.

4. **Construct the SMILES**: The backbone HOOC-CH2-NH-CH2-P(=O)(OH)2 translates to the following
SMILES representation considerations:

− A carbon chain connecting the amine and the phosphonic acid,
− A phosphonic acid group,
− An amino group on the glycine backbone.

5. **Final SMILES representation**:
− The SMILES string for glyphosate (**N−(phosphonomethyl)glycine**) is:

<Answer>O=C(O)CNCP(=O)(O)O</Answer>

SMILES: O –– C(O)CNCP( –– O)(O)O

Table 5: An example of the dataset is Glyphosate (C3H8NO5P ), which consists of a molecule
description, reasoning steps (CoT), and the corresponding SMILES representation. The gener-
ated SMILES is enclosed within <Answer> tags. The CoT first identifies the core structure of
Glyphosate based on the description, then identifies components of this molecule, including glycine,
the phosphonomethyl group, and N-alkylation, and identifies functional groups. Finally, it constructs
the SMILES representation based on the above decomposition.

CoT, label, and issue. In addition, the modification record can be exported and viewed by clicking
the view export button. The curation tool will be released to the community 4.

F LABELING CRITERIA

To identify the different types of CoT, we label the data according to the following criteria:

• 1 Ineffective CoT: There is an ineffective reasoning path in the CoT, includ-
ing repeated descriptions, empty content in thinking tags, and simple repeti-
tion of properties from the description. For example, the CoT for reasoning
CC( –– O)O[Sn](C1 –– CC –– CC –– C1)(C1 –– CC –– CC –– C1)C1 –– CC –– CC –– C1 just repeats its de-
scription: "The molecule is an organotin compound that is the O-acetyl derivative of triph-
enyltin hydroxide. A fungicide used to control blights on potatoes, leaf spot diseases on

4urlhttps://anonymous.4open.science/r/MolGeneration-DE3F
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Figure 5: The user interface of the curation tool. The original CoT is presented in the left text box
and can be edited. The corrected CoT is presented in the right text box. The corresponding output
of assistant LLMs is presented in the top box. These buttons are used to navigate through the data,
save, and export records.

sugar beet and anthracnose on beans. It has a role as an antifungal agrochemical. It is an
organotin compound and an acetate ester. It derives from a fentin hydroxide.".

• 2 Main-structure issue: The CoT contains issues with the main structure, such as
mistakenly identifying a linear structure as a branched or ring structure, or vice versa.
For example, O –– C(/C –– C/C1 –– CC –– CC –– C1)OCC1 –– CC –– CC –– C1 contains ring structures
(C1CCCCC1), whereas the reasoning path identifies it as linear structures (CCCCCC).

• 3 Element issue: The CoT contains issues with element counts, such as reasoning a twelve-
carbon linear chain as a ten-carbon linear chain.

• 4 Minor issue: The CoT contains issues that may not affect the main structure, includ-
ing missing chiral bonds and bonds lacking between two atoms. For example, it reasons
C( –– O)O (the carboxyl / carboxylic acid group, – COOH) as OCO, which lacks a bond
between carbon and oxygen. Another issue is, for example, reasoning a Kekulé format
SMILES into an aromatic format.

• 5 Correct CoT: The CoT does not need any revision. An example can be seen in Table 5.

G MOLCOT-1K CONSTRUCTION

To verify the role of correctness in the reasoning trace, we construct a dataset named MolCoT-1K.

We randomly select 1,000 samples from the MolCoT-4K training set and inject five types of CoT
issues into c∗, respectively, resulting in c∗

′
. The five types of CoT issues are: CoT with minor

issues, CoT with element issues, CoT with structural issues, ineffective CoT, and messed-up CoT.
Specifically, for ineffective CoT, we remove the reasoning content to provide the answer directly.
To inject main-structure issues, we modify linear chains into rings or branches, and vice versa. The
modified structures are then used to alter the corresponding content in the CoT. For example, we
replace “linear carbon chain with six carbons, CCCCCC with “Benzene, a ring of six carbons,
C1 –– CC –– CC –– C1”. To inject element issues, we randomly add or remove carbon atoms, while for
minor issues, we add or remove bonds between two atoms. In addition, to verify the effectiveness
of the reasoning path, we construct a messed-up CoT dataset by reshuffling the words within each
sample to disrupt the reasoning path. This dataset contains the same words as the corrected CoT
data but differs in the reasoning path.

After this construction process, we obtain six control-group datasets: corrected CoT, CoT with minor
issues, CoT with element issues, CoT with structural issues, ineffective CoT, and messed-up CoT,
each containing 1,000 samples. Since these datasets are randomly selected from the MolCoT-4K
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Ineffective CoT

1%

Main structure issue
27%

Elements issue

23%

Minor issue

41%

Correct COT

8%

Curation Label Distribution

Label: Count
1. Ineffective CoT: 33
2. Main structure issue: 1135
3. Elements issue: 989
4. Minor issue: 1711
5. Correct COT: 345

Figure 6: The label distribution of the distilled CoT data.Only 8% is correct CoT data, while 92%
of the distilled CoT contains issues, with 1% not even generating valid CoT.

training set, we continue to use the MolCoT-4K test and validation sets as the MolCoT-1K test and
validation sets.

H LABEL DISTRIBUTION OF COT DATA

The distribution of the CoT label can be seen in Figure 6. The results reveal that the ineffective CoT
data rate is the lowest, which means that most of the distilled data is effective. The following rate
is correct CoT data, which only 8%, which shows the importance of correcting distilled CoT data.
Most of the data (41%) contain minor issues, such as the number of bonds between the carbon chain.

I LABEL DISTRIBUTION OF TEST DATA AFTER SUPERVISED FINE-TUNING
AND REINFORCEMENT LEARNING

The results are presented in Figure 7. After SFT, the model can generate valid CoT with an accuracy
of 99%, and the corrected CoT rate reaches 16%. The mean length of the CoT is 1, 099. After RL,
the model can generate valid CoTs with nearly 100% accuracy, and the corrected CoT rate further
increases to 18%. The mean length of the CoT is 1, 171. After RL, the quality of the chain-of-
thought (CoT) reasoning, in terms of correctness, is also enhanced. Examples of results after RL are
presented in Appendix J.

J EXAMPLES OF RESULTS AFTER REINFORCEMENT LEARNING

Examples are presented in Table 6. After reinforcement learning (RL), the model is able to generate
reasoning steps and produce the corresponding SMILES based on the description: it identifies the
core structure and substitutes, determines their positions, assembles the structure, and summarizes
before providing the final answer.

K SUPERVISED FINE-TUNING PROMPT

The prompt used for Supervised Fine-Tuning is shown in Figure 8. The {Molecule Description},
{molecule generation CoT} and {ground truth SMILES} are replaced by actual data samples.
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Ineffective CoT

1%

Main structure issue

44%
Elements issue

22%

Minor issue

17%

Correct COT

16% Label: Count
1. Ineffective CoT: 4
2. Main structure issue: 146
3. Elements issue: 72
4. Minor issue: 57
5. Correct COT: 53

(a) Label distributions on the test set after SFT.

Ineffective CoT

0%

Main structure issue

41%

Elements issue

20%

Minor issue

21%

Correct COT

18% Label: Count
1. Ineffective CoT: 1
2. Main structure issue: 136
3. Elements issue: 65
4. Minor issue: 71
5. Correct COT: 59

(b) Label distributions on the test set after SFT and RL.

Figure 7: Test set label distributions. After SFT, the model can generate valid CoT with an accuracy
of 99%, with 16% correct CoT. After RL, the model can generate valid CoT with nearly 100%
accuracy, with 18% correct CoT. After RL, the quality of the chain-of-thought (CoT) reasoning, in
terms of correctness, is also enhanced.

L REINFORCEMENT LEARNING PROMPT

The prompt used for reinforcement learning is shown in Figure 9. The {Molecule Description} is
replaced by actual data samples.
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Molecule Structure&Name Description Chain of Thought

2-Nitrobenzaldehyde

The molecule is
benzaldehyde
substituted at the
ortho-position
with a nitro group.
It is a C-nitro
compound and a
member of
benzaldehydes.

<Thinking>
To create the SMILES representation for the

described molecule, we’ll follow these
steps:

1. **Identify the base structure**: The base
structure is benzaldehyde, which consists
of a benzene ring (C6H5) with an aldehyde
group (-CHO) attached. The SMILES for
benzaldehyde is c1ccccc1C=O (aromatic) or
its Kekulé equivalent C1=CC=CC=C1C=O.

2. **Identify the substituents**: The molecule
is substituted at the ortho position with
a nitro group (-NO2). The nitro group must
be written correctly in SMILES as [N+](=O
)[O-].

3. **Determine the positions**: The ortho
position refers to the two carbon atoms
adjacent to the carbonyl carbon of the
aldehyde group. In benzaldehyde, these are
the ortho positions relative to the
aldehyde group.

4. **Combine the components**: Attach the nitro
group at the ortho position relative to
the aldehyde substituent on the benzene
ring.

Now that we have a clear understanding of the
structure, we can convert this into its
SMILES notation:

</Thinking>
<Answer>C1=CC=C(C(=C1)C=O)[N+](=O)[O-]</Answer>

4-Isopropylbenzoic Acid

The molecule is a
cumic acid that
consists of
benzoic acid
substituted by an
isopropyl group at
position 4. It has a
role as a plant
metabolite. It is a
conjugate acid of a
p-cumate.

<Thinking>
To derive the SMILES representation for the

described molecule, we can break down the
components mentioned in the molecular
description:

1. **Benzoic Acid**: This is a benzene ring (
C6H5) with a carboxylic acid (COOH) group
attached. The SMILES for benzoic acid is ‘
c1ccccc1C(=O)O‘ or Kekulé form ‘C1=CC=CC=
C1C(=O)O‘.

2. **Substituted by an Isopropyl Group at
Position 4**: An isopropyl group (-CH(CH3)
2) is a branched alkyl group. In SMILES,
the isopropyl group can be represented as
CC(C).

3. **Combining the Components**: Since the
isopropyl group is substituted at the -4
position of the benzoic acid, the -4
position refers to the carbon opposite the
carboxylic acid on the benzene ring (para
position). Thus, the isopropyl group is
attached to the carbon para to the -COOH.

Now that we have a clear understanding of the
structure, we can convert this into its
SMILES notation:

</Thinking>
<Answer>CC(C)C1=CC=C(C=C1)C(=O)O</Answer>

Table 6: Examples of the results. The model generates reasoning steps and finally gives the corre-
sponding SMILES based on the description. After RL, the model identifies the core structure and
substitutes, determines their positions, assembles the structure, and summarizes before providing
the final answer.

M GENERALIZATION ACROSS LLAMA AND MISTRAL

Table 7 summarizes performance for LLaMA-3.1-8B, Mistral-7B-v0.1, and Mistral-7B-v0.3.
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User: You are an expert in info-chemistry, especially in SMILES interpretation and trans-
lation. Provide the SMILES representation based on the following molecule description:
{Molecule Description}. Analyze it step by step within the <Thinking></Thinking> tags
and give only the SMILES within the <Answer></Answer> tags.

Assistant:
<Thinking>
{molecule generation CoT}
</Thinking>
<Answer>
{ground truth SMILES}
</Answer>

Figure 8: Supervised Fine-Tuning Prompt

User: You are an expert in info-chemistry, especially in SMILES interpretation and trans-
lation. Provide the SMILES representation based on the following molecule description:
{Molecule Description}. Analyze it step by step within the <Thinking></Thinking> tags
and give only the SMILES within the <Answer></Answer> tags.

Figure 9: Reinforcement Learning Prompt

Model EM RDK FTS Validity
LlaMA-8B 0.00% 0.39% 5.72%
LlaMA-8Bw/o CoT 24.40% 45.98% 83.43%
LlaMA-8Bw/ CoT 33.74% 53.52% 87.65%

Mistral-7B-v0.1 0.00% 0.00% 0.00%
Mistral-7B-v0.1w/o CoT 1.51% 9.43% 35.24%
Mistral-7B-v0.1w/ CoT 4.21% 26.15% 83.43%

Mistral-7B-v0.3 1.50% 13.32% 52.71%
Mistral-7B-v0.3w/o CoT 25.30% 44.72% 75.30%
Mistral-7B-v0.3w/ CoT 34.34% 51.97% 87.05%

Table 7: Performance comparison across different model families (Qwen2.5 and Qwen3 in Figure 2)
and scales, evaluated on the MolCoT-4K test set. Results are reported for three settings: raw base
models without fine-tuning, models fine-tuned without CoT data, and models fine-tuned with CoT
data. The comparison demonstrates that CoT consistently improves performance across architec-
tures and scales.
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