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ABSTRACT

Current reinforcement learning algorithms struggle to quickly adapt to new situ-
ations without large amounts of experience and usually without large amounts of
optimization over that experience. In this work we seek to leverage meta-learning
methods from MAML with model-based RL methods based on MuZero to design
agents which can quickly adapt online. We propose a new model-based meta-RL
algorithm that can adapt online to new experience and can be meta-trained without
explicit task labels. Compared to prior model-based meta-learning methods, our
work can scale to more visually complex image based environments with dynam-
ics that change significantly over time and can handle the continual RL setting
which has no episodic boundaries.

1 INTRODUCTION

In the real world, humans and animals continually adapt to non-stationary environments that change
significantly over time due to other agents (Lowe et al., 2017; Foerster et al., 2017), environment
complexity (Sutton et al., 2007), or changes in dynamics or goals (Thrun, 1998). For example, an
animal that migrates between continents must deal with altering terrarian, day / night cycles, varying
weather patterns, and the presence of other interacting animals. This is depicted in Figure 1 where
an agent must navigate a sequence of vary different environments over its lifetime which can be
viewed as a sequence of tasks. In contrast, the traditional reinforcement learning setting is evaluated
in stationary, single-task environments where an agent repeatedly attempts the same task, resetting
each time to a new episode. If we want our agents to handle the non-stationary continual learning
case, then we will need algorithms that can rapidly adapt to the next task as new experience comes
online.

Meta-learning or learning to learn has become a promising method for (meta) training agents that
can efficiently adapt to new tasks, environments, or dynamics with only a few samples. However,
current meta-reinforcement learning methods do not support the life-long learning setting, where
the agent must simultaneously adapt to new tasks and meta-train on all tasks seen so far, all from
streaming non-episodic experience and without any control over which task to attempt next. In this
setting, the streaming experience is not segmented into clear task boundaries, resets are unavailable,
and the task distribution is continually changing as the agent progresses through the environment. In
such settings, we need a meta-learning method that can both master each new challenge, and meta-
learn so as to master each challenge after that more quickly and efficiently. To address this problem
setting, we propose a MAML-based (Finn et al., 2017) meta-RL method for continual meta-learning.

In a continual learning environment, the agent does not have the ability to explicitly collect data
for each task. An agent that can meta-train using off-policy data collected on previous tasks can
be more efficient by training over all its experience. However, the MAML formulation of meta-RL
training commonly uses policy gradient methods which require on-policy data. To support off-policy
training, we develop a model-based RL algorithm that is trained using MAML where each task will
be a slice in time of the current agent’s experience.

MAML for model-based RL has been successful on low-dimensional tasks (Nagabandi et al.,
2019b;a) with limited horizons but has not scaled to more complex image based domains where
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Figure 1: Here we show that as an agent interacts with the world over a lifetime (blue line) it gains
diverse experience across tasks 7; in the environment. To adapt online to environmental changes
and achieve high average reward on 7;, the agent needs to learn how to generalize across the many
conditions using off-policy experience.

a learned dynamics model would need to reconstruct image observations. Our model will be based
off recent work, GCG and MuZero (Kahn et al., 2018; Schrittwieser et al., 2020) which learns a
latent dynamics model that predicts a future sequence of states in latent space and a future sequence
of rewards from these latents. This avoids the computational cost of image reconstruction while still
enabling the model to quickly adapt to new situations.

Our method is evaluated over a collection of environments that change as the agent advances through
the world. As a proof of concept, our first environment is a procedural maze which increases in
difficutly over time. These environments do not include clear task boundaries or control over the
task distribution and will be non-episodic. The agent must continually learn over a single infinitely
long episode. We evaluate our method in terms of overall learning speed: instead of measuring the
final reward when adapting to new test tasks, we measure how long the algorithm takes to master an
entire game when starting from scratch. This evaluation illustrates the importance of a lifelong meta-
RL setup: in the lifelong setting, meta-RL can effectively enable an agent to solve the entire task
(e.g., beat the game) faster than a non-meta-learning-based method, since it continually accelerates
the agent’s ability to adapt to each new concept or feature.

2 RELATED WORK

Lifelong learning is a well-known field with a long-standing background (Bottou, 1998; Thrun,
1998; Jafari et al., 2001; Parisi et al., 2019; Khetarpal et al., 2020). One class of lifelong learning
method focuses on the issue of catastrophic forgetting (Kirkpatrick et al., 2017; Rebuffi et al., 2017;
Zenke et al., 2017; Lopez-Paz & Ranzato, 2017; Nguyen et al., 2017). In our work, we are instead
focusing on the problem of transferring knowledge forward to make learning new tasks more effi-
cient (Rusu et al., 2015; Aljundi et al., 2019; Wang et al., 2017). Methods range from probabilistic
filtering (Murphy & Russell, 2002; Hoffman et al., 2010; Broderick et al., 2013) to online gradient
updates (Duchi et al., 2011). While gradient-based SGD can be used for online learning (Bottou,
1998), its performance is limited with deep neural networks (Sahoo et al., 2018), which work best
when trained over large batches of data. In this work, we avoid this limitation by designing an online
meta-RL method that learns to adapt to new tasks given only a small window of new data on the
current task. This enables the agent to perform best on the most recent data while using previous
experience to enable overall generalization skills.

Our methods build off of meta-reinforcement learning methods that train over a fixed set of well-
defined tasks that are sampled i.i.d. from user-provided meta-training distributions (Santoro et al.,
2016; Ravi & Larochelle, 2017; Munkhdalai & Yu, 2017; Wang et al., 2016; Duan et al., 2016).
However, Our work neither assumes a fixed distribution of tasks or known task boundaries. Re-
cent methods do support meta-learning without well-defined task boundaries, but they have only
been shown to work on supervised meta-training problems (Harrison et al., 2020; Nagabandi et al.,
2019b). Other recent work uses meta-learning to solve tasks sequentially and in an online fashion,
but is not designed to support reinforcement learning tasks (Finn et al., 2019). Meta-reinforement
learning methods have also considered non-stationarity within a short task (Al-Shedivat et al., 2018)
and episodes involving multiple tasks at meta-test time (Ritter et al., 2018), but they do not consider
continual online adaptation with unknown task boundaries. The most related work to our own per-
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forms online adaptation using model-based meta-reinforcement learning on robotic tasks from true
pose information and trains this model in an offline fashion by sampling task i.i.d (Nagabandi et al.,
2019b). Instead, our method acts and trains in an online fashion from images without control over
the task distribution.

3 PROBLEM SETUP AND PRELIMINARIES
In this section we introduce the problem setup and preliminaries.

Online Continual Reinforcement Learning In episodic RL, we learn a policy that max-
imizes the expected discounted return over a finite horizon H: Jepisodic(7) = Vz(s) =

E. [ZkH;Ol kaHk\st = s}. We can reset the agent to some initial state distribution sg ~ po

after an episode terminates and draw samples from this objective to evaluate the performance of
the policy. This is in contrast to continual RL, where at each point in time we would like to
maximize: Jifelong (1) = Ex [Ype V¥ Risk|s: = s|. In this setting, we cannot reset the agent
to some start state distribution and so we cannot draw many samples to estimate policy perfor-
mance. We will instead use the average reward up to that point in time 7" of the agent’s lifetime:

T
Javerage (7, T) = % to measure performance. Importantly, as the agent progresses in a lifelong
environment, the dynamics or reward function change, creating a nonstationary MDP. These changes
can be due to natural shifts in the environment such as altering terrain or weather. For the agent to
receive high average reward it must be able to quickly learn from its most recent experience and
adjust to recent changes in the MDP.

MAML Meta-learning is used to automati-
cally learn learning algorithms that are more
efficient than learning from scratch. These
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Online Meta-Adaptation

meta-training and meta-test tasks come from
the same task distribution p(7") and share com-
mon structure that can be exploited for fast

learning. In the supervised learning setting, Figure 2: Method Overview. The agent experi-

we learn a function fy with parameters 6 that
minimizes a loss function L. The goal of
meta-learning is to find a learning procedure
which produces, 6* = U(T',0’) that can
generalize quickly to a new task 7' given a
set of training tasks T'. In MAML, an in-
ner learning procedure performs gradient de-
scent on the loss function, U(T*",0) = 6 —
aVeL(T',0). The full MAML objective is
then ming E+L(T,U(T*",0)). During test
time adaptation, we then take the meta-learned
parameters 6’ and adapt it to new data.

ences a single stream of experience starting from
so and is currently at s;. During meta-training,
it’s current lifetime experience (in green) is split
into training tasks where each task corresponds to
a different window of time. The window is split
in half to form training and test data to meta-learn
an initial 6 such that optimizing the loss on the
first half of the window will result in low loss on
the 2nd half. During online meta-adaptation, 6 is
adapted with the most recent window w of expe-
rience to learn f* which should perform well on
any new experience.

4 LIFELONG LEARNING VIA MODEL-BASED META-REINFORCEMENT

LEARNING

Our agent is parametrized by the policy mg(s;) will experience a single stream of experience from
a nonstationary MDP. We denote this experience up the current point in time 7" with 7.7 =

(s0, 0,70, ---, ST, a7, 7). Let w be the most recent window of online experience up to the last H
timesteps. Given 7g.7, the goal is to meta-learn parameters 6’ such that online adaptation of 6" over
w with the procedure 6* = U (w, 0") will create a policy 0* with high average return Juyerage (7, T').
In the continual setting, we alternate between meta-training and adapting to the newest experience
w which then gets added to the dataset D for meta-training. This is summarized in Algorithm 1.
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In order to create tasks for our meta-learning method we will use slices or windows of the agent’s
experience . as separate tasks. So task 7; will be a slice 7;_ps.;4as of length 2M. The first M
points of 7;_ps.;+ s are used for meta-training training, ’77’" = T;—Mm; While the second M points
are used for meta-training testing, 7,"* = 7;.;+ 7. The intuition is that we want our agent to adapt
with it’s most recent experience to handle the current context. So for each of these windows, the first
half will correspond to the data the agent is adapting to, and the second half is the future experience
we want the adapted agent to generalize to. See Figure 2 for a visualization.

We use a model based RL method for our pol-
icy which allows us to use off-policy data from
the agent’s lifetime of experience. The model

Algorithm 1 Lifelong Meta-Reinforcement
Learning

is a latent dynamics model that predicts fu-  1: Initialize 6y, D = {},k =0

ture latent state and future reward given cur-  2: Get first state sy < env.reset()
rent observation and future actions. More pre- 3: whilet =0,...,00 do

cisely the model is composed of a dynamics 4:  a; < m(s¢|60¢)

component p(zp.t4rr|Se, Gy pr) and immedi- 50 sppq,7e ~ P(¢]s, a)

ate reward prediction module p(r¢|z;). The 6: D« DJ{ss,as, 7}

model is trained to minimize the negative 7: Meta train 6 using 7; ~ D

log likelihood of sequences over the dataset 8: ming E7; L(7*%,0 — aVeL(T;",0))
given our model: £(D,0) = E, .. ,~p — 9 Adaptonline with w; < Dy_py
log po(rtt41|St, arermr). We obtain a policy 10:  0y11 0 — aVL(0,w;)

from this model by using MPC which optimizes 11: end while

for the sequence of actions that obtains highest
predicted cumulative return over the horizon H.

Given the loss function of the model, the meta-training objective is then:
minEr.p [L(T, U(T",0))] (1)

Adaptation occurs online by taking gradient steps over the agent’s most recent experience w; starting
with the meta-learned parameters 6: 6;, + 6 — aVoL(0,w;).

5 EXPERIMENTS

point-mass

We evaluate the proposed method (Meta-GCG) § =
on its ability to adapt online and achieve
higher rewards compared to a version of the
method that does not use meta-learning (GCG).
The architecture for the model is composed =
of an observation encoder z: = f(0t—K:t)
which encodes the last K observations (64x64
grayscale images) with a CNN. A dynamics
model through a Conv GRU, predict future la-
tent states given an action and encoded obser-
vation: z¢41 = g(zt, at). A reward model pre-
dicts the immediate reward from the predicted
latent states ;11 = h(z¢11). Architecture and training details are described further in Appendix A.

iean reward over all tasks

" step count

Figure 3: Image-Based-Maze shown on the left.
The evaluation on the right shows Meta-GCG
acheives higher rewards on average while learn-
ing on the procedural maze environment.

Environment. The evaluation is performed on an Image-Based-Maze where the objective is to
navigate to the right as fast as possible while the distribution of obstacles and environment dynamics
change over the course of the maze. Currently, our evaluation is still only episodic where the task
distribution is explicitly defined. In this case, a task corresponds to a random rotation of the agent’s
actions by 0, 90, 180, and 270 degrees. For future work, we plan on making this non-episodic and
having the task change over single episode. The results of the evaluation are shown in Figure 3 where
Meta-GCG shows a marked improvement in average reward over GCG as it can quickly adapt to
any change in the agent’s dynamics.

The method in this paper has indicated that we can use meta-learning to assist online adaptation.
This adaptation has worked well in an environment with large variation. In the future we would like
to apply the method to more open worlds with additional variation such as MineCraft and MarioKart.
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A EXPERIMENT DETAILS

For our experiments we use the following hyperparameters:

Outer optimizer Adam
Outer learning rate le-4
Inner Optimizer SGD
Inner learning rate le-2
Inner update steps 3
Meta-batch size 8
Batch size 32
MPC Horizon 5
Train Adaptation Window Size | 400
Test Adaptation Window Size 10

During training the window size is 400 and is split in half into train / test splits. During test time
adaptation, we alternate between collecting 10 environment steps and adapting to the last 10 steps.

Architecture: The architecture for the model is composed of an observation encoder z; =
f(ot—K.+) which encodes the last K observations which are 64x64 grayscale images. A dynam-
ics model predict future latent states given an action z¢41 = g(2, at). A reward model predicts the
immediate reward from the predicted latent states ;11 = h(z¢11). The observation encoder and
reward prediction model are CNNs and the dynamics model is a Conv GRU. Network architecture
details are listed below.

Model Conv layers Kernel Size | Hidden Sizes Input Size Output Size
Observation Encoder | 32, 64, 64, 128 3,3,3,2 64x64xK 6x6x128
Dynamics Model 128 3 128 6x6x128, [A] Tx7x64
Reward Predictor 64 2 128,128 Tx7Tx64 41

Hidden size for the dynamics model means number of channels of the hidden state. The initial
hidden state of the dynamics model is initialized with the encoded observation. The model is trained
over sequences of length 5. Target reward values are binned into one of 41 bins and the model is
trained with cross entropy loss. We use ELU activations after every non-output layer.

MPC with Learned Model: To obtain a policy from the model, we use MPC with CEM. Each
CEM round, we sample 500 sequences of random actions, score each sequence with the sum of
predicted rewards from the model, and use the top 10% of actions to create the next multinomial
distribution to sample actions from for the next round of CEM. We use 4 rounds of CEM.



