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Abstract

Parameterized quantum circuits (PQCs) have emerged as a promising approach for
quantum neural networks. However, understanding their expressive power in ac-
complishing machine learning tasks remains a crucial question. This paper inves-
tigates the expressivity of PQCs for approximating general multivariate function
classes. Unlike previous Universal Approximation Theorems for PQCs, which are
either nonconstructive or rely on parameterized classical data processing, we ex-
plicitly construct data re-uploading PQCs for approximating multivariate polyno-
mials and smooth functions. We establish the first non-asymptotic approximation
error bounds for these functions in terms of the number of qubits, quantum cir-
cuit depth, and number of trainable parameters. Notably, we demonstrate that for
approximating functions that satisfy specific smoothness criteria, the quantum cir-
cuit size and number of trainable parameters of our proposed PQCs can be smaller
than those of deep ReLU neural networks. We further validate the approximation
capability of PQCs through numerical experiments. Our results provide a theo-
retical foundation for designing practical PQCs and quantum neural networks for
machine learning tasks that can be implemented on near-term quantum devices,
paving the way for the advancement of quantum machine learning.

1 Introduction

In quantum computing, one key area is to investigate if quantum computers could accelerate clas-
sical machine learning tasks in data analysis and artificial intelligence, giving rise to an interdisci-
plinary field known as quantum machine learning [1]. As the quantum analogs of classical neural
networks, parameterized quantum circuits (PQCs) [2] have gained significant attention as a promi-
nent paradigm to yield quantum advantages. PQCs offer a concrete and practical way to implement
quantum machine learning algorithms in noisy and intermediate-scale quantum (NISQ) devices [3],
rendering them well-suited for a diverse array of tasks [4-11].

To establish the practical significance of quantum machine learning, an ongoing pursuit is to demon-
strate their superiority in solving real-world learning problems compared to classical learning mod-
els, including the most commonly used deep neural networks [12]. Typical supervised learning
tasks, such as image classification and price prediction, aim to construct a model to learn a mapping
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function from the input to output via training data sets. Essentially, the goal is to approximate multi-
variate functions. This viewpoint leads to the celebrated Universal Approximation Theorem [13, 14],
which limits what neural networks can theoretically learn. Recently, powerful tools from approxi-
mation theory have been utilized to establish a fruitful mathematical framework for understanding
the “black magic” of deep learning by establishing non-asymptotic approximation error bounds of
deep neural networks in terms of the width, depth, number of weights (neurons) and function com-
plexities, see e.g. Refs. [15-25] and references therein.

Substantial investigations have showcased the power of quantum machine learning for specific learn-
ing tasks [26-33]. A fundamental question is whether the expressivity of quantum machine learning
models is as powerful as, or is more powerful than, the expressivity of classical machine learning
models. This can be illustrated by proving universal approximation theorems for PQCs [34—41],
indicating that there exist PQCs with suitable parameter configurations to approximate target func-
tions up to a given approximation accuracy. This will justify the power of PQCs to solve supervised
learning tasks in a mathematical way. To further investigate whether PQCs are more expressive than
the classical models or not, it is natural to examine the PQC approximation performance by estab-
lishing approximation error bounds for important function classes. Such quantitative error bounds
are less known in the quantum setting, because the hypothesis functions generated by PQCs are
more complicated than those generated by classical neural networks.

The difficulties of analyzing the PQC approximation performances can be partially overcome by
allowing parameterized classical data processing. Namely, trainable parameters are allowed not
only in the quantum gates in PQCs but also in the classical data pre- and post-processing. This
allows one to prove approximation error bounds following classical strategies [39, 41, 40]. For
instance, Goto et al. [39] proved PQC approximation error rate for Lipschitz continuous functions in
terms of the number of qubits and trainable parameters by incorporating trainable parameters in the
measurement post-processing phase; similar results can also be obtained by utilizing Tensor-Train
Network [41] or by linear transformations to preprocess the classical data.

However, utilizing parameterized classical data processing makes it hard to distinguish whether
the expressive power of PQCs comes from the classical or quantum parts. In fact, parameterized
classical data processing enables one to directly convert the hypothesis functions generated by the
quantum models into hypothesis functions generated by classical ones and adapt expressivity results
for classical machine learning models to extract the expressivity of such quantum models. As a
consequence, the resulting PQCs have very simple structures and short depth. It remains unknown
whether one can prove approximation error bounds for PQCs without parameterized classical data
processing. On the other hand, Zhao et al. [42] proved exponential lower bounds on the number of
trainable parameters (in terms of the number of variables) needed for approximating bounded Lips-
chitz continuous functions using PQCs without parameterized classical data processing, illustrating
that using PQCs to approximate Lipschitz functions still suffers from the curse of dimensionality
(CoD) met by classical deep neural networks [43]. However, this does not rule out the possibility
that one can achieve the same approximation rate with PQCs of smaller size compared to classical
deep neural networks.

In this paper, we explicitly construct the first PQCs without parameterized classical data process-
ing for approximating multivariate polynomials and smooth functions; a glance at these constructed
PQC:s is illustrated in Fig. 1. This eliminates the ambiguity regarding whether the expressivity orig-
inates from classical or quantum parts. We also establish non-asymptotic PQC approximation error
bounds, in the sense that the PQC approximation performances are characterized in terms of the
number of qubits (width), the depth of PQCs, the number of trainable parameters/gates (parameter
count), and the function complexities. These results enable us to compare the approximation power
of PQCs with that of classical neural networks. Notably, we show that for multivariate smooth
functions, the quantum circuit size and the number of trainable parameters of our proposed PQCs
demonstrate an improvement over the prior result of deep ReLU neural networks [21], one of the
most commonly used neural network family in classical deep learning theory. Our proposed PQCs
not only possess the universal approximation property but also achieve parameter efficiency com-
parable to classical neural networks, potentially leading to more efficient and scalable quantum
machine learning algorithms for real-world tasks.
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Figure 1: Overview of PQCs for approximating continuous functions. (a) Flowchart illustrating the strat-
egy for using PQCs to approximate continuous functions via implementing Bernstein polynomials. The input
data z is encoded into the PQC through S(x), with the PQC (blue background) capable of representing parity-
constrained polynomials up to degree 3 (as x is encoded three times). The technique of linear combination of
unitaries (LCU) is used to aggregate these polynomials together. The output of PQC derives from measurement
with a specific observable. Fine-tuning trainable parameters in Rz gates yields a polynomial output depicted
in the right panel. (b) Flowchart illustrating the strategy of approximation via local Taylor expansions. We first
apply a PQC to localize the input domain into K = 5 regions. For example, for input z € [0.8, 1], PQC outputs
x' = 0.8 as a fixed point. Then z — z’ will be fed into a new PQC for implementing the local Taylor expansions
at the fixed point 2’, forming a nesting architecture. Control gates with pink backgrounds implement the Taylor
coefficients. Fine-tuning trainable parameters in Rx and Rz gates yields a piecewise polynomial with degree
3 that approximates the target function.

2 Preliminaries

Quantum states. The basic unit of information in quantum computing is the qubit, which can
exist in a superposition of the states 0 and 1 simultaneously, unlike classical bits that are restricted
to either 0 or 1. A pure quantum state in the d-dimensional Hilbert space C? is represented by the
Dirac notation |¢). The conjugate transpose of |¢) is denoted by (¢|. The inner product of two
quantum states |¢) and |¢)) is written as (¢|¢). An important property is that (¢|¢) = 1 for any
pure state |¢)). By convention, the computational basis states for single-qubit systems are written
as |0) = [1,0]7 and |1) = [0,1]T, where the superscript T' denotes the transpose. For n-qubit
systems, the computational basis states are expressed as |j) € {|0),[1)}®™, where ® denotes the
tensor product operation.

Quantum gates. Quantum gates are building blocks of quantum circuits operating on quantum
states. Unlike classical gates, quantum gates are reversible and described as unitary matrices. In
quantum machine learning, common parameterized quantum gates include single-qubit Pauli rota-
tion gates Rx (0) = e 9%/2, Ry (0) = ¢ %Y/2, and Rz (#) = e~9%/? that rotate a quantum state
through angle 6 around the corresponding axis, where the three Pauli operators are defined as:

0 1 0 —i 10
S T R A B
where ¢ represents the imaginary unit. Commonly used two-qubit quantum gates include CNOT
gate that flips the target qubit if and only if the the control qubit is in |1).

Quantum measurement The quantum measurement is a procedure manipulating a quantum sys-
tem to extract classical information. The simplest measurement is the computational basis measure-
ment: For a single-qubit system |1)) = « [0) + 3 |1), the outcome is either |0) with probability |«|?
or |1) with probability |3]?. These measurements project the quantum state onto the measured basis,
collapsing the state itself. Observables, represented by Hermitian operators, correspond to measur-
able quantities in a quantum system like energy or position. Each observable has a set of possible
outcomes (eigenvalues) and corresponding states (eigenvectors). When a measurement of an ob-
servable is performed, the outcome is one of the eigenvalues, and the state of the system collapses
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to the corresponding eigenvector. If we are measuring a state |¢) using observable O, the expected
value of outcome is (1| O |¢). This represents the average result one would expect from repeated
measurements on identically prepared systems. A comprehensive introduction to the fundamental
notations and concepts of quantum computation can be found in [44].

Data re-uploading PQCs. The PQCs we shall construct in this paper are of data re-uploading
type [11], i.e., consisting of interleaved data encoding circuit blocks and trainable circuit blocks.
More precisely, let « be the input data vector and 8 = (6, ..., 601) be a set of trainable parameter
vectors. S(x) is a quantum circuit that encode @ and V' (6;) is a trainable quantum circuit with
trainable parameter vector 8;. An L-layer data re-uploading PQC can be then expressed as

L
Up(z) = V(6o) H S(z)V(6;), (1)

Applying Up () to an initial quantum state and measuring the output states provides a way to express
functions on x:

fua(@) = (0| Uj(=)OUs(2) |0) , 2

where O is some Hermitian observable. The approximation capability of the PQC Ug(x) can
be characterized by the classes of functions that fy, (x) can approximate by tuning the trainable
parameter vector 6. We then turn to an example of single-qubit PQCs approximating univari-
ate functions. For the input € [—1,1], we utilized the Pauli X basis encoding scheme [10]
and defined the data encoding operator as a Pauli X rotation S(z) = e?@cs(®)X  Interleav-
ing the data encoding unitary S(z) with some parameterized Pauli Z rotations Rz () gives the
circuit of data re-uploading PQC for one variable as Ug(x) = Rz (6p) Hle S(x)Rz(0;) where
0 = (0,...,0r) € REFL s a set of trainable parameters. Utilizing results from quantum signal
processing [45-47], there exists @ € RY*1 such that Ug () implements polynomial transformations
p(z) € Rlz] as p(z) = (+|Ug(z)|+) for any = € [—1, 1] if and only if the degree of p(z) is at most
L, the parity of p(x) is L mod 2 %, and |p(z)| < 1 for all z € [—1,1]. Then, univariate functions
that could be approximated by the specified polynomial p(x) could also be approximated by the
PQC Ug(z). Other than the real polynomials, there are also types of single-qubit PQC with Pauli Z
basis encoding that could implement complex trigonometric polynomials [37].

3 Expressivity of PQCs for multivariate continuous functions

3.1 Explicit construction of PQCs for multivariate polynomials

Although PQCs for approximate univariate functions have been constructed and analyzed, they have
not yet been generally extended to the case of multivariate functions. Current proofs of universal
approximation for multivariate functions are nonconstructive [34, 38] and require arbitrary circuit
width, arbitrary multi-qubit global parameterized unitaries, and arbitrary observables. Goto et al.
[39] proposed several constructions for approximating multivariate functions with the assistance
of parameterized data pre-processing and post-processing, yielding a quantum-enhanced hybrid
scheme rather than a purely quantum setting.

We now move to our explicit construction of PQCs for multivariate polynomials. A multivariate

polynomial with d variables and degree s is defined as p(x) = ZH ol <s Ca®™ Where % =
("t ay? - x5, To implement the multivariate polynomial p(x), we first build a PQC to express

a monomial c,x®. The construction is a trivial extension of the univariate case: We simply apply
the single-qubit PQC with Pauli X basis encoding on each x; to implement z?j forl < j <d,
respectively. The coefficient ¢, € R could be implemented by any of these PQCs. Thus we could
construct a PQC U*(x) = ®;l:1 Us, () such that (+®U () |+)®? = cqz™. The depth of
the PQC U™ (x) is at most 2s + 1, the width is at most d, and the number of parameters is at most
s +d.

A polynomial p(z) has parity 0 if all coefficients corresponding to odd powers of z are 0, and similarly p(x)
has parity 1 if all coefficients corresponding to even powers of x are 0.



Having PQCs that implement monomials, the next step is to aggregate monomials to implement
the multivariate polynomial. A natural idea is to sum the monomial PQCs together as Uy,(x) =
Zl\alh < U%(x). However, the addition operation in quantum computing is non-trivial as the sum
of unitary operators is not necessarily unitary. To overcome this issue, we utilize linear combination
of unitaries (LCU) [48] to implement the operator U,(x) on a quantum computer. Realizing the
linear combination of PQCs U*(x) requires applying multi-qubit control on each U*(x), which
could be further decomposed into linear-depth quantum circuits of CNOT gates and single-qubit
rotation gates without using any ancilla qubit [49]. Then we can obtain the polynomial p(x) =

<+|®dUp(a)) |+>®d by applying the Hadamard test on the LCU circuit. Summarizing the above, we
establish the following theorem about using PQCs to implement multivariate polynomials. A formal
description of such PQCs is given in Appendix B.

Theorem 1. For any multivariate polynomial p(x) with d variables and degree s such that |p(zx)| <
1 for x € [0,1]%, there exists a PQC W, (x) such that

fw, (@) = (0| Wi (@) ZOW, () |0) = p(x) 3)

where Z\9) is the Pauli Z observable on the first qubit. The width of the PQC is O(d+log s+slog d),
the depth is O(s%d®(log s + slogd)), and the number of parameters is O(sd®(s + d)).

Note that the initial state in the Hadamard test is \0)®d since |+>®d could be easily prepared by

applying Hadamard gates on |O>®d. Measuring the first qubit of W), (x) for O(E%) times is needed
to estimate the value of p(x) up to an additive error . We could further use the amplitude estimation
algorithm [50] to reduce the overhead while increasing the circuit depth by O(%)

3.2 PQC approximation for continuous functions

Polynomials play a central role in approximation theory. The celebrated Weierstrass approximation
theorem (see e.g. [S1, Sec. 10.2.2]) indicates that polynomials are sufficient to approximate continu-
ous univariate functions. For multivariate functions, their approximation can be implemented using
Bernstein polynomials [52, 53]. We shall apply these results to prove PQC approximation error
bounds for multivariate Lipschitz continuous functions.

For a d-variable continuous function f : [0,1]¢ — R, the multivariate Bernstein polynomial with
degree n € Nt of f is defined as

n n k d n N .
By(z)=) - ) f(ﬁ) 11 (h)xiﬂ(l — xR @)
k1=0  k4=0 7

Jj=1

where k = (ki,...,kq) € {0,...,n}% Itis known that Bernstein polynomials converge uniformly
to f on [0, 1]d as n — oo [52, 53]. The PQC constructed in Theorem 1 could implement the
Bernstein polynomial with proper rescaling, which implies that the PQC is a universal approximator
for any bounded continuous functions.

Theorem 2 (The Universal Approximation Theorem of PQC). For any continuous function f :
[0,1]¢ — [~1,1], given an &€ > 0, there exist an n € N and a PQC Wy(x) with width O(dlogn),
depth O(dn?logn) and the number of trainable parameters O(dn?) such that

|f () = fw,(z)| <€ (5)
forall z € [0,1]%, where fuw, () = (0| W, (@) ZOW,(z) |0).

Theorem 2 serves as the quantum counterpart to the universal approximation theorem of classi-
cal neural networks. Moreover, the PQCs that universally approximate continuous functions are
explicitly constructed without any impractical assumption, improving the previous results pre-
sented in Refs. [34, 38]. Moreover, for continuous functions f satisfying the Lipschitz condition,
|f(x) — f(y)| < {||x — y|loo for any z, y, the approximation rate of Bernstein polynomials could
be quantitatively characterized in terms of the degree n, the number of variables d and the Lipschitz
constant ¢ [53]. Thus a non-asymptotic error bound for PQC approximating Lipschitz continuous
functions could be obtained as follows.



Theorem 3. Given a Lipschitz continuous function f : [0,1]¢ — [~1,1] with a Lipschitz con-
stant ¢, for any ¢ > 0 and n € N, there exists a PQC Wy(x) with such that fw,(x) =
(0| WJ(m)Z(O) Wy () |0) satisfies
02 \d d 02
|f(:c)—fwb(m)§€+2<(1—|—n€2> —1)§€+d2n€2 (6)

for all x € [0,1]%. The width of the PQC is O(dlogn), the depth is O(dn®logn), and the number
of parameters is O(dn?).

We prove these theorems in Appendix C. Although a quantitative approximation error bound is char-
acterized in Theorem 3, we could find that n must be sufficiently large to obtain a good precision,
yielding an extremely deep PQC. This inefficiency is essentially due to the intrinsic difficulty of us-
ing a single global polynomial to approximate a continuous function uniformly. A possible approach
that may overcome the obstacle is to use local polynomials to achieve a piecewise approximation,
which we will discover in the next section.

3.3 PQC approximation for Holder smooth functions

To achieve a piecewise approximation of multivariate functions, we follow the path of classical deep
neural networks approximation [18, 21, 25], which utilizes multivariate Taylor series to approximate
target functions in small local regions.

We focus on Holder smooth functions. Let 5 = s+ r > 0, where r € (0,1] and s € N*. For a
finite constant By > 0, the 3-Holder class of functions 7” ([0, 1]¢, By) is defined as

oL — o

HA ([0, 1]d,BO):{f: [0,1] =R, max [|0%f|ls < By, max sup 0% f(x) Tf(y” SBO},
el <s ledli=s a2y -yl

(N

where 0% = 9°1 ... 9% for a = (a1,...,aq) € N%. We note that Holder smooth functions are

natural generalizations of various continuous functions: When 8 € (0, 1), f is Holder continuous
with order S and Holder constant By; when 5 = 1, f is Lipschitz continuous with Lipschitz constant
Bo;when1 < B €N, f € C*([0,1]%), the class of s-smooth functions whose s-th partial derivatives
exist and are bounded. As shown in Petersen and Voigtlaender [18], for any 5-Holder smooth
function f € HA([0,1]%, By), its local Taylor expansion at some fixed point zo € [0, 1]% satisfies
aaf(ilfo) s
‘f(-’ﬂ)— Z T(w—-’%)a < d*||lz — ao; (®)
llll1<s

for all z € [0, 1}d, where a! = aq!- - - ay!. Next, we show how to construct PQCs to implement the
Taylor expansion of 5-Holder functions in the following three steps.

Localization. To utilize the Holder smoothness, we need to first localize the entire region [0, 1]%.
The motivation of localization is to determine the local point ¢ in Eq. (8) so that the distance
between x and xg is fairly small. An intuitive configuration is illustrated in Fig. 2, where the

stars represent the local points. Given K € N and A € (0, 55), for each n = (n1,...,m4) €

{0,1,..., K — 1}4, we define

n; 1+ 1

Qn;:{m:(zl,...,xd):xl'E[?, K *A'1m<K—1]}' ®)

By the definition of @,,, the region [0, 1]¢ is approximately divided into small hypercubes U, @n
and some trifling region A(d, K, A) := [0,1]¢\ (U, @n). as illustrated in Fig. 2.

We construct a PQC that maps all € Qy, to some fixed point x,, = 7+ in (Qy,, i.e., approximating
the piecewise-constant function D(x) = # if x € @Q,. We describe our construction for d = 1,

where D(z) = % ifx € [%, % — A lpeg—q|fork = 0,..., K — 1. The multivariate case
could be naturally generalized by applying D(z) to each variable ;. The idea is to construct a
polynomial that approximates the function D(z) based on the polynomial approximation to the
sign function [54], which a single-qubit PQC can then implement. Generalizing to the multivariate
localization, there exists a PQC Wp () of depth O(% log &) and width O(d) such that the output
fwn, (z) maps x to the corresponding fixed point @,, with precision e. We can obtain an estimation

of 1 using | K fur, () .
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Figure 2: An illustration of localization. The left panel demonstrates the localization U77 Qn for K =5 and

d = 1. The right panel shows the case of localization for KX = 5 and d = 2. The “volume” of the trifling
region A(d, K, A) is no more than d KA.

Implementing the Taylor coefficients. Next, we use PQC to implement the Taylor coefficients

bna = % € [-1,1] foreach n = (m1,...,ma) € {0,1,..., K — 1}¢ and «, which is
essentially a point-fitting problem. Then we could construct a PQC Ug, = >, [n)}(n| ® Rx (0n,a)
such that (n,0|US |n,0) = &,.a, Where |9) = |m1) @ - -+ ® |nq) and Oy o = 2arccos(&y,q). The
depth of U, is O(K?), the width is O(dlog K), and the number of parameters is O(K?). Note
that the state |7) can be prepared using basis encoding on the provided n = | K fy, ()] from the
localization step.

Implementing multivariate Taylor series. To implement the multivariate Taylor expansion of a
function at some fixed point x,,, we first build a PQC to represent a single term in the Taylor series,
which could be done by combining the PQC, which implements the Taylor coefficients and the PQC
which implements monomials, i.e., constructing Ug¥ (z) := U @U*(z — ). The depth of U ()
is O(K9+5s), the width is O(d log K'), and the number of parameters is at most K¢+ s+d. The next
step is to aggregate single Taylor terms together to implement the truncated Taylor expansion of the
target function. We use LCU to construct the PQC Uy(, Ty) = 3|, <s Usy (®) so that we can

implement the Taylor expansion of the function f at point @, as (n, 0| (+|®? Uy (, xy)|n,0) [+,

We construct a nested PQC as U;(x, fi, (x)), such that for any input x, the corresponding fixed
point could be determined by the localization PQC. Such a PQC could be used, together with the
Hadamard test, to approximate Holder smooth functions. In particular, we prove the approximation
error bound of our constructed PQC based on the error rate of Taylor expansion in Eq. (8).

Theorem 4. Given a function f € HP([0,1]4,1) with B8 =1 + s, v € (0,1] and s € N7, for any
K € Nand A € (0, 5%), there exists a PQC W) such that f, () == (0| W/ (2) ZOW,(x) |0)

satisfies

f(®) — fw, ()| < d*HF/2KP (10)

forx € U, Qn. The width of the PQCis O(dlog K +log s+slog d), the depth is O(s2d* K%(log s+
slogd + dlog K)) + % log K), and the number of parameters is O(sd*(s + d + K9) + 4 log K).

The proof can be found in Appendix D. Note that the PQC in Theorem 4 consists of two nested
parts and its depth is counted as the sum of two PQCs for simplicity. We have established the
uniform convergence property of PQCs for approximating Holder smooth function on [0, 1]¢ except
for the trifling region A(d, K, A). The Lebesgue measure of such a trifling region is no more than



dKA. We can set A = K% with no influence on the size of the constructed PQC, and a similar
approximation error bound in the entire region [0, 1]¢ under the L? distance could be obtained.

4 Numerical experiments

This section presents numerical experiments to illustrate the expressivity of our proposed PQCs in
approximating multivariate functions. We focus on approximating a bivariate polynomial function

Flay) = (2 +y —1.57)2 + (x —|-5y22+ )2+ (x+y— 0.571')27

m
over the domain (z,y) € [0, 1]2. The approximation process involves two separate steps: (1) Learn-
ing a piecewise-constant function, D(z) = % ifx € [%, %) using a single-qubit PQC, where
K € NT determines the number of intervals for the piecewise-constant function. (2) Learning the
Taylor expansion of f(z,y) using multi-qubit PQCs based on Theorem 4. Both learning processes
are implemented on a Gold 6248 2.50 GHz Intel(R) Xeon(R) CPU.

We randomly sample 200 data points within the domain [0, 1] to create training and test datasets
for D(x). A single-qubit PQC with adjustable parameters L = 764 (L = 996) is used to learn
D(z) with K = 2 (K = 10). Each parameter of the PQC is randomly initialized within the range
[0, 71]. We use the Adam optimizer [55] with a learning rate of 0.01 to minimize the Mean Squared
Error (MSE) loss function during training. The training process was limited to a maximum of 300
iterations with a batch size of 100 data points. Early termination occurred if the MSE reached below
10~%. The achieved MSE on the test data was 3.57 x 10~% ()X = 2) and 1.04 x 10~% (K = 10).
The numerical results are visualized in Fig. 3.
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Figure 3: Simulation results of localization. We use single-qubit PQCs to approximate the localization
function D(z) for K = 2 and K = 10 respectively.

Similar to the previous step, we randomly sampled 200 data points within the domain [0,1]? to
create training and test datasets for f(z,y). A nested PQC structure was designed. It combined 12
two-qubit PQCs with a depth of 2, allowing the approximation of a degree-4 polynomial through a
combination of lower-degree ones. Additionally, Taylor coefficients were stored in a separate matrix
of size K2 x 12. The number of trainable parameters varied from 120 (K = 2) to 1272 (K = 10),
each initialized randomly from [0, 7r]. The Adam optimizer with a learning rate of 0.01 was used
to minimize the MSE loss during training. The training was limited to 500 iterations with a batch
size of 100, with early termination for MSE below 10~%. The achieved MSE on the test data was
2.22 x 107* (K = 2) and 9.82 x 10~° (K = 10). Fig. 4 visualizes the results. As K increases, the
PQC demonstrates improved approximation performance, aligning with the theoretical findings.

5 Discussion

To the best of our knowledge, our results establish the first explicit PQC constructions for approx-
imating Lipschitz continuous and Holder smooth functions with quantitative approximation error
bounds. These results open up the possibility of comparing the size of PQCs and the size of classi-
cal deep neural networks for accomplishing the same function approximation tasks and see if there



K=2 K=10 target function

Figure 4: Simulation results for learning f(z,y). The left two panels are derived by interpolating and
smoothing the output values of PQC on 100 test data points.

is any quantum advantage in terms of the model size and the number of trainable parameters. Here,
we mainly focus on the comparison with the results of approximation errors of classical machine
learning models. In classical deep learning, the deep feed-forward neural network (FNN) equipped
with the rectified linear unit (ReLU) activation function is one of the most commonly used models.
The quantitative approximation error bounds of ReLU FNNs for approximating continuous func-
tions have been recently established, including the nearly optimal approximation error bounds of
ReLU FNNs for smooth functions [21]. We briefly compare the approximation errors of PQCs and
ReLU FNNs in terms of width, depth and the number of trainable parameters. Detailed comparisons
can be found in Appendix E.

We consider multivariate smooth functions in C2 ([0, 1]¢) (the unit ball of C*([0, 1]¢)) with smooth
index s € N as the target functions in our comparison. Note that smooth functions with smooth
index s are exactly (s + 1)-Holder smooth functions by definition. For simplicity, we first show
the case of s = 2. To achieve the same approximation error € (say some constant), we need to set
Kq = ©(d?//z) for the constructed PQCs from Theorem 4 and set Ko = ©(2%/2/,/¢) for the
constructed near-optimal ReLU FNNs from Ref. [21]. Substituting the choices of K’s in the sizes
of PQCs and ReLU FNNs, we have

Width of PQC x Depth of PQC (ﬁ) _ (i> (11
Width of FNN x Depth of FNN — ~ \gassjcd/2) — ~ \a#=diogd )"

One can obtain a similar relation for the number of required parameters in PQCs and ReL.U FNNs for
approximating smooth functions and extend these results to any 2 < s < d, which holds relevance
in numerous real-world applications (e.g., the input dimension d is 784 for the MNIST dataset
and is 150 528 for the ImageNet dataset [56], and empirically s < 10). Therefore, to achieve the
same approximation error, the required quantum circuit size and number of parameters of PQCs
is exponentially smaller than the required network size and number of parameters of ReLU FNNs
proposed in Ref. [21].

Aiming to understand and continuously expand the range of problems that can be addressed using
quantum machine learning, we have demonstrated the approximation capabilities of PQC models
in supervised learning. We characterized the approximation error of PQCs in terms of the model
size, delivering a deeper understanding of the expressive power of PQCs that is beyond the univer-
sal approximation properties. With these results, we can unlock the full potential of these models
and drive advancements in quantum machine learning. Notably, by comparing our results with the
near-optimal approximation error bound of classical ReLU neural networks, we demonstrate an
improvement over the classical models on approximating high-dimensional functions that satisfy
specific smoothness criteria, quantified by an improvement on the model size and the number of
parameters.

Unlike many other investigations in the universal approximation properties of PQC models [26-33],
our constructions of PQCs for approximating broad classes of continuous functions do not rely on
any impractical assumptions. All the variables take the form of parameters within single-qubit rota-
tion gates, avoiding any classical parameterized pre-processing or post-processing. Ultimately, our



research provides valuable insights into the theoretical underpinnings of PQCs in quantum machine
learning and paves the way for leveraging its capabilities in machine learning for both classical and
quantum applications.

In this work, we introduce a novel nested PQC structure, which significantly improves the approxi-
mation capabilities. Future work could focus on exploring more powerful PQC constructions based
on our proposed idea and understanding the capabilities and limitations of PQCs in more practical
tasks even with real-world data. Developing efficient training strategies for PQCs, such as acceler-
ated methods that achieve faster convergence rates, will also be interesting.
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A Preliminaries

In this section, we will first present some essential mathematical foundations for deriving the main
results of this work. Moreover, to contextualize our work within the existing literature, we compre-
hensively review relevant studies in Appendix A.3.

A.1 Notation

We unify the notations throughout the whole work. The univariate polynomial ring over a field I
is symbolized as F[x], with the variable x representing the input. The ring of Laurent polynomial
F[z,z~] is an extension of the polynomial ring obtained by adding inverses of z. The collection
of natural numbers is represented by the symbol N := {1,2,3, ...}, while the set of non-negative
integers is denoted as Ny := {0} UN. The 1-norm of a vector & = (o, ag, . .., q) is denoted by
lelly = fen| +[az| + - + [eal.

A.2 Data re-uploading PQCs

In this section, we review the concept of data re-uploading PQC and define the PQC we use in this
paper. The data re-uploading PQC is a quantum circuit that consists of interleaved data encoding
circuit blocks and trainable circuit blocks [35, 11]. More precisely, let « be the input data vector
and @ = (O9,...,0r) be a set of trainable parameters. S(x) is a quantum circuit that encode
x and V(6;) is a trainable quantum circuit with trainable parameter vector 8;. An L-layer data
re-uploading PQC can be then expressed as

L
Us(z) =V (00) [ S()V(6;), (A.1)

Applying Ug(x) to a quantum state and measuring the output states provides a way to express
functions on @. The expressivity of the data re-uploading PQC model can be characterized by the
classes of functions that it can implement. It is common to build data encoding circuits and trainable
circuits using the most prevalent Pauli rotation operators,

.. . Y
cos g —isin g cos g —sin g e "2 0

RX(Q): .. 9 0 ) RY(G): .9 0 ) RZ(G): 0
—isin 5 cos 5 sing  cosg 0 ela

(A.2)
Different data encoding schemes lead to different types of data re-uploading PQCs.

In some cases, trainable parameters are also included both during the initial data encoding phase
and the final processing of measurement outcomes. These PQCs are considered to have hybrid
structures. For instance, in the models proposed by Refs. [35, 36, 40], each input data is multiplied
by a specific trainable parameter and subsequently subjected to R, gates during the data encoding
stage. In a similar vein, Refs. [39, 40] incorporate trainable weights into each measurement outcome
generated by the constructed PQCs, aggregating these weighted outcomes to produce the final result.
Such a structure makes it hard to judge whether the expressive power comes from the classical or
quantum part.

A.2.1 Implementing real polynomials

We first introduce the data re-uploading PQC for implementing real univariate polynomials. We
utilize the so-called Pauli X basis encoding [10]: The data encoding unitary is a single-qubit rotation

defined as
. in/1 — 12
S — iarccos(z)X _ x 1V A3
(x) =c WIE e ) (&.3)
where © € [—1,1] is the input data. Then interlaying the data encoding unitary S(x) with some

parameterized Pauli Z rotations Rz () gives the circuit of data re-uploading PQC for one variable
as

L
Us() := Rz(00) [ [ S(x)Rz(6)), (A4)

Jj=1
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where @ = (6, ...,0r) € REF! is aset of trainable parameters. The PQC in Eq. (A.4) can be used
to implement polynomial transformations on input z, as shown in the following lemma.

Lemma S1 ([47]). There exists 0 € REHY such that
Up(z) = (iQ*( 5% iQ@W) (A.5)
if and only if polynomials P, Q € Clz] satisfy
1. deg(P) < Land deg(Q) <L —1,
2. P has parity L mod 2 and Q has parity (L — 1) mod 2,
3. Vze[-1,1], |P(z)* + (1 — 2?)|Q(x)]? = L

As shown in the above lemma, one could implement a polynomial transformation Poly (z) such that
Poly(xz) = (0|Ug(z)|0) = P(x). Notice that the achievable polynomial Poly(z) implemented in
this way is limited to P(x) for which there exists a polynomial Q(z) satisfying the conditions of
Lemma S1. As the target polynomial is often real in practice, we could overcome such a limitation
by defining Poly(z) = (+|Ug(z)|+) = R(P(z)) + iR(Q(x))v1 — 2. Then we can achieve any
real polynomials with parity L mod 2 such that deg(Poly(x)) < L, and |Poly(x)| < 1 for all
x € [-1,1].

Corollary S2 ([47]). There exists @ € RYT1 such that

p(x) = (+|Ug(z)|+) (A.6)
if and only if the real polynomial p(x) € R[z] satisfies

1. deg(p(z)) < L,
2. p(x) has parity L mod 2,

3. Ve e[-1,1], |p(x)| < L.

Remark S1. The results of PQC with Pauli X basis encoding presented here have been established
in the technique of quantum signal processing [45-47], which uses interleaving signal operators
and signal processing operators to transform the input signal. The QSP circuit could be identified
as a PQC in the context of quantum machine learning.

A.2.2 TImplementing trigonometric polynomials

Other than the real polynomials, there are also types of single-qubit PQC with Pauli Z basis encod-
ing that could implement complex trigonometric polynomials [37]. The data encoding unitary is a
single-qubit rotation in the Pauli Z basis

ix/2
S(x) = Rz(x) = (6 . e—?’”/2> 7 (A7)

where © € R is the data. By interleaving the data encoding unitary S(x) with trainable gates
Ry (0)Rz(¢), the PQC is defined as

Up,¢(7) = Rz(w)Ry (0o)Rz( ¢o 0,)Rz(9;), (A.8)

I\Eh

where 8 = (0g,...,0r) € RETY, ¢ = (¢o,...,¢1) € RETI and w € R. The following lemma
characterizes the correspondence between PQC with o, basis encoding and complex trigonometric
polynomials.

For a polynomial P € C[z], P has parity O if all coefficients corresponding to odd powers of x are 0, and
similarly P has parity 1 if all coefficients corresponding to even powers of z are 0.

A polynomial p(z) has parity 0 if all coefficients corresponding to odd powers of z are 0, and similarly p(x)
has parity 1 if all coefficients corresponding to even powers of x are 0.
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Lemma S3 ([37]). There exist 0, ¢ € RET! and w € R such that

Us.p(1) = (5%2) }?éj;) (A.9)

if and only if Laurent polynomials P, Q € C[e?*/? e~"/2] satisfy
1. deg(P) < L and deg(Q) < L,
2. P and Q have parity L mod 2,
3. Vz eR |P(2)]?+|Q(x)> =1

Note that Laurent polynomials in Cle?®/2,e~*/?] with parity 0 are Laurent polynomials in
Cle**, e~**] without parity constraints, which implies that the trigonometric QSP could implement
complex trigonometric polynomials.

Corollary S4 ([37, 57]). There exist 0, ¢ € R*“*! and w € R such that
t(z) = (0| Ug,¢ () [0) (A.10)

if and only if the complex-valued trigonometric polynomial t(x) = Z]L:_ 5 ¢j€9% satisfies |t(z)| <
1forall x € R.

A.3 Related work in PQC approximation

In this subsection, we review prior literature related to the approximation capabilities of PQCs,
which characterizes how the architectural properties of a PQC affect the resulting functions it can
fit, and its ensuing performance. After a systematic comparison, we conclude that our results pro-
vide precise error bounds for continuous function approximation and make no assumptions about
the constructed PQCs. More importantly, all the variables in our proposal take the form of param-
eters within rotation gates and remain distinct from the data encoding gates to avoid any classical
computational influence, thus preserving the inherent quantum property of our approach.

In theoretical machine learning, statistical complexity is a notion that measures the inherent richness
characterizing a given hypothesis space. There are various statistical complexity measures, includ-
ing the Vapnik-Chervonenkis (VC) dimension [58], the metric entropy [59], the Gaussian complex-
ity [60], and the Rademacher complexity [60], etc. To gauge the statistical complexity of PQCs, Du
et al. [61] have explored the covering entropy of PQCs in terms of the number of quantum gates and
the measurement observable. Bu et al. [62] have investigated the dependence of the Rademacher
complexity of PQCs on the resources, width, depth, and the property of input and output registers.
The assessment of PQCs has extended to encompass an array of statistical complexity measures,
including the Pseudo-Dimension, as delineated in Caro and Datta [63], and the VC dimension, as
expounded upon in Chen et al. [64]. Furthermore, the evaluation of PQC expressivity has extended
its purview to metrics rooted in information theory. Abbas et al. [65] have evaluated PQC expres-
sivity through the prism of the effective dimension, a data-dependent metric contingent upon the
Fisher information. In a parallel endeavor, Du et al. [27] have concentrated their attention on gen-
erative tasks, employing entanglement entropy as a metric for quantifying PQC expressivity. It is
important to underscore that, while statistical complexity metrics and information-inspired metrics
provide invaluable insights into the ‘volume’ of hypothesis spaces, they do not precisely delineate
the functions amenable to representation by these models.

To further explore the intricacies of PQCs and their expressivity, an alternative avenue of research
has emerged, as highlighted by recent studies [34, 35, 37, 36, 38]. They rewrote the PQC output,
i.e., the inner product between an input quantum state and a variational observable, in the form of
partial Fourier series. This innovative perspective introduces a more nuanced toolbox for assess-
ing PQC expressivity, offering fresh insights within the quantum machine learning domain, notably
with respect to the universal approximation property (UAP). However, it is imperative to underscore
that many investigations employing Fourier expansion have been predicated upon certain imprac-
tical assumptions. These assumptions encompass the demand for arbitrary parameterized global
unitaries and observables, thus posing significant challenges to the practical implementation of the
constructed quantum circuits. The existence proof of universal approximation also does not explic-
itly give approximation error bounds of PQCs.

19



A very general approach to expressiveness in the context of approximation is the method of nonlin-
ear widths by DeVore et al. [66] that concerns the approximation of a family of functions under the
assumption of a continuous dependence of the model on the approximated function. Pérez-Salinas
et al. [36] have proved that single-qubit data re-uploading PQCs are universal function approxi-
mators, inheriting the famous universal approximation theorem for neural networks [13, 67]. In a
quantum-enhanced context, Goto et al. [39] have constructed PQCs to approximate any continuous
function guided by the Stone-Weierstrass theorem. Qi et al. [41] have studied the approximation
error of PQCs enhanced by tensor-train networks. Their investigation focused on smooth functions,
considering factors such as the number of qubits and quantum measurement counts. Furthermore,
Gonon and Jacquier [40] have defined a specific hypothesis space consisting of non-oscillating func-
tions, drawing inspiration from Barron [15] and devised PQCs for approximating such functions
without encountering the curse of dimensionality (CoD). Notably, the mitigation of CoD arises from
their specific hypothesis space definition and is also observed within the domain of classical neural
network [68]. It is essential to acknowledge that these works unveil a hybrid nature, blurring the
boundaries between classical and quantum domains in circuit construction. The hybrid structure
manifests in the data encoding phase and becomes evident in the weighted summation of outputs
from foundational quantum circuits. Consequently, whether the powerful expressivity comes from
the classical part or the quantum part of hybrid models is unclear.

In our present work, we make no assumptions in the construction of the PQCs. In our PQC model,
all variables take the form of parameters within rotation gates. Besides, these trainable parameters
remain distinct from the data encoding gates to avoid any classical computational influence. These
properties ensure that our constructed PQCs retain practicality and remain firmly rooted within the
quantum domain.

B Implementing multivariate polynomials using PQCs

B.1 Implementing multivariate real polynomials

A multivariate polynomial with d variables and degree s € N is defined as

p(x) = Z Ccax®, (B.11)
lexll1<s
where £ = (21,...,74) € R4, o = (au,...,aq) € N, ¢y € Rand 2* = 20 25% -+~ 25%. To

implement the multivariate polynomial p(x), we first build a PQC to express a monomial cqx® =
CaxPrx? - 25, where [caxz®| < 1forx € [0,1]% and ||« < s. We apply the single-qubit
PQC with Pauli X basis encoding defined in Eq. (A.4) on each z; for 1 < j < d, respectively.

Lemma S5. Given a monomial cax® = coa{*x5? - - - x5 such that |cqx®| < 1 forall x € [0, 1]¢
and ||al|x < s for s € N, there exists a PQC U (x) such that

(+HE U (@))% = caz™. (B.12)

The width of the PQC is at most d, the depth is at most 2s + 1, and the number of parameters is at
most s + d.

Proof. By Corollary S2, there exist d single-qubit PQCs Ug'* (1), U (22), . . ., Ug ! (z4) such that
(+|Ug,! (z1)[4) = cari”,
(+Ug; (w2)|+) = 5%,
{(+1Ug; (za)l+) = 23",

where the number of layers of each PQC is L; = o; for 1 < j < d. We then define a d-qubit PQC
as

d
U (x) = Q) Uy’ (), (B.13)
j=1
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which gives

d
(U @))% = [] (+HIUg? () 1+) = caz™. (B.14)

j=1
Since |a]j; = Z?:l a; < s, we can conclude that the depth of U () is at most 2s + 1 and the
number of parameters in U< () is at most s + d. O

The next step is to combine monomials together to implement the multivariate polynomial. Specifi-
cally, we would like to implement the following (unnormalized) operator

> U(=) (B.15)
llexll1<s
so that we can implement an (unnormalized) polynomial as
HPU @) = D FHPU @) = Y car® = pla). (B.16)
lleellr<s lleel1<s

We denote 1" the number of terms in the summation and observe that it can be bounded as

T = Z 1_2 Z 1<Zd$ (B.17)

el <s J=0 [lall1 =g

For convenience, we rewrite the normalized target operator with o being an indexed variable as
<N Y
x) = —U*’ (x). B.18
)= 70 @) (B.18)

However, the addition operation in quantum computing is non-trivial as the sum of unitary opera-
tors is not necessarily unitary. To sum the monomials together, we utilize the technique of linear
combination of unitaries (LCU) [48] to implement the operator U, (x) in Eq. (B.18) on a quantum
computer. We first construct a unitary operator F' such that

Flo) B.19
10) fZIJ (B.19)

The unitary F' could be simply implemented by Hadamard gates. Next, we construct a controlled
unitary

T
)= |iNil @ U (). (B.20)
j=1

Note that each liXil® U v () could be constructed using (log T")-qubit controlled Pauli rotation

gates, as U v () consisting of single-qubit Pauli rotation gates. The (log T")-qubit controlled gates
could be further decomposed into quantum circuits of CNOT gates and single-qubit rotation gates in
O(log T') circuit depth without using any ancilla qubit. We refer to the detailed implementation of
these multi-controlled gates to da Silva and Park [49]. Then the unitary Wi, = (FT @ U.(F ® 1)
satisfies that

Wicw [0) [-+9)7 = 10) Up () [+)%* + | L), (B.21)
where ((0] ® I)|L) = 0. Notice that
(O] (+1%F Wieu [0) [49)2 = (+]% Up () [+)%? = p(=). (B.22)

To obtain the polynomial p(z), we could estimate (0] (+|¥% Wi, [0) |[+)®¢ using the Hadamard
test.

Theorem 1. For any multivariate polynomial p(x) with d variables and degree s such that |p(x)| <
1 for x € [0,1]%, there exists a PQC W, (x) such that

fw, (x) = (0] Wg(w)Z(O)Wp(w) |0) = p(x) (B.23)

where Z'©) is the Pauli Z observable on the first qubit. The width of the PQC is O(d+log s+slogd),
the depth is O(s%d®(log s + slogd)), and the number of parameters is O(sd*(s + d)).
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Proof. We apply the Hadamard test on Wj,,,, giving the quantum circuit W), (x) as follows.

o) — {7}

0) —#
| Teal | Ve
|0) —— H®d
Measuring the first qubit of W, (x), we have
fw, (@) = (0| Wi (2) ZOW, () [0) = (0] (+|® Wieu [0) [)? = p(a). (B.24)
The controlled unitary used in LCU,
d )
Ue(m) = > )il @ U*" (a), (B.25)
j=1

could be implemented by at most O(T's) (log T')-qubit controlled gates. A (log T')-qubit controlled
gate could be implemented by a quantum circuit consisting of CNOT gates and single-qubit gates
with depth O(logT') [49]. Thus U.(x) could be implemented by a quantum circuit with depth
O(sTlog T') and width O(d +log T'). Then the depth and width of Wy, = (FT @ NU.(F @ I) are
in the same order of U..(x) since F is simply tensor of Hadamard gates. Therefore the entire depth
of the circuit W), is O(sT'log T + d), and the width of W), is O(d + log T). As T < (s + 1)d°.
Note that the number of parameters in the PQC equals the number of parameters in U.(x), which is
O(T(s+d)). O

Note that measuring the first qubit of W, (x) for O(Z;) times is needed to estimate the value of p(x)
up to an additive error . We could further use the amplitude estimation algorithm [50] to reduce the
overhead while increasing the circuit depth by O(é)

B.2 Implementing multivariate trigonometric polynomials

We extend the PQCs with Rz encoding to implement multivariate trigonometric polynomials. A
multivariate trigonometric polynomials with d variables and degree s is defined as

tx)= Y cne™® (B.26)
In]1<s
where ¢, € C, ¢ = (z1,...,24) € RYL v = (ay,...,aq) € Z% and e™® =

gimginata ... ginatd - Consider a trigonometric monomial c,e'™® = cpe'™1*1¢i2%2 ... ginata
such that |c,e™®| < 1 for all x € R? and ||n||; < s, we could apply the single-qubit PQC with

Rz encoding as defined in Eq. (A.8) on each x; for 1 < j < d respectively.

Lemma S6. Given a trigonometric monomial Cp€™T = ceiMT1einaT2 . . pinaTa guch that
lcne™®| < 1forall x € R? and |n||; < s, there exists a PQC U™(x) such that

0/ U™(2)]0)*" = cpe™®. (B.27)

The width of the PQC is at most d, the depth is at most 6s + 3, and the number of parameters is at
most 4s + 3d.

Proof. By Corollary S4, we could construct d single-qubit PQCs
Ug! o, (1), Ug? s, (22), ..., Uy 4 (xa) such that

(0|Ug;! g, (21)]0) = cpe™™,

1,
(01Ug7 4, (w2)]0) = €272,

(0Ugy g, (wa)l0) = e'meve,
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where the number of layers of each PQC is L; = n; for 1 < j < d. We then define a d-qubit PQC

as
d

'IL
® o), (@ (B.28)

which gives

d
0/U™ () H (OlUg? 4, (2)|0) = cpe™ (B.29)

Since ||n|; = Z;l:l n; < s, we can conclude that the depth of U™ () is at most 6s + 3 and the

number of parameters in U™ () is at most 4s + 3d. O

Then we could apply the technique of LCU on the PQCs U™ () to implement the operator
U(x):= Y U™x), (B.30)
[nlli<s
so that we can implement the multivariate trigonometric polynomial as
HEU @) = Y HEUM @ = Y ™™ = ta). (B.31)
Infli<s Infl1<s

Note that the number of terms in the summation is

Z 1= Z Z 1< Zd% 1)d?. (B.32)

[nlli<s 3=0|In|l1=j
Then, we have the following proposition.

Proposition S7. For any multivariate trigonometric polynomial t(x) with d variables and degree s
such that |t(z)| < 1 for x € RY, there exists a PQC Wy,.;(x) such that

Fwni (@) = (0| W] (2) 2O W, () |0) = () (B.33)

where Z'©) is the Pauli Z observable on the first qubit. The width of the PQC is O(d+log s+slogd),
the depth is O(sd?*(log s + slogd)), and the number of parameters is O(sd** (s + d)).

The proof is similar to Theorem 1. This result demonstrates the universal approximation property
of PQC in the perspective of multivariate Fourier series, which yields similar results as in Schuld
et al. [34]. Notably, the PQC in Proposition S7 has an explicit construction without any assumption,
improving the implicit PQCs proposed in Schuld et al. [34] in terms of circuit size. For instance,
to implement the d-variable Fourier series with degree s, the PQC with parallel structure in Schuld
et al. [34] requires width O(ds) and potentially exponential depth O (4%%).

C Approximating continuous functions via PQCs

We have constructively shown in the previous section that PQCs could implement multivariate poly-
nomials. To study the approximation capabilities of PQC, a natural strategy involves aggregating
multiple polynomials to approximate the continuous function, drawing on well-established princi-
ples from classical approximation theory. In the context of univariate functions, this endeavor is
guided by the Stone-Weierstrass Theorem [69]. For the multivariate case, we accomplish this task
by employing PQCs to implement Bernstein polynomials, followed by the established result on the
approximation error bound of Bernstein polynomials [52, 53].

C.1 Established results of Bernstein polynomials approximation

For a d-variable continuous function f : R? — R, the multivariate Bernstein polynomial with degree
n € Nof f is defined as

Z Zf% H( ) (1 —z)" ", (C.34)

k1=0 kq=0 =



and k = (ki1,...,ka) € {0,...,n}% Then, we have the following lemma on the approximation
error bound of the Bernstein polynomial.

Lemma S8 (Bernstein polynomials approximation for Lipschitz functions [53]). Given a Lipschitz
continuous function f : [0,1]% — R with Lipschitz constant £, which is defined as | f(x) — f(y)| <
0| — y||oo- Let f be bounded by T'. The approximation error of the n-degree Bernstein polynomial
of f scales as

dorda\ [ 2\ 2\
f(:c)Bn(f;a:)|§€+2FZ(j> <4m2) §5+2F<<1+4n€2> 1), (C.35)
j=1

where € > 0 is an arbitrarily small quantity.

Proof. Drawing inspiration from the Lipschitz continuity of the target function f, we define 6 = €/¢.
Consequently, for any two points = (z1,...,24) and y = (y1,...,yq) such that |z; — y;| < ¢
forall i € {1,...,d}, it follows that | f(x) — f(y)| < e. The target function can be written as

fx) = f(x1,...,2q)

= f(z1, .2 iH( ) N O

k1:0 kq=01i=1

n n d
= S Y s, H( Z ) ko (1 — )" h (C.36)
k1=0 kq=0 =1

Let us consider the set £ = 1‘[?:1{07 1,...,n},and for j = 1,2,...,d, we define the sets
ks
Q; ={k; €{0,1,...,n}: |5 —zj|<détand F=E\ (1 x --- X Qq). (C.37)

Then, F' = Uzzl Fy, with I}, = {H?=1 QEZ“‘] € F:ay €{0,1}, Z?:l g = k} where

Qi if Qi = 0

H;jzl Qgi’“] € Fi,k=1,---,d, letus define also I4, = {i € {1,---,d} : a;p = 1} (that means
card (I4,) =k > 1). We have

|f(x17"' amd)_Bn(f;xla"' 7xd)|

QEZ"“] = and Qf = {kie{O,---,n}: k -|26}. For A, =

< f(zla 7Id)_f<l/:;7'” afj) H< Zi ).Ti“ (1—(Ez)n_k7
! Q4 =1
kl kd n k; n—k;
—|—Z f (z1, ;Id)_f<na ’n>H(ki)xl (1—x;)




Using the fact that f is continuous and bounded, we get

[f (@1s-- wa) = B (521, 2a)

SO0 | (A ETEEIEED o) | () NI

Q4 Qg i=1 i=1
<oy SIT( 5 )atcm
I=1 AjeF, i=1 (C.39)
4 1
<0y S ] o
=1 Aj€F) i€la,

2\
—5+2FZ(> T e+2r<(1+4n52> —1).

This completes the proof. A more detailed expansion of Eq. (C.39) can be seen in Theorem 2 in
Foupouagnigni and Mouafo Wouodjié [53]. a

Remark S2. Here, it is important to observe that for a continuous target function, denoted as f(x),
there exists a value of § > 0 such that:

d
@i wa) = B (fizn, - aa)| S <+ 2T << ) _1)‘

This expression signifies the convergence rate of the Bernstein polynomial for general continuous
functions.

C.2 Implement Bernstein polynomials via PQCs

In Lemma S8, we have defined the Bernstein polynomial and its approximation error towards the
Lipschitz continuous function. Guided by Theorem 1, we can construct a PQC to implement such a
Bernstein polynomial.

Lemma S9. For any d-variable Bernstein polynomial with degree n € N defined in Eq. (C.34) such
that |B,,(f; )| < 1 for x € [0,1]%, there exist a PQC Wy () satisfying

fw, () = (0| W] () 2O Wy () [0) = B (f; ). (C.40)

The width of the PQC is O(dlogn), the depth is O(dnd log n) and the number of parameters is
O(dn?).

Proof. We undertake a two-step process in the proof of Lemma S9. Initially, we construct PQCs to

provide an exact representation of f (%) HJd L ) I(1—azj)" ki forall k € {0,1,...,n}% Sub-
g J
sequently, we employ LCU to aggregate these PQCs for the purpose of approximating the Bernstein

polynomial described in Eq. (C.34).

The univariate polynomial 2% (1 — 2)"~* can be represented by a PQC. The depth of this PQC is
less than 2n + 1, the width is 2, and the number of parameters is n + 2. The multivariate polynomial
f (%) H?Zl ( g)xfj (1—a;)" ki can be exactly represented by the product of the univariate poly-
nomial z*(1 — z)"~*. The same routine has been employed in Lemma S5. The depth of this PQC
is less than 2n + 1, the width is 2d, and the number of parameters is d(n + 2).

The number of terms in the summation in Eq. (C.34) is (n + 1)?. We can employ the same routine
in Theorem 1 to construct the PQC W, (). The depth of W}, scales as

O((d(n + 1)+ log (n+1) + d)),

the width is 2d + dlog (n + 1), and the number of parameters is (n + 1)%(n + 2)d. The results
presented in Lemma S9 can be obtained after simplification. g
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C.3 PQC approximating continuous functions

We have successfully derived results regarding the approximation error between PQCs and Bern-
stein polynomials and between Bernstein polynomials and continuous functions. Leveraging these
established findings, we can now formulate a rigorous assertion regarding the universal approxima-
tion theorem and the error bound of PQCs, employing the well-established principles of triangle
inequality.

Theorem 2 (The Universal Approximation Theorem of PQC). For any continuous function f :
[0,1]¢ — [~1,1], given an & > 0, there exist an n € N and a PQC Wy, (x) with width O(dlogn),
depth O(dn?logn) and the number of trainable parameters O(dn?) such that

[f (@) = fw, (@) <& (CAD
forall z € [0,1]%, where fuw, () == (0| W, () ZOW,(z) |0).

Proof. Remark S2 has established the uniform convergence of the Bernstein polynomial towards
any continuous function within the cubic domain [0, 1]¢, denoted as B,,(f;x), with the property
that B, (f;x) — f(x) as n — +oo. Building on Lemma S9, we can effectively implement this
Bernstein polynomial B, (f; ) using fw, (). The depth of the PQC W;(x) is O (dnlogn), the

width is O(dlogn), and the number of parameters is O(dn?). This completes the proof. O

Theorem 3. Given a Lipschitz continuous function f : [0,1]¢ — [~1,1] with a Lipschitz con-
stant ¢, for any ¢ > 0 and n € N, there exists a PQC Wy(x) with such that fw,(x) =

(0] WJ(w)Z(O) Wy (x) |0) satisfies

2 N\d %
|f(ﬁﬂ)—fwb(93)§€+2((1+n€2) —1) <erar (C42)

for all © € [0,1]%. The width of the PQC is O(dlogn), the depth is O(dn® log n), and the number
of parameters is O(dn?).

Proof. Lemma S8 has established the uniform convergence rate of the Bernstein polynomial towards
any Lipschitz continuous function within the cubic domain [0, 1]¢. We know that for any Lipschitz
continuous function f(x) with Lipschitz constant ¢, there exists a Bernstein polynomial B, (f; x)
satisfying

Loray o2y 2\
If(w)—Bn(f;w)|<s+2r;<j) <4n€2> <5+2F<<1+4n52> —1).

Building on Lemma S9, we can effectively implement this Bernstein polynomial B, (f;x) using
fw, (z). The depth of the PQC Wj,(z) is O(dn?logn), the width is O(dlog n), and the number of
parameters is O(dn?). This completes the proof. O

D Approximating smooth functions via nested PQCs

Other than using a Bernstein polynomial to approximate a continuous function globally, we could
also utilize local polynomials to achieve a piecewise approximation. To do this, we follow the
path of classical deep neural networks [18, 21, 25], using multivariate Taylor series expansion to
approximate a multivariate smooth function f in some small local region. Let 5 = s+r > 0, r =
(0,1] and s = | 3| € N, for a finite constant By > 0, the 3-Hélder class of functions H” ([0, 1]¢, By)
is defined as

o0~ -0«
#HP([0,1]4, By) = {f 0,117 - R, max [|0%f|lec < By, max sup 9% (=) Tf(y)| < Bo},
lleell<s llexlli=s woty lz —yll5
(D.43)
where 0% = 9% ...9% for « = (ay,...,aq) € N9 By definition, for a function f €

H5([0,1]%, By), when 8 € (0,1), f is a Holder continuous function with order 3 and Holder
constant Bg; when 8 = 1, f is a Lipschitz function with Lipschitz constant By; when § > 1, f
belongs to the C'? class of functions whose s-th partial derivatives exist and are bounded.
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We utilize the following lemma on the Taylor expansion of S-Holder functions as a mathematical
tool for constructing and analyzing the PQC approximation.
Lemma S10 ([18]). Given a function f € HP([0,1]%,1) with 8 = r + s, r € (0,1] and s € N*,
for any x, xo € [0, 1]¢, we have
0 f(x o <
\f(x)— > M(w—wo) < d°[|lz — @oll5, (D.44)
lell1<s '

where ! = a1! - - oyl

Next, we show how to construct PQCs to implement the Taylor expansion of S-Holder functions.

D.1 Localization via PQC

As shown in Eq. (D.44), the Taylor expansion of a multivariate smooth function only converges in
a fairly small local region. So, we need first to localize the entire region [0, 1]¢. Given K € N and
A € (0, 55), foreach g = (n1,...,ma) € {0,1,..., K — 1}, we define

Qn = {a: =(X1,...,2q) 1 x; € [%, 771}‘(1" L A - 1m<K—1] } (D.45)
By the definition of @Q,,, the region [0, 1]¢ is approximately divided into small hypercubes U77 Qn
and some trifling region A(d, K,A) = [0,1]¢ \ (U, @n), as illustrated in Fig. 2 in the main
text. Then we need to construct a PQC that maps any z € )y, to some fixed point z,, =

7 € Qy, ie., approximating the piecewise-constant function D(xz) = 7+ if x € Q,, where
7 = (m/K,...,n4/K). We consider the case of d = 1, where the localization function is
k k k+1
D("E):?, ifx e [?7%_A1k<](71 fork:0,17,K—1 (D46)

The multivariate case could be easily generalized by applying D(x) to each variable x;. The idea is
to find a polynomial that approximates the sign function

1, ifz > ¢,
sgn(z—c) =<0, ifz=c, (D.47)
-1, ifz<ec

as shown in the following lemma.

Lemma S11 (Polynomial approximation to the sign function sgn(z — CP [54]). Ve € [-1,1],A >
0,e € (0,1). there exists an odd polynomial Py .(z) of degree n = O(x log 1) that satisfies

1. |Pac(z—c)| < 1forallz e [-1,1],

2. |sgn(z —¢) — Pac(z—c)| <cforallz € [-1,1]\ (c— £,c+ 2).

Note that we could also approximate the step function defined as stp(z — ¢) = % sgn(z —¢) + %
by the polynomial PA _(z — ¢) = 5Pa(z — ¢) + 5 of degree n = O( log 1), which satisfies
that [P (v —¢)| < 1forall z € [~1,1] and |stp(z — ¢) — P (z —¢)] < §forallz €
[<1,1]\ (¢ — §.,c+ £). Note that the polynomial P4 _(z — ¢) does not have definite parity and

thus cannot be directly implemented by a PQC as shown in Corollary S2. Since only the domain
[0, 1] is relevant to z, for ¢ € (0, 1), we could define an even polynomial

even 1
PoRe(@) = 7z (Pac(z =) + Pac(-z —¢)) (D.48)
2

such that |PER_(x)] < 1 forall z € [-1,1] and [stp(z — ¢) — PeR'.(z)] < § forall z €
[0,1]\ (¢ — §,c+ 5). The piecewise-constant function D(z) can be written as a combination of
step functions,

1

K
k=1
Then we could find even polynomials Pf:’g‘js(x) that approximate stp(x — % + %) for each k.
Combining those polynomials together as in Eq. (D.49), we have the following lemma.

sm@—£+é) (D.49)

D(z) = K2
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Lemma S12. Given K € Nand A € (0, 5%), there exists an even polynomial P (x) of degree
n = O(x log £) that satisfies

1. |Pac(z)| < 1forallx € [-1,1],

2. |D(z) — Pae(z)| <eforallz € Uf;ol [£, EEL A Tk

Note that we could shift the polynomial Pa . (z) such that Pa .(x) — D(x) € (0, €) without chang-
ing the degree. It follows that we can construct a PQC to implement the polynomial Pa .(x) by
Corollary S2.
Corollary S13. Given K € N, A € (0, 5) and £ € (0, &), there exists a single-qubit POC Up ()
of depth O( log %) that satisfies
k k kE+1

<+|UD($)|+>—E € (O,E) lf.r S [E, % —A- 1k<K_1 fork = O, 17 . ,K — 1. (DSO)

Note that € has to be bounded by %, which is the length of the localized region. We could further

implement such a localization procedure for & = (1, ..., x4) on the region [0, 1]¢ by applying the
PQC for each x;, as stated in the following corollary.

Lemma S14 (Localization via PQC). Given K € N, A € (0, 557) and € € (0, 1), there exists a
POC Wp(x) of width O(d) and depth O(% log g) implementing a localization function fyw,, (x) :
R? — R? such that

0 < fu, () — % <e ifxeQ, (D.51)

where 0 = (0,...,0) and e = (¢, ..., €) are d-dimensional vectors.

Proof. We construct a d-qubit PQC Wp(x) = ®?:1 Up(z;) where the single-qubit PQC Up(z)
is constructed in Corollary S13. Then we apply the Hadamard test on each Up(z;) to obtain

fup(x;) = (+|Up(z;)|+). Let fw,(x) = (fu,(z1),.-., fu,(z4)), which implements the lo-
calization function as required. O

D.2 Implementing the Taylor coefficients by PQC

Next, we use PQC to implement the Taylor coefficients, which is essentially a point-fitting problem.

For each p = (m1,...,ma) € {0,1,...,K — 1}¢ and v, we denote &, o = 8(1]‘;(!%) e [-1,1].
Then we could construct the following PQC,

U% = _In)¥n| @ Rx(fn.a), (D.52)
n

where |7) = |71) ® - -+ ® |nq) and O o = 2arccos(&y,a ). It gives the following lemma.

Lemma S15. Given a 3-Holder smooth function f : [0,1]% — [-1,1], for any a € N and
n€{0,1,..., K — 1}4, there exists a PQC U such that

0, 01U 1,0) = &n - (D.53)
The width of the PQC is O(dlog K ), and the depth is O(K?).

We note that the state |7) can be prepared using basis encoding according to the results of localiza-
tion in Lemma S14.

D.3 Implementing multivariate Taylor series by PQC

To implement the multivariate Taylor expansion of a function, we first build a PQC to represent a
single term in the Taylor series, which could be done by combining the monomial implementation in
Lemma S5 and the Taylor coefficient implementation in Lemma S15. Thus, we have the following
corollary.
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Corollary S16. For any 3-Hélder smooth function f, given an o € N¢ with |||y < s for s € Nt
andanm € {0,1,..., K — 1}4, there exists a PQC Up(x) such that

aaf(%) (:l? _ n )a.

(0, 01+ Uy (@) In, 0) [ 4) " = = %

7 (D.54)

The width of the PQC is O(dlog K), the depth is O(K® + s), and the number of parameters is at
most K%+ s +d.

Proof. Let U (x) = US @ U%(x — ), where U, is defined in Lemma S15 and U%(z — )

K
is defined in Lemma S5 with changing input from @ to & — 7-. Then the corollary directly follows
from Lemma S5 and Lemma S15. O

The next step is to combine single Taylor terms together to implement the truncated Taylor expansion
of the target function. The method is in the same spirit as what is utilized in Theorem 1, i.e., using
LCU to achieve the following (unnormalized) operator,

Um) = > Ug(=). (D.55)

llelli<s

. . . —
Then we can implement the Taylor expansion of the function f at point 7t as

0+ U o) = Y T g M ye (D.56)

el <s

Hence we have the following lemma.

Lemma S17. Given a function f € HP([0,1]4,1) with 8 =r + s, 7 € (0,1] and s € N, for any
n €{0,..., K —1}<, there exists a PQC W(z, 1) such that fw, (x) = (0| Wi (z)ZOW,(z) |0)
implements the truncated Taylor expansion at point 7,

0 f(#) N\

fw(@)= D —H(x—2)" (D.57)
lleellr<s

The depth of the PQC is O(s%d* K%(log s + slogd + dlog K)), the width is O(dlog K + log s +

slog d), and the number of parameters is O(sd*(s + d + K%)).

Proof. The idea of constructing the PQC W,(x, 7+) is similar to the construction of W, (x) in
Theorem 1. The only difference is that here we apply LCU on unitaries U () == US@U* (x— )
instead of U (). Thus, the controlled unitary is

T
Ui A\ al
Uelm, 52) =D _likil @ Uy (=) (D.58)
i=1
and the unitary Wi, (z, ) = (FT ® I)Uc(z, 1£)(F ® I) satisfies that

o f( 1
Ol 0+ Wi (. Ly im0y = 3 CLE @ Mya o)

leell1<s

We then apply the Hadamard test on Wic, (x, 7% ), giving the quantum circuit W (x, ) as below

'K
0 —{F} -y}
(77 (o) |

=

=

=

)
)
; 7= U(n) Wi
)

=
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where the unitary U(n) takes 7 as input and maps |0) to |n). Note that the controlled uni-
tary Ue(x, 7) could be implemented by O(T'(s + 1)) number of (log T')-qubit controlled gates
and O(TK?) number of (logT + dlog K )-qubit controlled gates. An n-qubit controlled gate
could be implemented by a quantum circuit consisting of CNOT gates and single-qubit gates
with depth O(n) [49]. Thus U.(x) could be implemented by a quantum circuit with depth
O((s + 1)T'log T + TK%(log T + dlog K)) and width O(d + log T + dlog K). Then the depth
and width of Wiey(x, ) = (F' @ I)Uy(z, £)(F ® I) are in the same order of U,(x, )
since F' is simply tensor of Hadamard gates. Therefore the entire depth of the circuit W, is
O((sTlog T+TK%(log T+dlog K))) and the width is O(d+log T +dlog K). AsT < (s+41)d®,
we have the depth and width of PQC shown in Lemma S17. Note that the number of parameters in
the PQC equals the number of parameters in U, (), which is O(T (s + d + K4)). |

Finally, we combine the steps of localization and the Taylor series implementation to achieve a local
Taylor expansion for the target function. The PQC is in a nested structure consisting of a PQC for
localization and a PQC for Taylor series; see the detailed construction in the following theorem.

Theorem 4. Given a function f € HP([0,1]4,1) with 3 = r + s, r € (0,1] and s € N*, for any
K € Nand A € (0, 55 ), there exists a PQC Wy(x) such that fw, () := (0| W/ (z)Z©OW,(x)|0)
satisfies

|f(@) = fw, ()| < dFPPKP (D.60)
forx € U, Qn. The width of the PQC is O(dlog K +log s+slog d), the depth is O(s2d* K%(log s+
slogd+ dlog K)) + % log K), and the number of parameters is O(sd*(s + d + K¢) + 4 log K).

Proof. By Lemma S10, we have the following error bound for & € @y,

0o f( 2
NOEEY #(a; - e <dfla - Ly <@ tAREA @6
llelli<s '

Motivated by this, we first construct a localization PQC Wp (z) as in Lemma S14 such that

n 1 1 .
< - = <(z== o, == ) .
0 < fw, () K_(2K7 ,QK) ifzeQ, (D.62)
The depth of Wp(z) is O( log K). We then construct a PQC
Wi(z) = We(, fw, (®)), (D.63)

where W, is the PQC proposed in Lemma S17. Note that the state |7) in Lemma S17 could be
prepared by rounding fiw,(n)K, ie., n = [ fw,(n)K]. In other words, the PQC W;(x) has a
nested structure consisting of a PQC for localization and a PQC for Taylor series implementation.
Then we show that fy, () := (0| W, (2)Z(© W, () |0) can approximate 3-Hélder smooth function
fon U77 (- By the triangle inequality and Eq. (D.61), we have

/(@) = fw. ()] < ]fwt (@) — u Z|:< W(w ~ fwo (m))a‘ +d @ — fw, (@)||3
(D.64)
< |t - > PIIR@D @y a2k Des)
< dsﬂ’/?frﬁ“.a - (D.66)

The second inequality comes from the fact that ||z — fu, (z)||> < & for € Q. This completes
the proof. g

Note that the PQC in Theorem 4 is nesting of two PQCs, while its depth is counted as the sum
of two PQCs for simplicity. We have established the uniform convergence property of PQCs for
approximating Holder smooth function on [0, 1]¢ except for the trifling region A(d, K, A). Note
that the Lebesgue measure of such a trifling region is no more than dKA. We can set A = K¢
with no influence on the size of the constructed PQC in Theorem 4. Since v is absolutely continuous
with respect to the Lebesgue measure, we have the following corollary.
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Table S1: Approximation errors of PQCs and ReLU FNNs

Approach Target Width Depth Number of parameters Approximation error
PQC d-var. deg.-s monomial  O(d) O(s) O(d+ s) 0

ReLU FNN [21] d-var. deg.-s monomial O(N + s) O(s*M) O((N? + s%)s> M) O(sN’SM)

Nested PQC c:([o,1]%) O(dlog K + slogd) O(K%d®) O(K%d**t1) O(d*K™%)
ReLUFNN' 21] Cg ([0, 1]9) O(s4+1N) O(s2M)  O(s?¥+4K4/2N) O(s98°K~*)

I Satisfying NM = ©(K4/?).

Corollary S18. Given a function f € H?([0,1]%,1) with 3 = r+ s, r € (0,1] and s € N*, for any
K € Nand A € (0, 5%), there exists a PQC Wy(x) such that fyy, () == (0| W/ (2) ZOW,(x) |0)
satisfies

1)~ fw @i = [ (@)~ @) vl do 067
-/ (f@) — fw, @) (@) de  (D.68)
UnQn UA(d,K,A)

< (dTPRPK=P)? 4 4dK 4, (D.69)

The width of the PQC is O(dlog K + log s + slogd), the depth is O(s*d* K%(log s + slogd +
dlog K)) + % log K), and the number of parameters is O(sd*(s + d + K%) + 4 log K).

D.4 Comparison of “global” and ‘“local” approaches in this work

We note that we have presented two distinct methodologies for constructing PQC models with UAP
properties aimed at approximating continuous functions. In Theorem 3 and Theorem 4, we establish
PQC models, guided by the multivariate Bernstein polynomials and the Taylor expansion of multi-
variate continuous functions, respectively. We categorize these approaches as “local” and “global”.
We proceed to conduct a comprehensive comparative analysis of these two strategies in the context
of approximating Lipschitz continuous functions. For the subsequent analysis, we set 5 = 1, thus
s = 0 in Theorem 4, in accordance with the Lipschitz continuous property exhibited by the target
function.

The approximation error associated with the global approach can be bounded as (2¢d¢?)/(ne?) +¢.
By selecting n = (29d¢?)/e®, we ensure an approximation error of 2e. Concurrently, the corre-
sponding number of trainable parameters scale as O(2d2 dripzd) 53d). In contrast, the local ap-
proach exhibits an approximation error scaling as vdK ' 4 ¢. Setting K = v/d/e ensures a 2¢
approximation error, with the number of trainable parameters scaling as O (d%/?/?). These find-
ings highlight the advantage of the local approach for approximating continuous functions. More
importantly, the approximation error proposed by the local method approaches the optimal conver-
gence rate established in Shen et al. [22]. A formal comparison between PQCs and classical deep
neural networks is stated in the next section.

E Comparison with related works in classical machine learning

In this subsection, we conduct a comparative exploration of PQCs and classical deep neural net-
works, focusing on critical aspects, including model size, the number of trainable parameters, and
approximation error. To establish a meaningful benchmark, we turn our attention to deep feed-
forward neural networks (FNNs) distinguished by the incorporation of rectified linear unit (ReLU)
activation functions. FNNs represent the foundational class of neural networks, characterized by a
unidirectional flow of information, commencing from the input layer and traversing through one or
more hidden layers before culminating at the output layer. This architectural design ensures the ab-
sence of cyclic dependencies or loops among nodes within each layer. The ReLU activation function,
mathematically defined as ReLU(z) := max(x, 0), has gained prominence across diverse domains,
including but not limited to image recognition [70, 71] and natural language processing [72, 73].
Its popularity in feed-forward networks stems from its efficacy in facilitating the convergence of
function approximation during network training. Additionally, a recent study [74] has affirmed
that classical neural networks employing commonly utilized activation functions can be effectively
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approximated by ReLU-activated networks while maintaining a mild increment in network size.
Readers are also referred to some other excellent works related to ReLLU networks [16, 75, 76].

In particular, Shen et al. [22] have proposed the optimal approximation error to approximate any
Lipschitz function. Lu et al. [21] have provided a nearly optimal approximation error to approxi-
mate any smooth function using ReLU FNNs. For clarity, the comparison of our results with theirs
is summarized in Table. S1. It is pertinent to observe that, in the majority of practical instances,
the smoothness coefficient s of the target function tends to be modest since most functions to be
approximated is not very smooth. Additionally, within practical scenarios, particularly in domains
like image recognition and natural language processing, the dimensionality d of input data is sub-
stantially large. Consequently, within this context, we identify terms that solely rely on the variable
s as constants and d >> s within Table S1.

We extend our investigation by quantifying the performance of PQCs and FNNs in terms of the
model size and the number of parameters for approximating s-smooth functions C2 ([0, 1]%). No-
tably, we discover that in cases where the target function adheres to certain norms of smoothness,
PQCs exhibit a notable improvement in approximating this function in terms of the model size and
the number of parameters.

Model size. In particular, we explore the comparison of PQC and FNN model sizes when they yield
the same approximation error € (say some constant). Here, we use a straightforward measure, the
product of width and depth, to gauge the model size. By setting approximation error as ¢, the size

of PQC and FNN scale as O(Kéd”l) and O(Kg/Qsd”’), respectively, where Kg = ©(d?/s1/*)
and Ko = ©(s%/5/e!/?).

Remarkably, when 2 < s < d, an intriguing observation emerges: the ratio of model sizes between
PQCs and FNNs [21] exhibits a scaling behavior of O(e~%/(2%) /s@°~dlog, d) - OQur comprehensive
analysis concludes that in situations where the smoothness threshold is satisfied, PQCs boast a sig-
nificantly smaller model size compared to FNNs.

Number of trainable parameters. In the present investigation, we delve into the comparative
analysis of the number of trainable parameters of PQC and FNN under the premise of yielding
comparable approximation errors. From the perspective of approximation theory, the count of pa-
rameters serves as a standard metric for assessing model degrees of freedom and expressing model
expressiveness. By setting approximation error as ¢, the number of trainable parameters of PQC

and FNN scale as O (K, gdsﬂ) and O(K, g FRo)d/ 252‘”4), respectively. Here, the hyperparameter
Ao € (0, 1) signifies FNN’s width.

Remarkably, through our analysis, we have uncovered that when 2 < s < d, the relationship
between the number of trainable parameters of PQCs and FNNs [21] demonstrates a scaling pattern
characterized by O(E*(I*)‘“)d/@s)/,9(1*)‘0)‘12*0“0gs 4). As a consequence, the number of trainable
parameters of PQCs significantly reduces compared to that of FNNs.

Approximating monomial. Here, we conduct a comparative performance analysis of PQC and
FNN in approximating monomial functions of degree s. Within this specialized target function
space, PQCs exhibit distinct advantages in terms of width, depth, model size, and the number of
trainable parameters. Notably, PQCs possess the unique capability to capture the dynamics of mono-
mial functions precisely, eliminating the need for approximation and thereby offering a compelling
advantage. These advantages position PQCs as promising candidates for outperforming FNNs when
addressing more complex target function spaces.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have clearly summarized the main contribution and scope of our work in
the abstract and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The authors have discussed the specific type of functions that PQCs can ap-
proximate with quantitative error bound and the specific case where PQCs would have
improvement over the classical neural networks. The pros and cons of global and local
approximation are also discussed in the paper.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Complete proofs are provided in the supplementary materials. The authors
also discuss the sketch proof ideas in the main text.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have clearly stated all information and detailed settings of our experi-
ments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have provided the complete code in the supplementary materials that is
necessary to reproduce the experimental results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

¢ The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer:[Yes]

Justification: We have provided the necessary experimental settings in the main text, such
as the model configurations, the optimizer, the training and test data generation, etc. The
full details can be found in our code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer:

Justification: As our work mainly focuses on the theoretical approximation capability of
PQCs, the numerical experiments are provided to verify the theoretical results on the non-
asymptotic approximation error bound. In this case, we did not include error bars nor other
information about the statistical significance of the experiments, which would be irrelevant
to the expressivity of the model.
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8.

10.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% Cl, if the hypothesis of
Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In the main text, we have provided the detailed hardware information needed
to reproduce the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform with the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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11.
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Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA|

Justification: The paper poses no such risks since the authors focus on the theoretical as-
pect of quantum machine learning models, particularly in approximation capability and
expressivity.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
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13.

14.

15.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA|
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA|

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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