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Abstract
Reference linking, or the identification of the001
paper in a database that is cited by a given002
reference, is an important part of academic003
publishing. In this work, we explored refer-004
ence linking based on the lexical and semantic005
similarity in the metadata of references and006
candidate papers. Our experiments affirmed007
the strong accuracy of Jaccard similarity re-008
ported by prior work (lowest percentage error009
of 0.95%) but also highlighted its poor infer-010
ence speed (0.88–1.89 s per query reference,011
depending on the amount of metadata used).012
In contrast, semantic similarity-based linking013
achieves about twice the error rate (1.90%)014
while being 94 times faster (0.02 s per query015
reference). We recommend that future refer-016
ence linking efforts employ a mixed approach017
of first using the coarser but faster semantic018
similarity-based linking, and then, only if no019
candidate achieves a high semantic similarity020
score, resorting to the slower but more accurate021
Jaccard-based lexical linking.022

1 Introduction023

Reference lists are critical components of academic024

writing that inform readers of relevant and influ-025

ential works (Tkaczyk, 2018a). However, linking026

each reference with the exact paper being cited027

(see Figure 1) is a non-trivial task, with Liang et al.028

(2021) finding that the percentage of S2ORC (Lo029

et al., 2020) papers for which all references to030

PubMed are correctly linked is only 4–7%. In-031

correct reference linking causes more than just in-032

convenience to readers; it also impairs our ability033

to reliably compute quantitative measures of re-034

search value and importance, such as the h-index035

and journal impact factor, and thus academic ca-036

reer prospects and perception of journal prestige037

(Aksnes, 2006; McKiernan et al., 2019). The expo-038

nential expansion of the literature (Fortunato et al.,039

2018) is likely to only make linking references cor-040

rectly and quickly even more challenging.041
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Figure 1: Illustration of reference linking. The metadata
fields listed are cited paper Title, author Last names,
publication Venue name, and publication Year.

In this work, we examine the task of linking ref- 042

erences with the papers being cited. We explore 043

various linking approaches that use lexical and se- 044

mantic similarity of reference and paper metadata, 045

and compare them on linking accuracy and infer- 046

ence speed. Our experiments show that semantic 047

linking makes for a strong first-pass approach be- 048

cause of its speed and decent accuracy, whereas 049

lexical linking is more suitable as a fine-grained 050

fallback because it requires more time. 051

2 Dataset 052

The datasets made available by the prior works 053

involve either very few references (up to 2K) or 054

very few papers (less than 20K) (Tkaczyk, 2018a,b, 055

2019; Ghavimi et al., 2019; Lo et al., 2020). There- 056

fore, for more meaningful performance evaluations, 057

we curated a custom dataset. 058

2.1 Dataset construction 059

All data for this work was derived from the PubMed 060

Central Open Access (PMCOA) subset, one of the 061

largest repositories for publications in the biomedi- 062

cal and life science domains. We downloaded all 063

5.38 million PMCOA papers as XML files in bulk1 064

and used a custom parser2 to represent the content 065

1From ncbi.nlm.nih.gov/pmc/tools/ftp on 2023-06-18.
2github.com/titipata/pubmed_parser (MIT license).

https://www.ncbi.nlm.nih.gov/pmc/tools/ftp
https://github.com/titipata/pubmed_parser


of each paper in a structured JSON format. We then066

removed papers that had very short titles or that067

were not in English3; for details, see Appendix A.068

The 5.27 million remaining papers formed our set069

P of reference linking candidates.070

Next, we looked within the papers in P for ref-071

erences x to PMCOA papers. Many references072

lacked the PMC identifier (PMCID) of the ground-073

truth cited paper Px, but had the DOI or PubMed074

identifier (PMID). In such cases, we deduced the075

PMCID of Px by constructing the mapping be-076

tween DOI, PMID, and PMCID. Finally, to avoid077

overlap with the training data for the semantic078

similarity-based approaches (see Appendix B), we079

ignored all references x which cited papers Px pub-080

lished before 2022. This led to a test set of 326081

thousand references.082

2.2 Metadata-based representative texts083

For each sample x (resp. candidate P ), we con-084

structed a representative text rx (resp. rP ), explor-085

ing two different variants:086

Raw. We formed the raw rx by copy-pasting raw087

references, i.e. by concatenating (with a single088

space) all the metadata of x in the corresponding089

original XML file. For each candidate P , we de-090

signed rP to be very similar to the typical reference091

entry by concatenating (with a single space) the au-092

thors’ Last names, the Title, the publication Year,093

and the publication Venue name.094

Modes. To contrast against Raw, we also ex-095

plored using only selected metadata fields. As in Lo096

et al. (2020), we considered Title information an097

essential part of all representative texts. We supple-098

mented Titles with the four most common metadata099

fields: publication Venue name, publication Year,100

author Last names4, and Abstract (see Table 1). All101

unavailable metadata fields were represented by an102

empty string. For examples, see Appendix C.103

We defined the mode in terms of the initial letters104

of the used metadata field(s) – for instance, mode105

TV indicates that Title and Venue were used.106

3 Methods107

Based on the representative texts rx and rP we108

computed a similarity score s(rx, rP ). We then109

performed a nearest neighbour search and linked110

3github.com/pemistahl/lingua-py (Apache 2.0 license).
4All detected last names were concatenated with a single

space to form a single string.

T V Y L A

Candidates 100.0 100.0 100.0 96.5 87.8
Samples 99.2 99.9 99.3 90.4 0.0

Table 1: Percentage availability of Title, publication
Venue name, publication Year information, author Last
names, and Abstract among candidates and samples. As
might be expected, no references had an abstract.

x to the candidate paper with the highest similar- 111

ity score. The next subsections introduce the two 112

forms of similarity we explored, namely, lexical 113

similarity and semantic similarity. 114

3.1 Linking with lexical similarity 115

We considered two forms of lexical similarity: 116

TitleMatch. We looked for exact matches in pre- 117

processed titles, and, in cases of multiple matches, 118

we randomly selected the paper for linking. 119

Jaccard. This refers to the Jaccard index-based 120

lexical similarity used by Lo et al. (2020) when 121

constructing S2ORC, a massive corpus of scientific 122

papers. The similarity score s(rx, rP ) is computed 123

as the harmonic mean of the Jaccard index J and a 124

containment index C: 125

s(rx, rP ) =
2× J × C

J + C
. 126

The indexes J and C are based on the representa- 127

tive texts rx and rP : 128

J =
|Nx ∩NP |
|Nx ∪NP |

and C =
|Nx ∩NP |

min (|Nx|, |NP |)
, 129

where Nx and NP respectively denote the sets of 130

trigrams on the character level extracted from the 131

representative texts rx and rP . Unlike Lo et al. 132

(2020), to increase recall, we chose to not use any 133

threshold for linking. 134

We were unable to test the lexical-based meth- 135

ods explored by Tkaczyk (2018a,b, 2019) because 136

they made use of CrossRef’s APIs and were thus 137

applicable only within CrossRef’s databases, not 138

within our custom dataset. 139

3.2 Linking with semantic similarity 140

This approach involved using pre-trained text en- 141

coders to compute latent embeddings vx and vP 142

from the representative texts rx and rP , normal- 143

ising all embeddings with the L2 norm, then per- 144

forming a nearest neighbour search with cosine 145

similarity as a proxy for semantic similarity. 146

https://github.com/pemistahl/lingua-py


We experimented with the following four pre-147

trained text encoders:148

Sent2vec. Sent2vec (Pagliardini et al., 2018) was149

trained with a simple, unsupervised objective to150

produce distributed representations for general do-151

main texts.5152

SBERT. SBERT (Reimers and Gurevych, 2019)153

was developed by using siamese and triplet net-154

works with BERT (Devlin et al., 2019) to produce155

semantically meaningful embeddings for general156

domain text.6157

HAtten. HAtten (Gu et al., 2022) is an encoder158

for scientific texts that was trained on local cita-159

tion recommendation, i.e. for finding appropriate160

papers to cite in a given sentence.7161

SciNCL. SciNCL (Ostendorff et al., 2022) is sim-162

ilar to HAtten, but was trained with a more nuanced163

citation graph embedding-based contrastive learn-164

ing objective.8165

4 Experiments166

We conducted all experiments under the inference167

setting (i.e. linking one sample at a time) on a sin-168

gle RTX 3090 GPU and over two random test sub-169

sets (seeds 1, 2), each containing 20 thousand sam-170

ples. To reduce the over-representation of highly-171

cited papers, we ensured that each ground-truth172

cited paper appeared at most once per test subset.173

For all modes and all approaches, the metadata174

texts were truncated (see Appendix D), lowercased,175

then stripped of excess white spaces and all punc-176

tuation. For lexical approaches only, we replaced177

special characters with a single space.178

Because certain experiments were very time-179

consuming (see Section 5.2), we selected the180

modes to use with each model greedily. This en-181

tailed combining the best two modes involving two182

metadata fields to form a three-field mode, then the183

next best two-field mode to form a four-field mode,184

and so on, until accuracy stopped improving. For185

simplicity, we also always used the same mode for186

samples and candidates.187

Below, we outline how the selected metadata188

texts were provided as input for each approach:189

5sent2vec_wiki_unigrams (BSD license).
6huggingface.co/sentence-transformers/all-MiniLM-L6-

v2 (Apache 2.0 license).
7We used HAtten trained on arXiv (MIT license).
8huggingface.co/malteos/scincl (MIT license).

• Jaccard, Sent2vec: Concatenation with “ ”. 190

• SBERT: Concatenation with [SEP]. 191

• HAtten, SciNCL: Concatenation with [SEP] 192

for mode TA and with “ ” for all other modes. 193

Note that we were unable to run Jaccard with mode 194

TA due to memory constraints. 195

We were unable to find the code used by Lo et al. 196

(2020) for reference linking with Jaccard similarity, 197

so we implemented it on our own and optimised 198

it with GPU acceleration (see Appendix E). For 199

the nearest neighbour search required by the se- 200

mantic linking approaches, we used the algorithm 201

designed by Gu et al. (2022) because we found it 202

to be faster than FAISS (Johnson et al., 2019). 203

5 Results and discussion 204

We assessed performance on two fronts. The first 205

is percentage error, i.e. the percentage of samples 206

for which the linked candidate was not the ground- 207

truth cited paper. The second is inference time, 208

i.e. the time required per sample x to construct the 209

representative text rx, compute the similarity score 210

against all candidates, and find the top-scoring can- 211

didate. The time taken to process candidates was 212

excluded because it could be performed in advance. 213

5.1 Jaccard linking is more accurate 214

TitleMatch performed notably poorly (27.08% er- 215

ror) in our tests (see Table 2). We expected the 216

errors to be caused by the randomness involved 217

with resolving multiple matches; however, only 218

0.22% of the wrongly-linked samples even had 219

matching titles with the ground-truth cited papers. 220

This suggested that the lexical differences between 221

titles in references and of cited papers were often 222

so major that they could not be overcome with our 223

preprocessing, justifying developing more flexible 224

methods for reference linking. 225

Jaccard-based lexical linking achieved the low- 226

est error of just 0.95% with Raw representatives, 227

whereas the lowest percentage error with seman- 228

tic linking was 1.90%, achieved by SBERT with 229

mode TVL. The superior performance of Jaccard 230

linking may be due to representative texts being 231

concatenations of individual pieces of text, which 232

makes them less coherent and less like the naturally- 233

occurring text corpora used to pre-train semantic 234

encoders. Note that the semantic methods were 235

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/malteos/scincl


Raw T TV TY TL TA TLY TVL TVY TVLY

TitleMatch – 27.07 – – – – – – – –
Jaccard 0.95 1.43 1.24 1.40 1.08 – – – 1.25 –

Sent2Vec 7.41 2.81 3.40 2.27 4.95 54.02 – – – –
SBERT 2.16 2.62 2.25 2.46 2.27 35.12 – 1.90 – 1.92
HAtten 37.82 4.44 19.89 4.75 8.74 79.28 – – – –
SciNCL 5.32 3.08 3.29 2.86 2.78 46.77 2.71 – – –

Table 2: Average percentage error (lower is better) on two test subsets. The best score per row is in bold and the
best overall is underlined.

evaluated zero-shot (i.e. without fine-tuning to ref-236

erence linking specifically), which explains their237

poorer performance.238

For all approaches, accuracy (100-percentage239

error) did not always improve with the number of240

metadata fields used. This was particularly evident241

in Raw references leading to worse accuracies for242

most approaches than when only partial metadata243

was used. This justifies the importance of parsing244

metadata when reference linking.245

All semantic linking approaches also performed246

very poorly with mode TA. This was unsurprising247

because the Abstract component for all samples248

was an empty string whereas almost all candidates249

had Abstracts (see Table 1), resulting in the repre-250

sentative texts for samples and for candidates being251

extremely dissimilar.252

5.2 Semantic linking is much faster253

TitleMatch was the fastest of all approaches, per-254

forming each inference almost instantaneously, but255

we disregarded it as a viable approach because of256

its poor accuracy.257

The four semantic reference linking approaches258

required very little time per sample regardless of259

the mode, with SBERT needing just 0.02 seconds.260

In contrast, the Jaccard lexical approach took much261

longer, ranging from 0.52 seconds with mode T262

to 1.89 seconds with mode Raw. It follows that263

SBERT with mode TVL achieves a 94 times higher264

throughput than Jaccard with Raw. Because pa-265

pers can have many references to be linked – the266

average paper in our dataset had 41 references – we267

find semantic linking to be much more feasible in268

application than Jaccard-based linking.269

5.3 Suggested framework270

Based on our experiments, we recommend primar-271

ily using semantic-based reference linking because272

of its high accuracy and inference speed, and re-273

sorting to Jaccard-based lexical linking for refer-274

ences whose semantic link achieved a similarity 275

score lower than some threshold t. An appropri- 276

ate threshold value can be determined by using a 277

precision-recall curve; for SBERT with mode TVL, 278

we recommend t = 0.7959 (see Appendix F). 279

6 Related works 280

Reference linking originated from the different task 281

of citation matching (Hitchcock et al., 1997; Mc- 282

Callum et al., 2000; Pasula et al., 2002), which aims 283

to group references that cite the same paper but 284

does not require identifying the paper being cited. 285

Reference linking is also similar to the task of lo- 286

cal citation recommendation (Gu et al., 2022), in 287

which appropriate papers to cite are recommended 288

based on a query sentence, except references are 289

not natural language sentences. 290

Most prior works on reference linking have re- 291

lied on lexical similarity in metadata as measured 292

by term frequency-based metrics (Lawrence et al., 293

1999; Foufoulas et al., 2017; Lo et al., 2020) and 294

edit distances (Tkaczyk, 2018b, 2019), with some 295

works defining different lexical similarity measures 296

for each metadata field (Fedoryszak et al., 2013) 297

and training support vector machines to classify 298

candidate links (Ghavimi et al., 2019). In contrast, 299

our work explored the viability of semantic simi- 300

larity under the zero-shot setting and without any 301

handcrafted heuristics. 302

7 Conclusion 303

Reference linking is a surprisingly non-trivial task 304

where the straightforward approaches based on lex- 305

ical similarity are either not accurate or not fast. 306

In contrast, semantic similarity-based linking is a 307

promising approach that balances speed and accu- 308

racy. We encourage people who perform reference 309

linking to first do extensive exploration to under- 310

stand which metadata fields are most present within 311

their dataset before deciding on the mode and link- 312

ing method to use. 313



8 Limitations314

The primary limitations of our study include:315

• We did not explore additional metadata fields,316

such as affiliation information, due to its ab-317

sence in the raw papers. This aspect is left for318

future investigation.319

• The optimal ordering of metadata in modes320

was not thoroughly examined, despite its po-321

tential significance in constructing representa-322

tive texts.323

• We decided against fine-tuning any model for324

reference linking because all models demon-325

strated very strong accuracy under the zero-326

shot setting.327

In future, we will explore modelling the depen-328

dencies among metadata fields and expand our329

experiments to include papers from beyond the330

biomedical domain.331
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per based on its title. lingua performs better with466

longer texts, so we ignored papers whose titles467

were shorter than 10 characters.468

9See github.com/pemistahl/lingua-py (Apache 2.0 license).

B Test split 469

Many of the semantic encoders we considered have 470

been trained on scientific text, so for fair compar- 471

isons, we needed to ensure our test set was disjoint 472

from all model’s train set. Sent2vec was released in 473

2018 and the SBERT pretrained weights we chose 474

were released in 2021. The train set for HAtten 475

consisted only of papers published up till 2019. As 476

for SciNCL, the train set was constructed from Sci- 477

Docs (Cohan et al., 2020) and S2ORC (Lo et al., 478

2020), both of which were released in 2020. With 479

these release dates in mind, we felt confident that 480

using only sample references that cite papers pub- 481

lished in and after 2022 would be suitable. 482

C Example representative texts 483

Table 3 provides examples of representative texts 484

for a sample reference. 485

Mode Representative text

T direct metatranscriptomics survey of the
sunflower microbiome and virome

TL
direct metatranscriptomics survey of the
sunflower microbiome and virome wang
naupane feng pedersen marzano

TV direct metatranscriptomics survey of the
sunflower microbiome and virome viruses

Table 3: Example representative texts (concatenated
with a single space) for the reference by Paudel et al.
(2022) to cite Wang et al. (2021).

D Truncation limits 486

For each metadata field, we chose truncation limits 487

(see Table 4) based on the 95-th percentile number 488

of characters in that field across all papers. 489

T L V Y A

Truncation limit 200 120 60 4 2480

Table 4: Truncation limits in terms of number of charac-
ters per metadata field.

E Jaccard implementation 490

The most straightforward method of finding the 491

candidate P whose representative rP has maximal 492

Jaccard similarity against the representative rx of a 493

sample x has a time complexity of O(nm), where 494

n is the number of candidates and m is the max- 495

imal length of rx. We improved the efficiency to 496
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O(n +m) by using a trigram inverted index, but497

inferences were still slow. Therefore, we decided498

to optimise Jaccard linking with the GPU.499

We represented each character in each string by500

its ASCII code. Because special characters and501

punctuation were removed during preprocessing,502

all ASCII codes contained up to three digits, and503

we ensured that all codes had exactly three dig-504

its by prepending with zero wherever necessary.505

This allowed us to associate each trigram with a506

unique integer; for instance, “bat” is associated507

with (0)98097116. In turn, after identifying and508

alphabetically sorting the trigrams in each rP (resp.509

rx), we could associate each P (resp. x) with a510

vector of trigram integers wP (resp. wx).511

We enforced a mandatory vector length ℓ on the512

trigram integer vectors so that we could exploit the513

GPU for parallel processing. Vectors longer than514

ℓ were truncated and vectors shorter than ℓ were515

padded at the back with zeros. The exact value of ℓ516

depended on truncation limits relevant to the mode517

being used; for instance, with mode TV, we let518

ℓ = 200 + 60 + 1 = 261.519

We used numba (Lam et al., 2015) to compute520

Jaccard similarities with CUDA GPU programming521

and used 16 threads per block.522

F Precision-recall trade-off for SBERT523

When following our suggestion of using both se-524

mantic and lexical linking, our advice is to check525

the precision-recall trade-off for the semantic link-526

ing approach to select an appropriate threshold t.527
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Figure 2: Precision-recall curve for links made on the
two test subsets by SBERT with mode TVL. The posi-
tion on the curve that is closest to the theoretical opti-
mum (1.0, 1.0) is indicated with an orange dot.

In the case of SBERT with mode TVL, based on528

Figure F, we recommend using t = 0.7959.529


	Introduction
	Dataset
	Dataset construction
	Metadata-based representative texts

	Methods
	Linking with lexical similarity
	Linking with semantic similarity

	Experiments
	Results and discussion
	Jaccard linking is more accurate
	Semantic linking is much faster
	Suggested framework

	Related works
	Conclusion
	Limitations
	Paper validation
	Test split
	Example representative texts
	Truncation limits
	Jaccard implementation
	Precision-recall trade-off for SBERT

