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Abstract

With the continuous development of network applica-
tions, the network resources are growing exponentially,
and the phenomenon of information overload is becoming
more and more serious. How to efficiently obtain the re-
sources that meet the needs has become one of the prob-
lems that plague people. The recommendation system can
effectively filter the massive information, and recommend
the resources that meet their needs for the users.With the
emergence of multimedia services such as short videos and
news, it has become increasingly important to understand
this content in recommendation. In addition, multimodal
features also help alleviate the data sparsity problem in
RS. Therefore, multimodal recommendation systems (MRS)
have attracted wide attention from academia and industry
in recent years.In this paper, we first introduced three tra-
ditional recommendation technologies, and then introduced
the components of the MRS and the general process of MRS,
and according to the different classification methods, intro-
duced four multimodal recommendation systems. Finally,
we discuss the challenges MRS Faces and summarize the
paper.

1. Introduction
In recent years, the rapid development of network ap-

plications, especially mobile applications, makes it conve-
nient for people to browse a large number of network in-
formation resources. How to recommend resources (such
as commodities, movies, books, etc.) for users from mas-
sive information resources has become one of the concerns
of researchers. Recommendation system (Recommenda-
tion System, RS) can effectively filter and filter information,
help users to retrieve information resources that meet their
needs in a personalized way, and alleviate the problem of
information overload (Information Overload). After contin-
uous development and update, recommendation technology
has been widely used in education, music, e-commerce, so-
cial networking and other fields.

Due to the development of multimodal research [3], mul-

timodal recommender systems (MRS) have been designed
and applied in recent years. On the one hand, MRS can han-
dle different modal information, which is inherent in mul-
timedia services. On the other hand, MRS can also utilize
rich item multimodal information to alleviate the data spar-
sity and cold start problems that are widely present in rec-
ommender systems.

2. Traditional recommendation algorithm

Recommendation system is a new research field com-
bined by data mining, prediction algorithm [2], machine
learning and other disciplines. Literature[6]in the earli-
est definition of recommendation system, points out that in
daily life whether understand events or unknown events, al-
ways need people to make decisions, in the face of familiar
things, people can often rely on past experience to make
reasonable decisions, however, in the face of the unknown
things, people need others oral advice, book reviews, re-
views, recommendation, etc, the literature that the signifi-
cance of the recommendation system is able to recommend
project and users to establish appropriate matching relation-
ship. In literature [16], recommendation system is a project
that matches different users from a large number of projects
to users that match their preferences but are not observed by
users. It believes that recommendation system is becoming
an important business with significant economic impact.

In essence, the recommendation system is a simulation
of a certain human behavior. It analyzes and processes the
specific data information through the recommendation al-
gorithm, and then recommends the processed results to the
user [9] with relevant needs. Recommendation algorithm is
the core of the recommendation system. It can model the
preferences according to users ’historical purchase needs,
behavior records or similarities, so as to find the needs that
meet users’ preferences and recommend them to users. The
formal definition of the recommendation system [1]is as fol-
lows.
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2.1. Recommendation technology based on content
filtering

The recommendation system was first applied in e-
commerce websites. It usually recommends items [10] to
users with similar demand preferences based on their pur-
chase behavior records or purchase evaluation. A context-
based approach to matching and sort services is proposed
in literature [15], arguing that context is the relevant set of
linguistic terms used to describe a given text. The method
extracts the tokens as text terms by parsing the underlying
documents and uses a string matching function to match
the ontology of these tokens. A service discovery method
that matches the user query and service description and rel-
evant contextual information is proposed in literature [6].
This method models the context information provided by
the context provider, the service description provided by
the service provider, and the service request provided by
the user with the ontology, and then matches the three in-
formation one by one. A Web service context classifica-
tion is proposed in literature [13], and then an ontology is
used to define this classification. Context is modeled by a
two-level mechanism that covers the context specification
and service strategy, providing a peer-to-peer architecture
to fully match the Web service context strategy, and each
context of the source service is matched by the strategy of
the candidate service.

In short, the core idea of the recommendation (CB) tech-
nology based on content filtering is to take the selection
record or preference record of the user history as the ref-
erence recommendation, and to mine the items with high
correlation with the reference recommendation in other un-
known records as the content of the system recommenda-
tion. The interaction records of users in a certain period of
time are obtained through explicit feedback (e. g., evalua-
tion, approval, liking), browsing time, clicks, search time,
stay time, etc.), then learn the preferences of the users in
these records and mark the characteristics of the content (or
matching degree); finally ranking the similarity between the
recommended objects to be tested and the user preferences,
thus selecting the recommendations according to their pref-
erences. Calculating similarity is a key part that directly
affects the recommended strategy. There are many ways to
calculate similarity, common formula (2) calculate similar-
ity:

u(p, c) = score(userprofile, content) (1)

Where: p represents the user, c represents the recom-
mended content, userprofile indicates the preferred con-
tent, content represents the content recommended by the
user.score It is used to calculate the similar values of user
preferences and recommended content, and it is finally de-
fined by the utility function u (). According to the value of

u, the larger the value is, the higher the ranking is.
The calculated u value is sorted, and the larger the u

value is, the more the recommended object conforms to
the user’s preference. For example, when recommending
movies for users, the system will learn the user’s historical
viewing records and analyze them, then find the commonal-
ities of these movies, predict the type of movie that the user
is interested in, and then select movies similar to the user’s
preferences from the massive movie list. The characteris-
tic marking and recommended content of user preference
records are the key of CB, and user evaluation has less in-
fluence on content-based recommendation system.

2.2. Collaborative filtering recommendation

The core of the collaborative filtering recommendation
(CF) algorithm is to obtain the dependency relationship be-
tween users and projects by analyzing the scoring matrix
(usually the score of users on the project), and further pre-
dict the correlation relationship between the new user and
the project. The CF algorithm is one of the first recom-
mendation techniques to be studied and discussed, and it
effectively promotes the development of personalized rec-
ommendation. In 1992, document [7] used traditional col-
laborative filtering technology to solve the spam classifi-
cation problem; Amazon (Amazon) is one of the largest
online shopping platforms, mainly using CF algorithm to
recommend products to users; Netflix also uses CF al-
gorithm to recommend their favorite TV programs on its
home page. Nowadays, collaborative filtering technology is
widely used in music recommendation, film recommenda-
tion, e-commerce and other fields [4]. CF is mainly divided
into memory-based (Memory-Based) recommendation and
model-based (Model-Base-based) recommendation.

2.2.1 Memory-based recommendations

Memory-based collaborative filtering recommends finding
the similarity between similar users and similar items [6, 8]
through the evaluation matrix of user-item (User-Item), and
then building a similarity matrix for new users to predict
the items of interest of users. Recommendation by finding
similar items is called project-based recommendation; rec-
ommendation by finding similar users is called user-based
recommendation. The project-based collaborative filtering
technology mainly excavates and analyzes the hidden re-
lationship between different recommended projects rather
than the relationship between users [11]. The similarity cal-
culation between projects is the key of this technology, and
the recommendation process is shown in Figure 1. The pro-
cess can be understood as follows: if there are two different
users A and B, and they all show a high love for item 1 and
3, then we can think that there is some similarity between
item 1 and 3. When a new user C appears in the system and
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selects item 1, the system will automatically recommend
item 3 with high similarity to item 1 to him.

Figure 1. Item-based collaborative filtering recommendation

Based on the user recommendation process as shown in
figure 2, after the evaluation matrix calculation, think user
A is similar to B, when item selection, if the user A selected
item 1,2,3, user B selected item 1,3, then in the item recom-
mendation can think user B selection and user A similar, so
the recommendation system can recommend item 2 to the
user B.

In literature [14], the user matrix is analyzed to deter-
mine the differences between these users and users and
different users and the projects they are interested in, so
as to recommend appropriate projects for users according
to the differences. However, the recommendation process
based on users cannot rely on similar users to know each
other. Therefore, literature [16]proposes a collaborative fil-
tering algorithm based on anonymous cooperation, which
is specifically used to solve the problem of recommending
news and movies for different users. Although the user-
based collaborative filtering algorithm can find the hidden
interests and preferences of users, the technology has seri-
ous cold start problems. In practical problems, the type of
users in the recommendation system is not invariable. When
a new user type appears, the system lacks the user’s prefer-
ence record, so the recommendation system cannot provide
the users with recommendations that meet their needs.In or-
der to solve the cold start problem faced by collaborative
filtering, the traditional collaborative filtering algorithm and
neural network algorithm are combined in literature [17].
Neural network algorithm is one kind of deep learning al-
gorithm, which can analyze and calculate the complex non-
linear relationship between users and the project, with high
efficiency. The mixed model in literature [17]focuses on the
typicality and diversity of the recommended objects. After
evaluation in the application of the Korean national health
and nutrition survey data, the results show that it can indeed
improve the recommendation effect.

Figure 2. User-based collaborative filtering recommendation

2.2.2 Model-based recommendations

The model-based recommendation algorithm is to predict
the user’s score of uninteracting items by training math-
ematical models, usually including probability matrix de-
composition (Probabilistic Matrix Factorization, PMF) [13]
and singular value decomposition (Singular Value Decom-
position, SVD). The main idea of PMF and SVD is to es-
tablish an appropriate model for the historical interaction
data record between the user and the project, and then pro-
duce a list of recommendations that meet the needs of the
user, among which the recommendation based on matrix
decomposition is widely used. The PMF model generally
believes that the interaction behavior of the user and the
recommended item is only determined by a few factors po-
tentially affecting their interest preferences. Therefore, the
higher-order scoring matrix Rnm is decomposed into two
low-dimensional matrices E and Q, as shown in Equation
(2):

R ≈ ETQ (2)

Where: E = (e1, e2,..., en) represents the low-
dimensional user feature matrix, ei represents the k-
dimensional feature vector of the user i; Q = (q1, q2,..., qn)
represents the low-dimensional recommended item feature
matrix.

2.3. Mixed recommendation

Content-based recommendation technology often re-
duces large-scale information content over time; collabora-
tive filtering technology is easy to encounter cold start prob-
lems in new projects; and hybrid recommendation technol-
ogy is a recommendation method to avoid different advan-
tages and disadvantages, and integrates different algorithms
into the recommendation system, that is, mixed recommen-
dation [5, 12]. The current hybrid recommendations are
mainly divided into pre-fusion, post-fusion, and medium fu-
sion.
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3. Multi-mode recommendation system

Multimodal recommender system refers to a type of rec-
ommender system that utilizes multiple sources of data (i.e.,
multimodal data) for recommendation. These sources of
data include various forms of data such as text, image, au-
dio, and video. Compared to traditional single-modal rec-
ommender systems, multimodal recommender systems can
better understand users’ needs and interests comprehen-
sively, thereby providing more accurate and personalized
recommendation services.

3.1. Multimodal recommendation system compo-
nent

Data acquisition: Multi-modal data is collected from dif-
ferent data sources, such as users’ browsing history, pur-
chase records, social media data, etc.

Data fusion: Data from different sources are fused to
form multi-modal data sets. Feature extraction: Feature ex-
traction is carried out on multi-modal data for subsequent
recommendation calculation. For example, convolutional
neural network (CNN) can be used for feature extraction of
image data, and cyclic neural network (RNN) can be used
for feature extraction of text data.

Recommendation computing: Machine learning algo-
rithms and recommendation algorithms are used to analyze
and process multi-modal data in order to generate personal-
ized recommendation results.

Recommendation display: Display the recommendation
results to users and collect feedback data from users to con-
tinuously optimize the performance of the recommendation
system. The multi-modal recommendation system can be
applied in many fields, such as e-commerce, social media,
online advertising, etc., to provide users with more person-
alized and comprehensive recommendation services.

3.2. General flow of multimodal recommendation
system

Feature extraction: In multi-modal recommendation,
each item to be recommended includes two types of fea-
tures. One is tabular features, such as the id of the item,
category, and so on. The other is multimodal features, in-
cluding descriptive pictures of items, evaluation text, etc. At
this stage, multimodal recommendation systems use modal
encoders to encode multimodal features, such as Vits for
picture processing and Bert for text processing.

Feature interaction: The representation vectors of dif-
ferent modal features obtained from feature extraction are
usually in different semantic Spaces, and users have differ-
ent preferences for different modes. Therefore, in this stage,
the multi-modal recommendation system interacts and inte-
grates the multi-modal representation to obtain the repre-
sentation vector of items and users.

Recommendation: After obtaining the representation
vector of users and items, the recommendation model can
be used to calculate the recommendation probability and
output the recommendation list.

Taking fitness apps as an example, this application com-
bines various modalities of information such as text, im-
ages, and videos to assist users in better fitness training.
Specifically, the application can establish user profiles by
analyzing body data, fitness goals, and exercise habits. Ad-
ditionally, it can create exercise profiles by analyzing tex-
tual descriptions, images, and videos of exercises. Then,
through multimodal fusion technology, the system matches
user profiles with exercise profiles to generate personalized
fitness plans. For instance, if a user wants to lose weight,
the system can recommend appropriate exercises for weight
loss and suggest suitable fitness plans based on the user’s
physical condition and exercise habits to meet their needs.
This example demonstrates the application of multimodal
recommendation systems in the fitness field, which can help
users improve their physical health and fitness training.

Figure 3. Fitness application recommendation process

4. Cslasification
According to the different ways, we give the following

multimodal recommendation system classification.

4.1. Sort by data type

According to different data types, multimodal recom-
mendation systems can be divided into different types such
as text-image, image-image, and text-audio. Text-image
multimodal recommendation systems are mainly applied in
e-commerce and social fields, providing users with more ac-
curate product recommendations by combining product text
descriptions and images. Image-image multimodal recom-
mendation systems are mainly applied in tourism and food
fields, providing users with more personalized recommen-
dations by combining user-uploaded images and relevant
image databases. Text-audio multimodal recommendation
systems are mainly applied in the music field, providing
users with more accurate music recommendations by com-
bining song text descriptions and the songs themselves.

4



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

CVPR
#ChuangHong

Lin

CVPR
#ChuangHong

LinCVPR 2023 Submission #ChuangHong Lin. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

4.2. Sort by fusion mode

According to different fusion methods, multimodal rec-
ommendation systems can be divided into different types
such as feature fusion, decision fusion, and hybrid fusion.
Feature fusion refers to the fusion of feature vectors from
different modalities to obtain a comprehensive feature vec-
tor, which is then used for recommendation through ma-
chine learning models. Decision fusion refers to the fusion
of recommendation results from different modalities to ob-
tain a comprehensive recommendation result. Hybrid fu-
sion refers to the use of both feature fusion and decision
fusion methods for recommendation.

4.3. Sort by application domain

According to different application areas, multimodal rec-
ommendation systems can be divided into different types
such as e-commerce recommendation, social recommen-
dation, fitness recommendation, and travel recommenda-
tion. E-commerce recommendation systems provide users
with more accurate product recommendations by combin-
ing product text descriptions and images. Social recommen-
dation systems provide users with more personalized rec-
ommendations by combining user social relationships and
interests. Fitness recommendation systems provide users
with more personalized fitness training plans by combining
user body data and fitness goals. Travel recommendation
systems provide users with more personalized travel route
recommendations by combining user travel time, destina-
tion, and preferences.

4.4. Sort by recommended target

According to different recommendation targets, multi-
modal recommendation systems can be divided into dif-
ferent types such as product recommendation, user recom-
mendation, and advertising recommendation. Product rec-
ommendation systems refer to recommending products to
users to increase sales and user satisfaction. User recom-
mendation systems refer to recommending users to other
users or social networks to increase user activity and social
effects. Advertising recommendation systems refer to rec-
ommending advertisements to users to improve advertising
effectiveness and return on investment.

5. Key technology research
5.1. Feature interaction

Multi-modal data refers to various modalities that de-
scribe information. Because they are sparse and have dif-
ferent semantic spaces, connecting them to recommenda-
tion tasks is essential. Feature interaction can transform dif-
ferent feature spaces into a unified semantic space through
non-linear transformation, ultimately improving the perfor-
mance and generalization ability of recommendations.

5.1.1 Merge

In multi-modal recommendation scenarios, there is a large
number of multi-modal information types and quantities for
users and items. Therefore, it is necessary to integrate dif-
ferent multi-modal information to generate feature vectors
to serve recommendation models. Compared with bridging,
fusion pays more attention to the multi-modal relationships
within items. Specifically, it aims to integrate various pref-
erences and patterns. Since the inter-item and intra-item
modal relationships are crucial for learning item representa-
tions, many MRS models even adopt both fusion and bridg-
ing. Attention mechanism is the most widely used feature
fusion method, which can flexibly combine multi-modal in-
formation according to attention and interest.

5.1.2 Bridging

Bridging here refers to the construction of multi-modal in-
formation transmission channels. It focuses on capturing
the interaction between users and items based on multi-
modal information. The difference between multi-modal
recommendation and traditional recommendation is that
items contain rich multimedia information. Early research
simply used multi-modal content to enhance item repre-
sentation, but they often ignored the association between
users. Graph neural networks can capture the interaction
between users and items through message passing mech-
anisms, thereby enhancing user representation and further
capturing user preferences for different modal information.

5.2. Multimodal feature enhancement

Different modal representations of the same object have
unique and common semantic information. If these two
features can be distinguished, the recommendation perfor-
mance and generalization ability of MRS can be signif-
icantly improved. Recently, to address this issue, some
works have proposed Disentangled Representation Learn-
ing (DRL) and Contrastive Learning (CL) for interaction-
based feature enhancement.

6. Challenge

Data fusion: Different modalities of data need to be
fused, but different fusion methods and their effects need
to be considered. For example, feature fusion, decision fu-
sion, and hybrid fusion methods all have their own advan-
tages and disadvantages, and the appropriate fusion method
should be selected based on the specific situation.

Data quality: Data quality varies among different modal-
ities, and it is a challenge to handle data of different qual-
ities and prevent noise from affecting the recommendation
effect. For example, data cleaning and preprocessing can
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be used to effectively improve data quality and reduce the
impact of noise.

User preferences: User preferences are often multi-
modal, and it is a challenge to effectively fuse multiple
modalities of preferences and accurately reflect user pref-
erences. For example, weighted averaging or model-based
methods can be used to fuse user preferences.

Model selection: Different models are suitable for differ-
ent data types and fusion methods, and it is a challenge to
choose the appropriate model. For example, deep learning
models or traditional machine learning models can be cho-
sen based on the different data types and fusion methods.

Real-time performance: Multimodal recommendation
systems need to respond to user requests in real-time, and
it is a challenge to ensure real-time performance while
maintaining recommendation effectiveness. For example,
caching, preprocessing, and distributed computing can be
used to improve system response speed.

Privacy protection: Multimodal recommendation sys-
tems need to handle various types of user data, and it is
a challenge to protect user privacy. For example, data en-
cryption, differential privacy, and model distillation can be
used to protect user privacy.

7. Conclusion

Multimodal recommendation systems, with their aggre-
gation advantages across different modalities, are becoming
one of the forefront research directions in recommendation
systems.
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