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ABSTRACT

We introduce MediX-R1, an open-ended reinforcement learning (RL) framework
for medical multimodal large language models (MLLMs) that enables clinically
grounded, free-form answers beyond multiple-choice formats. MediX-R1 fine-
tunes a baseline vision—language backbone with Group Relative Policy Optimiza-
tion (GRPO) and a composite reward tailored for medical reasoning: an LLM-
based accuracy reward that judges semantic correctness with a strict YES/NO de-
cision, a medical embedding—based semantic reward to capture paraphrases and
terminology variants, and lightweight format and modality rewards that enforce
interpretable reasoning and modality recognition. This multi-signal design pro-
vides stable, informative feedback for open-ended outputs where traditional veri-
fiable or MCQ-only rewards fall short. To measure progress, we propose a unified
evaluation framework for both text-only and image+text tasks that uses an LLM-
as-judge in place of brittle string-overlap metrics, capturing semantic correctness,
reasoning, and contextual alignment. Despite using only ~ 50K instruction exam-
ples, MediX-R1 achieves excellent results across standard medical LLM and VLM
benchmarks, outperforming strong open-source baselines and delivering particu-
larly large gains on open-ended clinical tasks (e.g., radiology summarization and
report generation). Our results demonstrate that open-ended RL with comprehen-
sive reward signals and LLM-based evaluation is a practical path toward reliable
medical reasoning in multimodal models. Our trained models, curated datasets
and source code will be publicly released.

1 INTRODUCTION

Large medical language and vision—language models are increasingly deployed for clinical question
answering, triage support, report drafting, and education (Chen et al.|[2024a; |Sellergren et al.| [2025;
Pieri1 et al.,[2024). Many of these tasks are inherently open-ended: clinicians expect concise but free-
form answers that can flexibly incorporate context, uncertainty, and multimodal evidence. However,
most training and evaluation pipelines remain tailored to MCQ or string-matching regimes, which (i)
under-reward valid clinical paraphrases, (ii) fail to measure reasoning quality or modality recogni-
tion, and (iii) do not provide reliable signals for reinforcement learning (RL) in open-ended settings.
As a result, models trained only with supervised objectives or MCQ-style rewards often struggle to
produce faithful, interpretable, and robust clinical responses across diverse modalities.

RL has improved reasoning in domains with verifiable rewards (e.g., math and code) as shown by
DeepSeek models (Shao et al., 2024} (Guo et al., |2025), but medical tasks rarely admit executable
checks. Binary exact match is too brittle for clinical phrasing; BLEU/ROUGE can mis-score se-
mantically correct answers; and free-form VLM outputs complicate visual inference. Moreover,
using a single reward signal can induce instability or reward hacking, especially when the signal is
noisy (LLM-as-judge) or overly permissive (embedding similarity). Hence, it is desirable to have
a principled approach for training medical MLLMs with open-ended RL that integrates semantic
correctness with structural and modality constraints, while remaining data- and compute-efficient.

We present MediX-R1, an open-ended medical RL framework that fine-tunes a baseline multimodal
backbone with Group Relative Policy Optimization (GRPO) (Shao et al., [2024) using a composite
reward tailored for clinical reasoning. Our design combines: (1) an LLM-based accuracy reward that
enforces a strict YES/NO decision on semantic correctness, (2) a medical embedding—based seman-
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Model Diverse Medical Single-Stage Interpretable Open-Ended Annotation-Free = Composite
Modalities RL Reasoning Responses Reasoning RL Reward
MedVLM-R1 X v v X v X
BiMediX2 v X X v X X
HuatuoGPT-V v X X v X X
MedGemma v X v v X X
MediX-R1 v v v v v v

Table 1: Model capability comparison. MediX-R1 integrates diverse modalities, interpretable
reasoning, and composite RL rewards, enabling practical clinical use.

tic reward that captures paraphrases and terminology variants, (3) a lightweight format reward that
elicits interpretable reasoning traces, and (4) a modality recognition reward that discourages cross-
modality hallucinations by requiring explicit modality tags. This multi-signal objective stabilizes
optimization and supplies informative feedback where traditional verifiable or MCQ-only rewards
fall short, enabling single-stage, open-ended RL directly on clinical tasks.

Table [I] contrasts MediX-R1 with strong open models across key clinical capabilities. First, on
Diverse Medical Modalities, MediX-R1 supports diverse medical modalities including X-Ray, CT,
MRI, Microscopy/Histopathology, Ultrasound, Fluoroscopy, Endoscopy, Angiography, Mammogra-
phy, Clinical Photography, SPECT (Single Photon Emission Computed Tomography), OCT (Optical
Coherence Tomography), and Fundus imaging, whereas MedVLM-R1 (Pan et al} [2025) is limited
to radiology images. Models like MedGemma (Sellergren et al., [2025), HuatuoGPT-Vision (Chen
et al.|2024b), and BiMediX2 (Mullappilly et al., [2024) provide coverage on clinical modalities but
they require extensive multi-stage training. On Single-Stage RL, most baselines rely on multi-stage
pipelines (pretraining — SFT — RL), whereas MediX-R1 is trained end-to-end with a single GRPO
stage (Sec. [I)) using our composite reward (Sec. [2.3)). This simplifies training and, importantly, en-
ables open-ended RL directly (unlike MedVLM-R1), because the LLM-as-judge accuracy signal
and medical embeddings provide reliable feedback beyond MCQ exact match. The composite de-
sign (format + LLM judge + embeddings + modality recognition) stabilizes optimization and reduces
reward hacking (Fig. [3), translating into the best average performance in Table[2] For Interpretable
Reasoning, MediX-R1 emits explicit reasoning traces enclosed in <think>...</think>, enforced
by a format reward, making the decision path auditable. Several baselines do not reliably produce
structured clinical rationales. While multiple models support Open-Ended Responses, MediX-R1 is
explicitly optimized for free-form clinical answering with modality recognition, which curbs cross-
modality hallucinations and improves VLM robustness. Finally, MediX-R1 achieves Annotation-
Free Reasoning: it does not require human-curated rationales or verified chain-of-thought. The
GRPO rewards operate on the final answer only (via LLM judge and embeddings), significantly
lowering data curation cost while still encouraging faithful, interpretable reasoning. Together, these
properties explain the consistent gains across both text-only and image+text benchmarks and the
practical advantages of MediX-R1 for clinical use.

To measure progress, we introduce a unified, three-stage LLM-as-judge evaluation framework that
supports both text-only and image+text tasks under a common protocol. By replacing brittle string-
overlap metrics with instruction-tuned judges served via vVLLM (Kwon et al., [2023)), our evaluation
captures semantic correctness, reasoning adequacy, and contextual alignment, and scales from short-
form QA to long-form report generation. This reduces evaluation—training mismatch and better
reflects clinical utility. Despite using only ~50K instruction examples, MediX-R1 achieves strong
results across diverse medical LLM and VLM benchmarks. We find that composite rewards not only
improve accuracy but also mitigate reward hacking and reduce volatility, yielding stable training
and interpretable outputs. Compared to open-source medical models (e.g., BiMediX2, MedGemma,
HuatuoGPT-V, MedVLM-R1), MediX-R1 combines broad modality coverage with single-stage RL
and structured reasoning, offering a practical path toward reliable clinical answering at test time.

Contributions (i) We introduce open-ended medical reinforcement learning by extending GRPO
with tailored rewards for clinical reasoning. (ii) We design a composite reward with LLM-based
accuracy and medical semantic signals that for the first time enables open-ended responses with
GRPO in the medical domain and stabilizes training. (iii) We propose a three-stage LLM-as-judge
evaluation framework that unifies benchmarking for both LLM (text-only) and VLM (image-+text)
tasks in the medical setting. (iv) MediX-R1 achieves excellent LLM and VLM results with a single-
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Figure 1: MediX-R1: Overall Architecture The Medix-R1 reinforcement learning framework for
open-ended medical reasoning. An input of a medical image and a natural language question is
processed by the Qwen2.5-VL (7B) model. The model’s policy is trained using Group Relative Pol-
icy Optimization (GRPO), which leverages a multi-faceted reward signal. This reward is composed
of: a) an LLM-based reward for evaluating the overall quality and correctness of the output; b) an
embedding-based reward to ensure semantic alignment; c) a format reward to enforce the desired
output structure (e.g., < think > and < answer > blocks); and d) a modality reward to ensure the
response is grounded in the specified imaging modality. This reward-guided approach encourages
the model to generate accurate and interpretable reasoning paths.

stage RL recipe using ~50K instructions, validated through both LLM-as-judge and human expert
evaluations, enabled by our composite reward design.

2 OPEN ENDED MEDICAL REINFORCEMENT LEARNING

2.1 OVERALL ARCHITECTURE

MediX-R1 fine-tunes a baseline multimodal backbone (Qwen2.5-VL) for open-ended medical rea-
soning using RL. Given an image / and question ¢, the vision encoder produces visual tokens that
are fused with text tokens and fed to the LLM policy 7y. The model generates structured outputs of
the form:

[modality tag] (think)free-form clinical reasoning(/think) {(answer)final concise answer(/answer).
—_———
optional

We train my with Group Relative Policy Optimization (GRPO), using a composite reward that
evaluates correctness, semantic agreement, formatting, and modality recognition.

2.2 GRPO WITH MULTI-SIGNAL REWARDS

Group Relative Policy Optimization (GRPO): To encourage robust, interpretable responses, we
employ GRPO (Shao et al.,2024])), an RL algorithm that extends PPO by focusing on a group-relative
advantage instead of a learned value function. Concretely, at each training step:

1. We sample G candidate outputs {0;}&, from 7y, given input v (image—text prompt)
drawn from P(V).

2. We compute a reward r; for each output using our reward function (Sec. [2.3). Based on ;
we calculate a group-relative, standardized advantage

r; — mean({r; }le)
Std({rj}jc;:1)

A reward above the group average is advantaged and further incentivizes the model.

4; =

3. The policy 7y is updated by maximizing Jgrpo, Which applies PPO-style clipping on the
relative likelihood ratio and a KL penalty to a fixed reference policy for stability:
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jGRPO(G) = EVNP(V)]E{Oi 10y (V)

G
1 i i ey
Vel Z [min (r;‘m‘)Ai, clip (7‘;““", 1+ e) Ai> —BDk 1, (mo|mrer) }
i=1
with r?‘io = % The KL term regularizes deviations from a reference model ¢
old \ 7
(the iniltial checkpoint). Hyperparameters €, 3 > 0 control clipping and regularization
strengths.

Notation and variables: Let v denote the joint input (image / and text ¢) for one prompt, and let

P(V) be the data distribution over such inputs. For each v we sample a group of G candidate com-

pletions {0;}$ ;. The current policy is 7y with parameters 6, while g, is a frozen snapshot used

to compute likelihood ratios, and s is a fixed reference policy (e.g., the initial checkpoint) used

for KL regularization. Each completion o; receives a scalar reward r; € [0, 1] from Sec. The
isti G . ate . .

group statistics mean({r; }5_;) and std({r; };_) define the standardized group-relative advantage

A; = %ﬁi{}r)j}), where higher-than-average rewards yield positive A;. The likelihood ratio is

ratio __ 7o (0i|V)
@ T oy (0ilv)
The regularizer Dy (7 || 7ref) is the forward KL divergence computed token-wise over outputs and
averaged, scaled by 5 > 0. Expectations E[-] are taken over inputs v and sampled groups {o;} and

are implemented as minibatch averages in practice.

r and is stabilized by clip(z, 1 & €), which clamps z to [1 — €, 1 + €] for e > 0.

2.3 REWARD DESIGN
We define a composite reward
7 = Wmt Bformat + Wiim Riim + Wemb Rembed + Wmod Rmodalitya

with default weights chosen to emphasize correctness while preserving structure: wgy=0.10,
Wim=0.5175, Wemp=0.3375, wmneq=0.045 (from an equivalent formulation with a format weight
and normalized non-format weights; see implementation). Each component is bounded in [0, 1].

Why this enables open-ended medical RL. Unlike prior RL setups that are limited to verifiable sig-
nals or MCQ-style accuracy (e.g., exact match, executable or rule-based graders), our LLM-based
accuracy reward Ry, and embedding-based semantic reward R.mpeq provide reliable feedback for
free-form, clinically grounded answers. The LLM-as-judge converts semantic correctness into a
robust YES/NO decision under paraphrase and clinical phrasing, while medical-domain embed-
dings supply a complementary content-alignment signal. This dual signal makes GRPO viable for
open-ended medical reasoning; the format (Rforma) and modality (Ryodalicy) TeWards act as structural
regularizers, but Ry, and Rembeq are the primary drivers of open-ended reinforcement learning in
MediX-R1.

2.3.1 LLM-BASED ACCURACY REWARD (R y)

We parse the model output’s final answer between (answer) - - - (/answer) and compare it to the
reference answer using a compact LLM-as-judge prompt that forces a strict YES/NO decision. Con-
cretely, a local vLLM endpoint (e.g., Qwen3-4B-Instruct) returns YES if the candidate semantically
answers the reference, and NO otherwise; we map YES— 1, NO— 0. This captures correctness
and robustness to paraphrasing while keeping the signal discrete and stable.

2.3.2 EMBEDDING-BASED SEMANTIC REWARD (Rgmgen)

To further encourage semantic alignment, we compute cosine similarity between the predicted an-
swer and the reference using a medical embedding model (MedEmbed-large (Balachandran, 2024)).
We convert it to a binary reward via a threshold (default 0.8): Rembea=H[cOS(€pred, €rer) > 7|. This
complements the LLM judge and helps capture terminological variants.
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Stage 1: Generation Stage 2: Evaluation Stage 3: Scoring
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« Generates structured responses « MIMIC template for reports « Average rubric scores
« Persists full output per sample « Binary decisions & rubric scores « Macro averages across benchmarks
EXAMPLE INPUT: GROUND TRUTH: BINARY DECISION:
"What does the dark biue coior on the > "Low perfusion" >
laser speckle contrast analysis perfusion
image represent?" EXTRACTED ANSWER:
. CORRECT
MODEL OUTPUT: "Low blood flow or less perfusion"
FINAL SCORE:
<MICROSCOPY> JUDGE COMPARISON:
00 AFEEEER o oCYRSELS “
<answer> v Semantically equivalent
Low blood flow or less perfusion v Clinically appropriate

</answer>

Figure 2: Evaluation Framework. Our three-stage evaluation pipeline: (1) Generation via vLLM
inference on the model under test, (2) Evaluation using LLM-as-judge (Qwen3-14B) with BASE
and MIMIC templates, and (3) Scoring through aggregation of judgment outputs. The framework
supports both binary decisions for QA/MCQ tasks and rubric-based scoring for long-form reports,
ensuring robust evaluation across diverse medical benchmarks.

2.3.3 FORMAT REWARD (Rrormar)

We enforce structured outputs by matching the regex for the exact pattern
(think) - -- (/think) (answer)---(/answer), after normalizing stray whitespace around
angle brackets. Outputs that match receive 1, else 0. This stabilizes training and improves
interpretability of the reasoning path.

2.3.4 MODALITY RECOGNITION REWARD (RyopaLity)

We encourage explicit grounding to the imaging modality by requiring the model to emit the pre-
dicted modality tag before the (think) block (case-insensitive). We compare it to the reference
modality tag and assign 1 on match, 0 otherwise. This reduces cross-modality hallucinations (e.g.,
describing CT findings on an X-ray).

3 EVALUATION FRAMEWORK

Our evaluation pipeline has three stages: Generation, Evaluation, and Scoring. We evaluate across
both text-only (LLM) and image-+text (VLM) tasks covering QA, MCQ, and long-form report tasks.

Generation. We run batched inference via vVLLM on the model under test and persist the full
response per sample. For models that emit structured reasoning, we retain the entire output but,
for scoring, discard internal chains-of-thought by stripping content up to and including the closing
</think>tag, evaluating only the final answer block.

Evaluation: We employ a separate LLM-as-judge, Qwen3-14B 2025), served with vLLM
for throughput and stability on modest GPUs. Two prompt families are used: a BASE template
(§A2) for open-ended, one-word, and MCQ-style questions that yields a binary decision, and a
MIMIC template (§A.3) for long-form report generation that scores along clinical criteria. For
example, on a visual question answering item asking “What does the dark blue color on the laser
speckle contrast analysis perfusion image represent?” with ground truth “Low perfusion,” a model
response that includes hidden reasoning and the final answer “Low blood flow or less perfusion” is
judged correct and assigned a score of 1. The judge compares predicted answers against references,
accounting for paraphrase and clinically equivalent phrasing.

Scoring: We aggregate judgment outputs to dataset-level metrics. For binary evaluations, we report
mean accuracy over samples. For long-form, we average the scalar rubric scores across samples,
optionally normalizing for comparability. We also compute macro averages across benchmarks.



Under review as a conference paper at ICLR 2026

Benchmarks MedVLM-R1 BiMediX2 HuatuoGPT-V MedGemma MediX-R1

MMLU-Clinical 0.540 0.732 0.721 0.708 0.796
MMLU-Bio 0.549 0.792 0.708 0.706 0.826
MMLU-Med 0.451 0.694 0.653 0.605 0.723
MMLU-Genetics 0.560 0.790 0.710 0.820 0.830
MMLU-ProfMed 0.500 0.695 0.625 0.713 0.768
MMLU-Anat 0.519 0.659 0.600 0.556 0.674
MedMCQA 0.408 0.572 0.511 0.570 0.553
MedQA 0.400 0.583 0.534 0.621 0.575
USMLE-SA 0.378 0.591 0.538 0.639 0.617
PubMedQA 0.520 0.520 0.542 0.470 0.534
MIMIC-CXR-Sum 0.704 0.672 0.707 0.692 0.808
SLAKE-VQA 0.434 0.468 0.545 0.678 0.617
RadVQA 0.404 0.530 0.614 0.659 0.581
PathVQA 0.239 0.323 0.374 0.317 0.423
PMC-VQA 0.398 0.482 0.532 0.444 0.511
PMC-VQA-Hard 0.020 0.229 0.261 0.214 0.280
MIMIC-CXR-Gen 0.240 0.124 0.316 0.205 0.254
AVG 0.427 0.556 0.558 0.566 0.610

Table 2: Evaluation Benchmark. The top section lists LLM (text-only) tasks and the bottom-
lists VLM (image+text) tasks. Our proposed three-stage evaluation setting evaluates both tasks in a
unified framework. MediX-R1 achieves the highest average score across this diverse suite, demon-
strating state-of-the-art performance among open models.

Why LLM-as-judge (via vVLLM): Traditional string-overlap metrics (BLEU, ROUGE, F1) often
under-reward correct, clinically appropriate paraphrases and cannot assess justification quality or
contextual alignment. An LLM judge captures semantic correctness, clinical reasoning, and ad-
herence to task-specific criteria through carefully designed prompts, while vLLM serving ensures
consistent, fast, and reproducible evaluations.

4 EXPERIMENTS AND RESULTS

We evaluate MediX-R1 on a comprehensive suite of medical language and vision-language bench-
marks, covering both text-only (LLM) and image+text (VLM) tasks. The evaluation includes stan-
dard medical QA, multiple-choice, and open-ended report generation, as well as visual question
answering and clinical image interpretation. The datasets used for evaluation are as follows:

LLM (text-only) benchmarks: MMLU-Clinical, MMLU-Bio, MMLU-Med, MMLU-Genetics,
MMLU-ProfMed, MMLU-Anat (Hendrycks et al.l 2020), MedMCQA (Pal et al.| 2022), MedQA
(Jin et al., 2021), USMLE-SA (Han et al.| 2023), PubMedQA (Jin et al., 2019), MIMIC-CXR-
Summarization (Johnson et al., [2016).

VLM (image+text) benchmarks: SLAKE-VQA (Liu et al., 2021), RadVQA (Lau et al., |2018)),
PathVQA (He et al., [2020), PMC-VQA (Zhang et al) [2024), PMC-VQA-Hard, MIMIC-CXR-
Report Generation (Johnson et al.|[2019).

For each dataset, we follow the evaluation protocol described in the previous section, using LLM-
as-judge scoring for both short-form and long-form responses. Table[2]summarizes the performance
of MediX-R1 (7B) compared to strong medical open-source models, including BiMediX2 (8B),
HuatuoGPT (7B) and MedGemma (4B).

MediX-R1 achieves the highest average score across all benchmarks, outperforming prior models
on both language and vision-language tasks. Notably, it demonstrates strong gains on open-ended
and clinically complex tasks such as MIMIC-CXR summarization and report generation, as well as
robust performance on standard QA and VQA datasets. These results highlight the effectiveness
of our open-ended RL training and reward design, which enable MediX-R1 to generate accurate,
semantically aligned, and clinically grounded responses beyond the capabilities of models trained
only with supervised or MCQ-style objectives. Table [3| compares the performance of MediX-R1
with the baseline Qwen2.5-VL (7B) (Wang et al.| 2024) model, highlighting the contributions of
our approach. Our model achieves nearly a 4% absolute improvement over the baseline, thanks to
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Model M-Clin M-Bio M-Med M-Gen M-Prof M-Anat MedMCQA MedQA USMLE Pub CXR-Sum
Qwen2.5-VL 0.792  0.819 0.711 0.800 0.717 0.696 0.557 0.584 0.606 0.336 0.810
MediX-R1 0.796  0.826 0.723 0.830 0.768 0.674 0.553 0.575 0.617 0.534 0.808
Model SLAKE RadVQA PathVQA PMC-VQA PMC-Hard MIMIC-CXR-Gen AVG
Qwen2.5-VL 0.480 0.501 0.253 0.494 0.230 0.299 0.570
MediX-R1 0.617 0.581 0.423 0.511 0.280 0.254  0.610

Table 3: Baseline comparison Qwen2.5-VL vs. MediX-R1 across all benchmarks

the composite reward design. It also outperforms larger baseline VLMs such as Llama3.2-V (11B)
(Dubey et al.| 2024), which achieves only an average of 0.59.

4.1 REWARD DESIGN ABLATION

Table 4] compares variants that differ in which non-format signals are active (all settings include the
same Rgormat). Using only the embedding reward underperforms on text-only evaluations (0.640) and
is limited on VLM (0.409), suggesting that thresholded cosine similarity alone lacks discriminative
power for nuanced clinical reasoning. Using only the LLM-as-judge improves text-only accuracy
(0.666) but does not help VLM (0.400), indicating the judge alone is insufficient to enforce modality
grounding. All reward design models are compared with checkpoints before reward hacking.

Combining LLM + embedding increases robustness to paraphrase and terminology variants, improv-
ing text-only scores (0.686) and yielding a small VLM lift (0.410). Adding the modality recognition
reward (MediX-R1 composite) produces the largest VLM gain (0.445) while also nudging text-only
performance higher (0.701), yielding the best overall average (0.610). Together with Fig. |3] which
shows reduced volatility and fewer signs of reward hacking, these results indicate that the composite
reward not only improves accuracy but also stabilizes optimization.

Key takeaways: (i) LLM-as-judge is the strongest single signal for text correctness; embeddings
complement it by reducing false negatives from paraphrases.(ii) Modality recognition is critical
for VLM tasks, curbing cross-modality errors and driving the largest image+text gains.(iii) The
full composite (LLM accuracy + embedding semantics + modality recognition, with shared format
control) delivers the best aggregate performance and training stability.

4.2 REWARD HACKING AND MITIGATION

In reinforcement learning, Reward Hacking occurs when a model maximises its reward in unin-
tended ways, often bypassing the true objective. It arises when the policy exploits imperfections in a
single reward signal to earn high scores without producing clinically correct answers. We observed
two concrete modes (examples abbreviated):

Embedding model exploit When using Embedding models like MedEmbed-large (Balachandran,
2024])) short or non-semantic tokens can spuriously yield high cosine similarity. For instance, a
candidate that outputs <answer>-</answer> for “What does the white arrow point to in image
B?” received Rempea=1.0 against the ground truth “Renal artery,” despite being incorrect.

LLM judge exploit When using LLMs like Qwen3-4B (Team), 2025) as a rewarder template-
like placeholders can confuse the judge when the reference is provided for compari-
son. E.g., <answer>The largest organ in the picture is [insert your answer
here based on the medical reasoning provided above].</answer> was judged cor-
rect (Ry,m=1.0) against the reference “Lung.”

Mitigation in MediX-R1 To curb these failures, MediX-R1 employs a composite reward and in-
put/output constraints:

(i) Composite objective: Rim + Rembed + Rmodality (With shared Rgorma) reduces reliance on any
single brittle signal and penalizes mismatches in content or modality recognition (Table [).

(ii) Embedding gating: set Rempeq=0 for answers below a minimum character/word length, with high
punctuation or non-alphanumeric ratio; strip punctuation before embedding; calibrate the similarity
threshold.



Under review as a conference paper at ICLR 2026

Figure 3: Overall validation reward
vs training step across reward de-
signs.  Training with individual sig-
nals (LLM-only or embedding-only; all
settings include the same format re-
ward) shows volatility and reward hack-
ing, while LLM+embedding reduces but
| , N AW/ does not eliminate instability. MediX-R1
ALV WAL A | A A uses a composite reward—LLM-based ac-
‘ curacy, embedding-based semantic align-

ment, and modality recognition (with the

format reward shared across all)—which

stabilizes learning and delivers the highest

! MediX-R1 LLM + Emdedding | LLM Reward @ Emdedding Reward final reward and best overall performance.

Evaluations Embedding Reward LLM Reward LLM + Embedding MediX-R1

LLM Evaluations (text only) 0.640 0.666 0.686 0.701
VLM Evaluations (image + text) 0.409 0.400 0.410 0.445
Overall AVG 0.558 0.572 0.589 0.610

Table 4: Reward ablation across validation benchmarks. Using single signals (embedding-only
or LLM-only; all settings share the same format reward) underperforms, especially on VLM tasks.
Combining LLM + embedding improves robustness, and the full MediX-R1 composite (LLM-based
accuracy + embedding-based semantics + modality recognition) achieves the best scores on both
text-only and image-+text evaluations, yielding the highest overall average (0.610).

(iii) Modality recognition: Riodaiity Tequires a correct modality tag, curbing visually ungrounded
shortcuts that might still fool text-only rewards.

(iv) Structural control and regularization: Ryoma enforces parseable outputs; GRPO’s group-
relative advantage and a KL penalty to the reference reduce collapse to degenerate hacks by dis-
couraging outlier behaviors.

Together, these measures mitigate reward hacking and stabilize training, leading to smoother reward
trajectories and higher final performance (see Fig. [3).

4.3 HUMAN EXPERT EVALUATION

To assess the clinical quality of model outputs, we conducted a human expert evaluation using a
blind review setup (See Evaluation Protocol in §A.4). For a randomly selected subset of questions
from our Evaluation benchmark, responses were generated by four models: MediX-R1, Llama3.2-
Vision, MedGemma and HuatuoGPT-Vision. The outputs were anonymized and labeled as Model
A, Model B, Model C and Model D with no identifiers provided to the reviewers.

Medical experts were asked to evaluate the responses against the provided ground truth descriptions
for each question. The evaluation focused on determining which model produced the most accurate,
clinically relevant response along with interpretable reasoning traces.

The results demonstrate a strong preference for MediX-R1, which was selected as the best re-
sponse in 72.7% of the cases. In comparison, Llama3.2-Vision was preferred in 13.6% of the cases,
MedGemma in 9.2% and HuatuoGPT-Vision in 4.5% of the cases.

4.4 QUALITATIVE EXAMPLES

Fig. @ illustrates how MediX-R1’s structured outputs and composite reward translate into clinically
grounded behavior across modalities. Microscopy (top) Given a multi-panel histological image and
the question “Which area is shown in section G of the image?,” the model (i) correctly emits the
modality tag (MICROSCOPY), (ii) provides interpretable reasoning inside <think> that references
recognizable neuroanatomical markers (e.g., optic tract “ot,” superior thalamic nucleus “stm”), stain
patterns, and panel context, and (iii) produces a concise final answer: “the optic tract.” The modality
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Which area is shown in section G of the image?

& o

modality
MICROSCOPY
think

The image appears to be a series of microscopic sections, likely of a developing
brain, given the presence of labeled structures such as the optic nerve (op.n) and
other brain regions. Section G shows a cross-section of the brain with the optic
tract (ot) and the superior thalamic nucleus (stm) visible. The red staining likely
represents a specific marker or protein, while the blue staining could be a nuclear
counterstain or a different marker. The presence of these structures suggests that
this is a histological section, possibly stained with immunofluorescence to highlight
specific cellular components or proteins.

answer

The area shown in section G is the optic tract.

0

Is the heart size in this image smaller or larger than if the
image was taken AP?

modality

X_RAY

think
The image provided is a posteroanterior (PA) chest X-ray. In a PA view, the heart is
typically smaller compared to an anteroposterior (AP) view because the heart is
more directly in the X-ray beam, which can make it appear larger. However, in this
image, the heart size appears to be within normal limits for a PA view. The heart size
in a PA view is generally smaller than in an AP view, but the exact comparison would
require a side-by-side comparison with an AP view for a definitive assessment.

answer

The heart size in this image is smaller than if the image was taken AP

Figure 4: Qualitative examples of MediX-R1. (Top, Microscopy) Correctly identifies the optic
tract in section G with interpretable reasoning. (Bottom, X-ray) Explains why heart size appears
smaller in PA vs. AP view. MediX-R1 generates clinically grounded, open-ended answers across
modalities.

recognition and format rewards ensure the answer is localized to the requested panel and presented
cleanly in the <answer> block, while the LLM and embedding rewards bias the policy toward
semantically correct identification despite diverse phrasing in the reasoning. X-ray (bottom) For “Is
the heart size in this image smaller or larger than if the image was taken AP?,” the model tags the
modality as X_RAY and reasons about projection geometry: PA views reduce cardiac magnification
relative to AP due to a shorter heart-to-detector distance and standard source-to-image distance.
The model explains this in <think> and answers “smaller” in <answer>. This example shows
the model using domain knowledge rather than superficial pattern matching, with the final answer
isolated for scoring (the judge ignores <think> during evaluation).

5 CONCLUSION

We presented MediX-R1, an open-ended reinforcement learning framework for medical multimodal
reasoning that fine-tunes a baseline VLM with GRPO using a composite reward. By coupling an
LLM-as-judge accuracy signal with medical embedding—based semantic alignment, lightweight for-
mat control, and modality recognition, MediX-R1 learns to produce concise, clinically faithful an-
swers with interpretable reasoning traces. A unified vLLM-based evaluation pipeline enables consis-
tent, paraphrase-robust scoring across both text-only and image+text tasks. Empirically, MediX-R1
achieves strong results across diverse medical benchmarks and shows improved stability and resis-
tance to reward hacking compared to single-signal RL variants. Human expert preference studies
further corroborate its clinical answer quality, while qualitative examples illustrate faithful ground-
ing and interpretable reasoning traces. Reward ablations validate that the multi-signal design en-
hances stability and semantic alignment beyond single-signal configurations. Altogether, the frame-
work demonstrates that carefully composed, structure-aware rewards plus standardized LLM-judge
evaluation provide a practical path to scalable and interpretable medical multimodal RL fine-tuning.
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6 SAFETY AND ETHICAL IMPLICATIONS

MediX-R1 is a research prototype and is not intended for clinical or commercial deployment. Its
outputs must not be used for diagnosis, triage, treatment planning, or autonomous decision-making
without licensed medical professional oversight. The model can hallucinate findings, omit critical
differentials, or overstate certainty, and the LLM-as-judge reward may reinforce subtle biases or
false positives. We used only publicly available, de-identified datasets (e.g., MIMIC-CXR, PMC-
derived VQA corpora, pathology and radiology VQA datasets) under their respective licenses; no
protected health information (PHI) or identifiable patient data were introduced. No prospective
human subjects study was conducted, and no individual-level re-identification risk is intended. Still,
aggregation or unintended memorization could pose residual privacy risk; downstream users should
apply auditing methods (e.g., membership inference tests) before redistribution.

Ethical risks include propagation of dataset biases (geography, device type, demographic under-
representation), amplification of health disparities, and overreliance on structured reasoning tags that
may convey misleading confidence. Modality tagging and reasoning traces improve transparency but
do not guarantee factual grounding. We intend to release with a detailed model card, clear usage
restrictions, robust disclosure of limitations, and monitoring for misuse (self-diagnosis, generation
of misleading medical narratives, or adversarial prompting to extract sensitive training artifacts).
Future work should incorporate fairness analyses (e.g., stratified error by sex, age, and ethnicity
where ethically and legally permissible), calibrated uncertainty, bias-aware reward shaping, and
clinician-in-the-loop evaluation. No competing financial or sponsorship conflicts are declared. All
use must comply with applicable regulations and local medical device guidance; any derivative
clinical system would require separate validation, safety assurance, and regulatory review.

7 REPRODUCIBILITY STATEMENT

We will release the end-to-end training and inference code, configuration files, model checkpoints,
curated multimodal + instruction datasets, and all RL/evaluation prompt templates and expert evalu-
ation protocol (Appendix Sec.[A) under a CC-BY-NC-SA 4.0 license. A model card and evaluation
harness will reproduce the reported metrics with fixed dependency versions to minimize drift.

Fair use of generative Al: assisted coding tools were employed only for boilerplate scaffolding and
for minor refactors, with all algorithmic logic authored and reviewed manually. Writing support
models were used to refine grammar and style; all technical claims, numerical results, and method-
ological descriptions were verified by the authors. No proprietary clinical data or undisclosed private
model outputs were used. These steps aim to ensure transparency, auditability, and reliable repro-
duction of the published results.
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A PROMPTS AND EVALUATION PROTOCOLS

This appendix provides: (i) the RL training prompt (§A.T); (ii) judge prompts for short-form and
long-form tasks (§A.2] ; and (iii) the concise blinded human expert protocol (§A.4) supporting
the reward design (Sec. and evaluation framework (Fig. [2).

A.1 REINFORCEMENT LEARNING TRAINING PROMPT

The RL training prompt enforces (i) an explicit modality tag, (ii) structured reasoning in
<think>...</think>, and (iii) a concise final answer in <answer>...</answer>. These struc-
tures align with the format reward (Rformar) and modality reward (modaiity) in our composite objec-
tive. During training, only the <answer> block is graded by the LLM-as-judge (Ryy) and the
embedding-based semantic reward (Rempeq); the <think> content is ignored for scoring but im-
proves interpretability.

Key points: - Modality tag must be one of the fixed set and appear before <think>. - The final
decision is evaluated solely from <answer> for Ry, and Remped. - Structural compliance (tags
present and ordered) is required for Ryormar-

Reinforcement Learning Training Prompt

You are a Medical AI Assistant with advanced reasoning capabilities
Your task:
1. First output the image modality tag from this set:
<X_RAY>, <MICROSCOPY>, <CLINICAI_PHOTOGRAPHY>, <CT_SCAN>,
<GRAPHICS>,
<ANGIOGRAPHY>, <PET SCAN>, <ULTRASOUND>, <MRI_SCAN>,
<FUNDUS_PHOTOGRAPHY>,
<OCT_SCAN>, <ENDOSCOPY>, <MAMMOGRAPHY>, <FLUOROSCOPY>, <OTHER>,
<SPECT>
(Only output the tag, nothing else.)
2. Then output the thinking and medical reasoning process in
<think>...</think> tags.

3. Finally, provide the correct answer inside <answer>...</answer>
tags.

4. Do not include any extra information or text outside of these
tags.

Question:

<image>{{ content | trim }}

N /

A.2 EVALUATION BASE TEMPLATE (SHORT-FORM QA/MCQ)

This judge prompt yields a binary score (0/1) for short-form QA and MCQ-style tasks. It compares
the predicted <answer> against the reference, allowing paraphrases and option-label matches. In-
ference is performed with a separate LLM-as-judge (served via vLLM) to reduce evaluation—training
coupling. We use deterministic settings (e.g., temperature 0) for reproducibility and parse the re-
turned JSON strictly.

Evaluation BASE template Prompt

You are a medical expert.

Your task is to evaluate whether the Predicted Answer correctly
answers the Medical Question, based on the Ground Truth
(Correct Answer) provided.

Question:

-

13
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-

Correct Answer:
{correct_answer}

{question}

Predicted Answer:
{predicted_answer}

Score 1 if the predicted answer matches the correct answer either
fully in text or by indicating the correct option label (e.g.,
"B", "Option B", or a paraphrased version that clearly
identifies the correct choice). Score 0 if the predicted answer
is incorrect or points to the wrong option.

Respond strictly in the following JSON format:

ARNRY

{{

"score": <score>

1}

AN

json

N

/

A.3 EVALUATION TEMPLATE FOR REPORT GENERATION

For long-form outputs (e.g., report generation or summarization), the judge assigns a rubric score in
[0, 5] reflecting clinical accuracy, completeness, and relevance. We request strict JSON for reliable
parsing and average scores across items for dataset-level metrics. Only the model’s final report text is
provided to the judge; any hidden reasoning (e.g., within </think>) is stripped before evaluation.

Evaluation Prompt for Report Generation

You are a medical expert evaluating the clinical accuracy,
completeness, and relevance of a generated medical report or
summary .

Your task is to compare an Al-generated report or summary to a
reference (gold standard) report or summary, based on a
clinical instruction or question. Assess the generated output
on how well it preserves key clinical information, factual
correctness, and clinical reasoning relevant to the task.

Assign a score between 0 and 5 using the following scale:

0 - Completely incorrect: Clinically irrelevant, misleading, or
factually wrong. No meaningful alignment with the instruction
or reference.

1 - Poor match: Barely relevant or mostly incorrect. Contains
significant clinical misinformation or omits nearly all
critical details.

2 — Weak match: Some fragments of relevant content are present, but
major clinical errors or omissions exist. Clinical utility is
low.

3 - Fair match: Contains several relevant points, but includes

notable errors, missing findings, or misinterpretations that
affect clinical reliability.

/

14



Under review as a conference paper at ICLR 2026

@

or missing details, but the overall meaning and purpose are
preserved.

5 - Perfect or near-perfect match: Clinically accurate, complete,
and faithful to the instruction and reference. No significant
omissions or errors.

Respond only in the following example JSON format:

Example JSON format:

‘Y Yison

{{

"score": <score between 0 and 5>

}}

AURNRY

Now, evaluate the following:

### Clinical Instruction or Question::
{question}

### Reference Report or Summary:
{correct_answer}

### AI-Generated Report or Summary:
{predicted_answer}

N

- Good match: Mostly accurate and clinically sound. Minor issues

~

/

A.4 HUMAN EXPERT COMPARATIVE EVALUATION PROTOCOL

For a sampled set of multimodal questions, four anonymized model outputs (A-D) plus a reference
description are shown; experts pick the single best response based on clinical correctness, relevance
(no hallucinations), and clarity of reasoning. Votes are aggregated into preference percentages re-

ported in the main text.

Evaluation Protocol for Medical Experts

Instructions for Evaluation

Your task is to evaluate the responses provided by three AI models
based on a given medical image description (Ground Truth).
Follow these steps to make your selection:

of the medical image. This serves as the reference for an
accurate and detailed response.

2) Assess the Model Responses: Examine the three model-generated
responses (Model A, Model B, and Model C, Model D). Compare
their content with the Ground Truth, focusing on the accuracy,
completeness, and relevance of the clinical reasoning

3) Select the Best Response: Choose the model response that best
aligns with the Ground Truth in terms of:

> Clinical Accuracy: Does the response correctly describe the key
findings in the image?

> Reasoning Traces: Does the models reasoning traces correct and
well explained

-

1) Read the Ground Truth: Carefully review the provided description

15
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4) Submit Your Choice: After evaluating the responses, select the
one that provides the most accurate and comprehensive
explanation.
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