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Abstract

Proactive dialogue has become a crucial yet001
challenging aspect of human-computer inter-002
action, applicable to various non-collaborative003
dialogue tasks such as negotiation, persuasion,004
and psychological counseling. However, cur-005
rent proactive dialogue systems are hindered006
by their simplistic single-turn interactions and007
lack of capability for multi-turn, long-term008
strategy planning, which obstructs effective009
goal completion. Additionally, corpus-based010
training procedures are inadequate for address-011
ing low-resource environments and transfer-012
ability requirements across different dialogue013
tasks. In this paper, we introduce a proactive014
dialogue strategy planning (ProDSP) method015
to overcome these challenges. By utilizing a016
small supervised fine-tuning language model,017
we enable the anticipation of future strategy018
sequences as simulation hints. This approach019
guides large language models (LLMs) in gen-020
erating goal-oriented responses and facilitates021
training within an interactive environment us-022
ing another LLM-based user simulator. To as-023
sess online user feedback during the training024
process, we employ a GPT-4-based user simula-025
tor to represent goal-oriented rewards through026
multi-faceted metrics. Extensive experiments027
demonstrate that our model surpasses compet-028
itive baselines in both strategy planning and029
dialogue generation for emotional support and030
negotiation tasks, offering a more adaptive and031
efficient approach to proactive dialogue strat-032
egy planning.033

1 Introduction034

Proactivity, recognized as a vital capability in hu-035

man communication, has garnered significant at-036

tention from researchers in the field of intelligent037

dialogue systems. Defined as the ability to create or038

control conversations by taking initiative and antic-039

ipating the impacts on themselves or human users,040

rather than merely responding passively to users041

(Grant and Ashford, 2008; Deng et al., 2023a),042

And it is hard. I don't think I could ever get past it.

Just last week. I came 

home from work early ..

Yeah, we're over. 

Reply

reactively

Looking-forward strategy planning based 

on the dialogue history and simulation

Anticipate the future dialogue

I can understand 

how that would 

make you feel.  I 

know how hard it 

can be.

(Reflection of Feelings)The 

fact that he cheated on you 

and you broke up with him 

must be hard. 

I'm just feeling depressed over the breakup. 

Hoping for some inspiration.

(Questioning)Tell me more please. I am all ears. 

When did this happen? How long ago?

(Greeting)Hello. How can I be of service tonight?

History:

[Greeting][Questioning]

Planning:

[Reflection of Feelings]

[Providing suggestion]

...

Reply

proactively

Figure 1: An example of long-term proactive dialogue
strategy planning that enables anticipating future di-
alogues and look-forward strategy planning in emo-
tional support conversation. Compared with direct reply,
proactive dialogue strategies lead to more comprehen-
sive and effective responses.

proactive dialogue agents can be widely incorpo- 043

rated into various real-world scenarios, including 044

psychological counseling, negotiation, persuasion, 045

and more. 046

Unlike passive dialogue systems, such as task- 047

oriented dialogues that focus on restaurant and 048

hotel bookings or information-seeking conversa- 049

tions aimed at providing answers to specific queries 050

(Deng et al., 2023c), proactive dialogue systems 051

exhibit three main characteristics: (1) Active Com- 052

munication Skills: Proactive dialogue often oc- 053

curs in non-collaborative contexts, requiring par- 054

ticipants to employ strategies within natural lan- 055

guage to achieve their respective goals. (2) Mul- 056

tiple Negotiation Turns: Proactive dialogue con- 057
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cludes when the parties involved reach a consensus058

to some degree after multiple interactions. Conse-059

quently, both local and global strategies are crucial060

for achieving desired outcomes. (3) Subjective061

Results: Proactive dialogue aims for subjective062

goals, such as alleviating the stress of help-seekers063

or selling an item at an acceptable price. These064

goals are relatively difficult to quantify in terms of065

the degree of completion.066

Given the challenges discussed, we identify di-067

alogue planning as the key module of a proactive068

dialogue system and focus on improving long-term069

dialogue planning in proactive conversations. One070

major challenge is managing a long planning hori-071

zon for strategy planning (Cheng et al., 2022). Pre-072

vious proactive dialogue systems, which primarily073

rely on corpus-based offline learning, fail to antici-074

pate future dialogue states over several turns. This075

limitation arises from their focus on the current076

response and immediate user feedback, without077

considering the broader context of the conversa-078

tion. Proactive strategy planning allows a dialogue079

system to predict implicit dialogue states and de-080

ploy corresponding techniques to mitigate potential081

risks. Therefore, developing a novel training pro-082

cedure that incorporates online learning within an083

interactive environment is essential.084

Another significant challenge for proactive dia-085

logue planning lies in assessing the extent to which086

the system has effectively provided desirable re-087

sults. Current proactive dialogue planning meth-088

ods highly rely on training datasets as reference089

responses and design corresponding loss functions090

during training procedure. However, since the task091

remains a subjective task that aims at fulfilling092

certain goals such as emotional support or selling093

items price instead of generating correct sentences,094

such training process may hinder the model from095

generating more practical and natural responses096

and often fails to measure the supportive quality097

of the responses accurately. Therefore, exploring a098

new reward mechanism for training skills that incor-099

porates human user simulation and a goal-oriented100

scoring system could prove valuable.101

To address the aforementioned challenges,102

we propose the ProDSP 1 (Proactive Dialogue103

Strategy Planning) method in this paper. Illustrated104

in Figure 1, ProDSP proposes a new online rein-105

forcement learning framework for proactive dia-106

logue planing and handles the long-term complex107

1https://anonymous.4open.science/r/ProDSP-6C3E

natural language strategy reasoning and decision 108

making procedure. For long-term strategy plan- 109

ning, drawing inspiration from the LLM-induced 110

method proposed by Li et al. (2023), we employ an 111

LLM-enhanced interactive setting within an online 112

reinforcement learning framework initialed by few- 113

shot supervise fine-tuning a small policy model to 114

facilitate proactive dialogue strategy planning by 115

setting two LLMs self-playing instead of tuning 116

an LLM. Moreover, for user feedback assessment 117

within such an interactive setting, we utilize a GPT- 118

4 based user feedback assessment model to evaluate 119

the response across multiple goal-oriented metrics, 120

and then aggregate these to calculate dialogue-turn 121

rewards. This score assesses user feedback to the 122

support response, offering a practical reward for 123

ProDSP during the training process. 124

To summarize, our contributions in this work are 125

these three perspectives: 126

• We creatively present an interactive reinforce- 127

ment learning framework for proactive dia- 128

logue strategy planning, designed to generate 129

long-term support strategy sequences with an 130

LLM-induced self-play framework. 131

• To more effectively and practically evaluate 132

the goal-oriented reward in such an online 133

learning setting, we propose a novel GPT-4- 134

based user simulation assessment mechanism, 135

gauging the quality of the strategy planning 136

model during the training process. 137

• We conduct multifaceted experiments thor- 138

oughly to validate the effectiveness of our 139

model on various proactive dialogue scenarios, 140

which demonstrates competitive performance 141

on strategy planning and the low-resouce de- 142

mand and transferability on different tasks. 143

2 Related Work 144

2.1 Proactive dialogue strategy planning 145

Previous research has explored data-driven ap- 146

proaches to the strategy planning task (Peng et al., 147

2022; Li et al., 2020). These method based on train- 148

ing datasets and conduct an end-to-end network to 149

learn the features within dialogues. However, these 150

methods demands highly on annotated dialogues 151

which lead to cost and expenses. Furthermore, cer- 152

tain networks and structures have been researched 153

on dialogue strategy planning. proposed to model 154

both semantic and tactic history using finite state 155
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Supervised 

fine-tuning
Future strategy sequence

System response

Training with PPO 

k=1:

[Self-disclosure, Reflection 

of Feelings ]

k=2:

[Reflection of Feelings,  

Affirmation and 

Reassurance, Providing 

Suggestions]

k=3:

[Reflection of Feelings,  

Questioning, Self-disclosure, 

Information]

...

Current strategy: Reflection 

of Feelings

Response: The fact that he 

cheated on you and you broke 

up with him must be hard. 

Black-box LLM

I'm just feeling depressed over the 

breakup. Hoping for some inspiration.

(Greeting)Hello. How can I be 

of service tonight?

Interactive environment

Reward : 23.91
Proactive dialogue

strategy planning

Few-shot training data

Dialogue history

User simulation LLM

User feedback LLM

FluencyIdentificationEmpathySuggestion

User feedback LLM

FluencyIdentificationEmpathySuggestion

I'm just feeling depressed over the 

breakup. Hoping for some inspiration.

(Greeting)Hello. How can I be 

of service tonight?

(Greeting)The fact that he cheated on 

you and you broke up with him must be 

hard. 

Yes it is. What should I do to 

get over him?

Goal-oriented reward

Imagine you are 

a help-seeker…

Figure 2: Model Architecture. The proactive dialogue strategy planning model is trained within an interactive
environment with LLM-based user simlator and goal-oriented reward by PPO based reinforcement learning
framework.

transducers (FSTs) and train FSTs on a set of strate-156

gies and tactics used in negotiation dialogs. (Wu157

et al., 2019) introduced a simple, general, and ef-158

fective framework: Alternating Recurrent Dialog159

Model (ARDM) which models each speaker sep-160

arately and takes advantage of large pre-trained161

language models. (Joshi et al., 2021) designed162

DIALOGRAPH, a negotiation system that incorpo-163

rates pragmatic strategies in a negotiation dialogue164

using graph neural networks. Moreover, methods165

enhanced by knowledge have been integrated to166

improve the effectiveness of strategy planning. Tu167

et al. (2022) introduced a commonsense knowl-168

edge reasoning framework, COMET, for precise169

emotional state identification and skilled strategy170

selection. Deng et al. (2023d) first proposed mixed-171

initiative interaction strategies between users and172

systems, incorporating the knowledge graph HEAL173

(Welivita and Pu, 2020) for leveraging external174

knowledge.175

For long-term strategy planning, Cheng et al.176

(2022) introduced lookahead heuristics to predict177

future user feedback following specific strategies,178

aiding in the selection of approaches that promise179

the most beneficial long-term outcomes. Inspired180

by game-setting scenarios in AlphaGoZero (Silver181

et al., 2017), reinforcement learning methods have182

been incorporated to train dialogue agents(Shi et al.,183

2020; Fu et al., 2023).184

2.2 LLM-enhanced Proactive Dialogue185

System186

Recently, advancements in large language models187

(LLMs) have significantly improved question an-188

swering and dialogue generation capabilities, lead-189

ing to their growing popularity in contemporary 190

practical applications. Prompted-based LLM was 191

first applied to proactive dialogue systems in strat- 192

egy planning and response generation. Deng et al. 193

(2023b) proposed a Proactive Chain-of-Thought 194

prompting (ProCoT) scheme to augments LLMs 195

with the goal planning capability over descriptive 196

reasoning chains. Chen et al. (2023) incorporated 197

mixed-initiative strategies to prompt LLMs as a 198

drop-in replacement to fine-tuning on conditional 199

generation. To realise few-shot and low-expense 200

application of LLMs, Li et al. (2023) and Hu et al. 201

(2023a) incorporated LLM-induced dialogue re- 202

sponse generation models, enhancing them with 203

directional stimulus prompts towards task-oriented 204

dialogue generation and other natural language 205

processing (NLP) tasks. Additionally, Hu et al. 206

(2023b) harnessed LLMs as user simulators, signif- 207

icantly advancing the capabilities of task-oriented 208

dialogue systems and indicating LLMs effective- 209

ness in user feedback assessment. Except for fine- 210

tuning LLMs with task-specific data, LLMs have 211

demonstrated their effectiveness as external experts 212

guided by carefully crafted instructions for a wide 213

range of goal-oriented dialogue systems. (Lai et al., 214

2023; Zhang et al., 2023; Deng et al., 2023c). 215

3 Problem Fomulation 216

Proactive dialogues focus on taking the initiative 217

to instruct the dialogue towards specific goal com- 218

pletion. Different from other strategy planning 219

procedures in task-oriented dialogues or conversa- 220

tional recommendations, proactive dialogue strat- 221

egy planning presents to be more complex due to 222

its nature language interaction mode and hardly- 223
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measured goal-oriented outcome, commonly to be224

the user’s emotional state or specific price over an225

item. Based on these difficulties, we propose the226

proactive dialogue strategy planning task (ProDSP)227

to address the challenge of long-term and com-228

plex reasoning procedures. Specifically, given a229

user-system dialogue comprising n turns, repre-230

sented as x = (x1, x2, ..., xn), where xi denotes231

each user-system dialogue turn, proactive dialogue232

tasks have been concerned with generating the sub-233

sequent utterance y employing an optimal goal-234

oriented strategy st ∈ S, assuming a set of all235

possible support strategies S. In such a task, the236

strategy sequence is anticipated at each turn, which237

is denoted as s = (st, st+1, ..., st+k), including the238

anticipated strategies from t-th turn to the t + k-239

th turn. Here, the turn-level response for the t-th240

turn y is then generated corresponding to (x, s).241

Compared to the single-turn strategy, long-term242

strategy planning enhances the dialogue agent with243

a look-forward motivation, thereby improving the244

effectiveness and efficiency of goal completion.245

4 Methodology246

4.1 Overview247

In proactive dialogues, we consider an input di-248

alogue history space denoted as X, a data distri-249

bution represented by D over X, and a response250

output space referred to as Y. Leveraging their251

powerful in-context learning and few-shot prompt-252

ing capabilities, LLMs can undertake a wide range253

of goal-oriented tasks and produce output y by in-254

corporating task descriptions, select demonstration255

examples, and the input dialogue history within the256

prompt. In the proactive dialogue strategy plan-257

ning task, we propose incorporating anticipating258

future supportive strategy hints denoted as s into259

the prompt. To generate future strategy stimulus260

for each input dialogue history x, we first use a261

small tunable language model for proactive strategy262

planning. For further iterative training within an in-263

teractive setting, we then use this strategy sequence264

s along with the dialogue history x, to construct265

the prompt that steers the LLM toward generat-266

ing turn-level response, denoted as ysys, through267

black-box API calls, whose parameters are not ac-268

cessible or tunable. The response is delivered to269

an LLM-based user simulator with certain goal-270

oriented prompts denoted as yusr and assessed by a271

goal-oriented reward LLM which generates scalar272

LLMrwd instructed by certain guidance.273

4.2 Proactive Dialogue Strategy Planning 274

In proactive dialogues, the system takes actions 275

to correspond input sentences by users and gener- 276

ate goal-oriented communication skills, denoted as 277

strategy, such as Question, Restatement or Para- 278

phrasing in emotional support conversations and 279

Flinch or Power of silence in bargain negotiations. 280

Considering the difficulties and expenses tuning an 281

LLM for strategy planning, we initially incorpo- 282

rate a small supervised fine-tuning model for strat- 283

egy sequence generation. Different from single- 284

turn strategy selection, we follow the sequence en- 285

coding fashion presented by Cheng et al. (2022) 286

and formulate the anticipated stratigies as s in the 287

following turns. The resulting dataset, denoted 288

as D = (x, s), is composed of dialogue history 289

sequences and future strategy sequences. Subse- 290

quently, we perform the supervised fine-tune (SFT) 291

the policy model by optimizing the log-likelihood 292

as follows: 293

LSFT = −E(x,s)∼D log pProDSP(s | x) (1) 294

4.3 Interactive Enviroment Setting 295

The proactive dialogue scenarios can be considered 296

as a game setting between two dialogue agents. In- 297

spired by the self-play settings in game theory, we 298

introduce another frozen LLM as user simulator 299

with specific goal-oriented prompts. Aiming to 300

design an interactive environment for proactive dia- 301

logue strategy planning, the turn-level response 302

generated by black-box LLM that is guided by 303

strategy sequence is then communicated with an 304

LLM-based user simulator within an online learn- 305

ing mode. In each frozen LLM we use (LLMsys 306

and LLMusr), we carefully design the detailed 307

instructions and prompts for goal completion and 308

denoted as psys and pusr. Specifically, in emotional 309

support conversations, LLMsys will be regarded 310

as consular and the LLMusr will be deemed help- 311

seeker, while in negotiation tasks considered as 312

seller and buyer respectively. The representations 313

of the generation of two LLMs are as follows re- 314

spectively. 315

ysys = LLMsys(x, s, psys) (2) 316

317
yusr = LLMusr(x, s, pusr, ysys) (3) 318

4.4 Goal-oriented Reward Design 319

Automatically predicting the subject outcomes 320

such as user’s emotional state at each interaction 321
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turn poses a significant challenge in proactive di-322

alogue tasks, thereby complicating the evaluation323

and reward design processes especially in the in-324

teractive settings. Drawing inspiration from lever-325

aging LLMs as user feedback simulators capable326

of generating queries, we utilize a third LLM to327

assess the dialogue outcome rewards at each turn.328

Here we take the emotional support conversation as329

an example and illustrate the goal-oriented LLM-330

based reward design method with corresponding331

prompts denoted as prwd.332

To ensure a reliable and explainable user simula-333

tion, we instruct the LLM to embody the role of a334

help-seeker, articulating their satisfaction with the335

responses in a stepwise manner. Specifically, we336

adopt a multidimensional approach to evaluate the337

quality of emotional support responses, employing338

a 5-star rating system across four key dimensions:339

(1)Fluency: This measures the extent to which the340

system generates responses that are not only fluent341

but also easily comprehensible. (2) Empathy: This342

dimension assesses the degree to which the model343

exhibits appropriate emotional responses, includ-344

ing warmth, compassion, and concern, enhancing345

the empathetic connection. (3) Identification: This346

evaluates the system’s effectiveness in delving into347

the user’s situation to accurately identify the prob-348

lem at hand. (4) Suggestion: This measures the349

model’s ability to offer constructive and helpful350

suggestions. Following this, we compute the over-351

all feedback by considering the varying weights352

assigned to each dimension, thereby providing a353

comprehensive evaluation of response quality.354

r = LLMrwd(x, s, prwd, ysys, yusr) (4)355

4.5 RL Training356

In this section, we initially detail the design of the357

Reinforcement Learning framework tailored for358

precise forward-looking strategy planning. Subse-359

quently, leveraging the robust in-context learning360

and generation capabilities, we introduce a model361

for response generation induced by LLMs, aimed362

at producing empathetic and natural responses. In363

this section, we first introduce the RL-enhanced364

response optimization including optimization ob-365

jective and framework design. Additionally, the366

LLM-induced response generation is illustrated in367

detail.368

RL optimization objective. The objective is to369

guide LLMs to generate goal-oriented responses370

with the instruction of appropriate strategies. There- 371

fore, we employ an RL framework and an align- 372

ment measurement R for more effective strategy 373

planning. Here, we aim to maximize the following 374

objective: 375

Ex∼D,s∼pProDSP(·|x) (5) 376

y ∼ pLLMsys(· | x, s)[R(x,y)] (6) 377

In the aforementioned formula, the performance 378

of LLMs is significantly dependent on simulation 379

hints, such as anticipated strategies, due to the non- 380

tunable nature of the parameters within the black- 381

box LLM. Consequently, we define RLLM to cap- 382

ture the performance of the underlying strategy s 383

instructed LLMs as follows: 384

RLLMrwd
(x, s) = R(x,y) (7) 385

386

y ∼ pLLMsys(· | x, s) (8) 387

RL framework. To tackle the challenge of opti- 388

mizing the policy model, we employ the Proximal 389

Policy Optimization (PPO) algorithm as proposed 390

by Schulman et al. (Schulman et al., 2017). Ini- 391

tially, we utilize the policy model to instantiate 392

a policy network π0 = pPOL, and subsequently 393

update π using PPO. Within this framework, proac- 394

tive strategy planning can be conceptualized as a 395

Markov Decision Process (MDP) characterized by 396

the tuple <S, A, r, P>. Specifically, in the context 397

of proactive dialogue strategy planning tasks, S de- 398

notes the environmental state during user-system 399

interactions, A represents the space of dialogue 400

strategies, r signifies the task-oriented reward score, 401

and P denotes the state-transition probability. 402

For instance, at the t-th turn, the system gen- 403

erates a correct strategy sequence s for the sub- 404

sequent turns based on the current policy network 405

π (s>t | x, s< t), terminating the episode upon se- 406

lecting the end-of-sequence action. However, gen- 407

erating the strategy sequence of s> t proves chal- 408

lenging, particularly at the dialogue’s onset when 409

s>t is excessively lengthy. Thus, we opt to specif- 410

ically select strategies for the subsequent k turns, 411

modifying the policy network to π (st+k | x, s<t). 412

The policy network π can be fine-tuned through the 413

optimization of the reward r: 414

Eπ[r] = Ex∼D,s∼π(·|x)[r(x, s)] (9) 415
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Model Training Data Strategy Planning Response Generation
Accuracy↑ Weighted F1↑ B-1↑ B-2↑ B-3↑ B-4↑ R-L↑

Standard Prompting - 12.10 22.19 14.32 4.21 2.04 1.37 11.46

ProDSP 1% 32.92 24.76 19.38 7.94 4.36 2.51 14.23
ProDSP (w/o user simulator LLM) 1% 32.34 23.92 17.45 7.19 3.78 2.49 13.39
ProDSP (w/o user feedback LLM) 1% 30.34 22.51 18.33 7.92 3.65 2.40 13.01

ProDSP 10% 43.57 36.23 23.61 9.93 5.82 3.17 21.53
ProDSP (w/o user simulator LLM) 10% 42.81 31.09 20.66 9.78 5.31 3.06 21.03
ProDSP (w/o user feedback LLM) 10% 41.63 33.92 21.74 8.79 4.47 2.52 20.63

DialoGPT-Joint (Liu et al., 2021) 100% 26.03 23.86 - 5.00 - - 15.09
BlenderBot-Joint (Liu et al., 2021) 100% 29.92 31.61 - 5.35 - - 15.46
MISC (Tu et al., 2022) 100% 31.61 - - 7.31 - 2.20 17.91
GLHG (Peng et al., 2022) 100% - - 19.66 7.57 3.74 2.13 16.37
MultiESC (Cheng et al., 2022) 100% 42.01 34.01 21.65 9.18 4.99 3.09 20.41

Table 1: Experimental results on the ESConv dataset. w/o user simulator LLM is trained without interactive setting
and train on corpus-based dialogue history, and w/o user feedback LLM removes the partition of GPT-4 simulation
from current reward score. The strategy planning is conducted on the future 3 turns, which performs the best when
k =3 .

5 Experiments416

5.1 Scenario 1: Emotional Support417

5.1.1 Experiment Setup418

Dataset. In this scenario, our research utilizes the419

ESConv dataset as described in (Liu et al., 2021).420

ESConv comprises 1,300 extensive dialogues, to-421

taling 38,350 utterances across various emotional422

support scenarios, which were developed using a423

crowdsourcing approach. The dataset encapsulates424

eight distinct types of support strategies.425

Baseline. We compare our method (ProDSP)426

with five state-of-the-art methods and a standard427

LLM-induced method on the ESConv dataset:428

DialoGPT-Joint, BlenderBot-Joint (Liu et al.,429

2021), MISC (Tu et al., 2022), GLHG (Peng et al.,430

2022) and MultiESC (Cheng et al., 2022). We also431

introduce Standard Prompting as the baseline432

model, which design the instruction to let LLMs to433

reply the previous dialogue history based on task434

description.435

Metrics. To evaluate the response generation,436

we employ the following automatic metrics: BLEU-437

1/2/3/4 (B-1/2/3/4) (Papineni et al., 2002), ROUGE-438

L (R-L) (Lin, 2004). For strategy planning, we439

adopt Accuracy and Weighted F1 for automatic440

evaluation on strategy planning.441

Implementation. We employ T5 (Raffel et al.,442

2020) as the fine-tuning model for strategy plan-443

ning and leverage GPT-3.5-turbo (OpenAI, 2021)444

as the specific LLM which generates response and445

user simulation. GPT-4 (Achiam et al., 2023) is446

utilized as the feedback that provides user rewards.447

5.1.2 Experimental Results 448

Comparison with Baselines. The efficacy of our 449

strategy planning approach is detailed in Table 1, 450

where the advantages of proactive strategy plan- 451

ning, through the anticipation of future support 452

strategies, are evident. Our method outperforms 453

all other models tested, showcasing superior per- 454

formance. Specifically, ProDSP demonstrates sig- 455

nificant improvements over baseline methods in 456

both Accuracy and Weighted F1 metrics. Notably, 457

when forecasting up to three future dialogue turns, 458

ProDSP exceeds the performance of the SOTA 459

strategy planning method, MultiESC, by margins 460

of 1.56% and 2.22% in Accuracy and Weighted 461

F1, respectively. This highlights the effectiveness 462

of our approach in leveraging anticipatory strategy 463

planning to enhance support strategy identification 464

and implementation. 465

On response generation task, ProDSP outper- 466

forms DialoGPT-Joint and BlenderBot-Joint by 467

2.94% and 2.59% in BLEU-2 (B-2) score respec- 468

tively, even when trained on just 1% of the data. 469

This achievement across other metrics as well in- 470

dicates the potential of LLMs to effectively grasp 471

context features with minimal training data. When 472

fine-tuned with 10% of the training data, ProDSP 473

outshines state-of-the-art (SOTA) methods across 474

most metrics. Specifically, it exceeds the perfor- 475

mance of the similar lookahead strategy planning 476

method, MultiESC, by 1.96% in BLEU-1 (B-1) 477

and 1.12% in ROUGE-L (R-L). These experimen- 478

tal outcomes affirm the robust in-context few-shot 479

learning capacity and the proficiency of our LLM- 480
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Model Training Data Strategy Planning Response Generation
F1↑ AUC↑ BLEU↓ BERTScore↓

Proactive (Deng et al., 2023b) - 13.7 50.9 3.9 2.9
ProCoT (Deng et al., 2023b) - 15.1 55.5 3.9 1.6

ProDSP 1% 22.1 56.3 10.5 12.0
ProDSP (w/o user simulator LLM) 1% 20.4 55.7 8.9 11.6
ProDSP (w/o user feedback LLM) 1% 19.8 53.1 8.2 9.7

ProDSP 10% 28.5 68.7 18.6 19.3
ProDSP (w/o user simulator LLM) 10% 19.8 67.2 15.7 19.5
ProDSP (w/o user feedback LLM) 10% 25.2 65.1 14.5 18.7

FeHED (Zhou et al., 2019) 100% 17.6 55.8 23.7 27.0
DIALOGRAPH (Cheng et al., 2022) 100% 26.1 68.1 24.7 28.1

Table 2: Experimental results on the CraigslistBargain dataset. w/o user simulator LLM is trained without interactive
setting and train on corpus-based dialogue history, and w/o user feedback LLM removes the partition of GPT-4
simulation from current reward score. The strategy planning is conducted on the future 3 turns, which performs the
best when k =3 .

based framework in generating effective supportive481

responses.482

Ablation Study. In our ablation study, we assess483

the impact of removing the lookahead feature and484

solely relying on the automatic R-L metric for the485

reward function in our methodology. The results,486

under both 1% and 10% training data configura-487

tions, exhibit a noticeable decline in performance488

without the lookahead component. This outcome489

unequivocally confirms the significance of these490

innovative elements in enhancing the method’s ef-491

fectiveness. Additionally, it was observed that492

ProDSP without the lookahead strategy (ProDSP493

(w/o user simulator LLM)) underperforms com-494

pared to ProDSP without user feedback (ProDSP495

(w/o user feedback LLM)) across the board. This496

discrepancy can be attributed to the fact that user497

feedback is integrated into the reward function with498

a specific weighting, whereas the lookahead heuris-499

tic plays a more pivotal role in the efficient genera-500

tion of supportive responses.501

5.2 Scenario 2: Bargain Negotiation502

5.2.1 Experiment Setup503

Dataset. In this scenario, our experiment is con-504

ducted on CraigslistBargain dataset (He et al.,505

2018). The dataset was created in a bargain ne-506

gotiation setting, where the buyer and the seller507

negotiate the price of an item on sale, containing508

11 negotiation strategies and 3466 cases.509

Baseline. We compare several fine-tuned state-510

of-the-art (SOTA) baselines for negotiation dia-511

logues, including FeHED (Zhou et al., 2019), and 512

DIALOGRAPH (Joshi et al., 2021). In this task, 513

we compare our method with two prompt-based 514

LLM-enhanced method (with ChatGPT) Proac- 515

tive and ProCoT proposed in (Deng et al., 2023b), 516

which augments LLMs with the goal planning ca- 517

pability over descriptive reasoning chains. 518

Metrics. To evaluate the response generation, 519

we employ BLEU and BERTScore as automatic 520

metrics which is applied in (Deng et al., 2023b).We 521

evaluate strategy prediction performance along 522

with response generation quality, to assess strat- 523

egy tracking. For strategy planning, we adopt F1 524

and AUC for automatic evaluation on strategy 525

planning. 526

Implementation. We also employ T5 (Raffel 527

et al., 2020) as the fine-tuning model for negotia- 528

tion strategy planning and leverage GPT-3.5-turbo 529

(OpenAI, 2021) as the specific LLM which gener- 530

ates response and user simulation, which represents 531

buyer and seller. GPT-4 (Achiam et al., 2023) is uti- 532

lized as the AI feedback that provides user reward 533

scores. 534

5.2.2 Experimental Results 535

Comparison with Baselines. The efficacy of our 536

strategy planning approach on negotiation task is 537

detailed in Table 2. We first compare the effective- 538

ness of strategy planning and response generation 539

ability with prompt-based LLM-enhanced method 540

Proactive (Deng et al., 2023b) and ProCoT (Deng 541

et al., 2023b). These two methods are claimed 542

to be attampts of LLM-empowered methods for 543
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proactive dialogue systems by instructing LLMs544

with certain goal-oriented prompts. The experimen-545

tal results in Table 2 has obviously demonstrated546

the difficulties for prompt-based models gaining547

planning and decision-making abilities, which also548

explaines the strength of our online RL framework549

with is conducted over a small fine-tuning policy550

model with the enhancement of frozen LLMs.551

Besides, we also conduct comparision over sev-552

eral SOTA baselines in negotiation task, which in-553

corporates 100% data during training procedures.554

As shown in Table 2, ProDSP has outperformed555

DIALOGRAPH on strategy planning F1 and AUC556

score with 2.4% and 0.6% respectively with only557

10% training data involved, illustrating the low-558

resource demand and high efficiency of our pro-559

posed method. However, we noticed the decrease560

of fluency of the generated responses from ProDSP561

than FeHED and DIALOGRAPH. One reasonable562

explaination is the partation of training dataset in-563

volved for the LLMs to learn the expression from564

original corpus.565

Ablation Study. In the ablation study on the ne-566

gotiation task, we evaluated the effects of removing567

the long-term planning mode and the GPT-4-based568

reward collectors from our methodology.Based on569

both 1% and 10% training data configurations, re-570

veal a significant drop in performance in the ab-571

sence of the lookahead component. This result572

clearly underscores the importance of these innova-573

tive features in boosting the method’s effectiveness.574

Moreover, it was found that ProDSP without online575

training (ProDSP (w/o user simulator LLM)) per-576

forms worse than ProDSP without user feedback577

(ProDSP (w/o user feedback LLM)) in all scenar-578

ios. This performance gap can be explained by the579

integration of user feedback into the reward func-580

tion with a specific weighting, while the interactive581

setting is more crucial for the efficient generation582

of goal-oriented responses.583

6 Conclusion584

In conclusion, this paper introduces a proactive585

dialogue strategy planning (ProDSP) method de-586

signed to address the inherent limitations of ex-587

isting systems. Our approach leverages a small,588

supervised fine-tuning language model to antici-589

pate future strategy sequences, providing simula-590

tion hints that guide large language models (LLMs)591

in generating responses aligned with specific goals.592

This methodology is further refined through train-593

ing within an interactive environment, utilizing an 594

LLM-based user simulator to enhance the learning 595

process.To evaluate online user feedback, we em- 596

ploy a GPT-4-based user simulator that quantifies 597

goal-oriented rewards using multi-faceted metrics. 598

This sophisticated feedback mechanism ensures 599

that the responses generated by the model are both 600

relevant and effective in achieving the desired out- 601

comes. Through extensive experiments, we have 602

demonstrated that our model surpasses competitive 603

baselines in both strategy planning and dialogue 604

generation tasks, particularly in scenarios requiring 605

emotional support and negotiation. 606

Limitations 607

While our proposed method demonstrates compet- 608

itive outcomes in the emotional support conversa- 609

tion and negotiation tasks, there are still deficiency 610

about our proposed method. In our research, we 611

leverage LLMs as a tool for generating responses, 612

akin to a black-box utility, without delving into the 613

potential enhancements achievable through fine- 614

tuning with domain-specific expertise. This over- 615

sight suggests that incorporating expert knowledge 616

in emotional support into the fine-tuning process 617

of LLMs could yield even superior performance. 618

Furthermore, the novel evaluate protocols should 619

come along with the LLM-enhanced methods to 620

replace the corpus-based evaluation metrics. How- 621

ever, this paper follows the main-stream methods to 622

conduct comparison with SOTA approaches. Ad- 623

ditionally, this paper studies two classic task of 624

proactive dialogue, which is representative for the 625

challenging strategy planning procedure, while the 626

performance on other scenarios is uncertain. 627
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