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1 Extended Abstract

With the rise of powerful generative AI models such as GPT-4 and Stable Diffusion, and continued
progress in fields such as robotics and reinforcement learning, concerns have grown among both
experts and the public about giving AI too much power. Academic concerns have thus far centered on
threats in domains such as cybersecurity, biological weapons, disinformation, fraud, and hypothetical
rogue artificial general intelligence (AGI) [9, 2]. Despite these general concerns, there has been
relatively little attention given to specific recent developments from military and defense-industry
groups, which have already begun to deploy next-generation AI-guided Autonomous Weapon Systems
(AWS). Weapons falling under the AWS label have traditionally been either remotely operated (but
AI-assisted) or only autonomous within a very narrow scope. However, new fully autonomous
(unmanned) AWS in development remove or reduce the human role in the control and decision
making process, with the goal of removing humans from the active battlefield en mass. For example,
the Pentagon’s Replicator program for AI-based weapon “swarms” promises a drastic shift in warfare
towards highly autonomous and cooperative AI units within the next few years [10]. AWS can serve
many battlefield roles, although human-targeting lethal AWS (LAWS) have received most public
attention [23]. Many of these new advanced AI and machine learning (ML) weapons systems are
already seeing real-world deployment for the first time in the Ukraine War, and are being designed
for every branch of the military and by many nations [21, 10, 18].

We argue that there are fundamental issues caused by removing humans from the battlefield. Human
“boots-on-the-ground” can signify a commitment to following the rules of war, improve humanitarian
aspects of occupation, and most importantly maintain a human cost to war for aggressor nations that
prevents a state of endless war from being politically feasible [24]. We are concerned the recent
embrace of AWS by global militaries is leading to a future where wars are more frequent, with such
warfare having negative consequences for global stability even if AWS reduce civilian casualties
relative to human soldiers. This new model of AWS-centered warfare will be supported by an
increasing fusion of civilian and military AI research that will have devastating effects on research
and trust in our field.

Official statements make it clear that the direction of AWS development efforts both short- and
long-term is the removal of human soldiers from direct combat roles, to reduce casualties and increase
combat effectiveness [10, 18, 1]. While these goals are reasonable in isolation, a lack of public
attention and transparency around the rapid and increasing pace of AWS development and employment
risks humanity sleepwalking into an AWS arms race between global powers. We will see these risks
in the near future. China and Russia have given 2028-2030 as targets for major automatization of
their militaries to begin, while the USA is set to begin deployment sooner [21, 10, 13, 26].
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Given these priors, we argue that because highly capable AWS lower the human costs associated with
conflict initiation and escalation, they also create a large risk to global geopolitical stability. This
effect worsens the more capable AWS become, even if collateral damage decreases, and cannot be
solved by simply improving the ML systems involved– policy actions are needed.

In conflicts between powers with large disparities in military strength, invasion or intervention using
an AWS-heavy force is politically easier than with an all-human force, since there will be fewer
deaths on the aggressor side [17, 10]. However, reducing human casualties in a single conflict can be
outweighed if the number of conflicts that occur increases. Indeed, the past century suggests that when
dominance in a new military technology leads to regional or global hegemony, this does not always
translate to greater stability, and can actually increase lower intensity conflicts and terrorism [3, 7, 11].
AWS-heavy armies with minimal human battlefield presence may lead to a rise in terrorism, attacks
on civilians, and other methods extending beyond the traditional battlefield [15]. These abhorrent
methods provide a way for less powerful nations who lack AWS to deter or retaliate against nations
deploying AWS-heavy forces despite their inability to do so through battlefield casualties [17].

Beyond the impacts AWS have on global stability, the importance of AWS for warfare will likely
lead to major negative impacts on civilian AI research. AWS will become a revolutionary military
technology, as did nuclear weapons, mechanized warfare, and others historically, but with important
differences in the ease of AWS proliferation and impact on civilian technology development [22,
12, 16, 27]. Recent work by Schneider argues that the prevailing military logic—that hegemonic
power creates stability—can be highly erroneous when that power is based on technology that relies
on a scarce or controlled resource [20]. In the case of AWS, these key resources are AI experts
and knowledge, access to data, and semiconductor manufacturing—all of which have historically
been dominated by a handful of countries [5, 6, 14, 8, 4]. We will see a rise in export restrictions,
publication oversight and redaction, and knowledge compartmentalization in the field of AI as nations
attempt to retain these resources to their military advantage [2, 19, 25].

To reduce and prevent these outcomes, action by AI researchers, policymakers, and the public will be
needed. We propose several policies and actions to take in Table 1.
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Table 1: Overview of AWS issues raised and policy recommendations in this work.
TOPIC CHALLENGES RECOMMENDATIONS

Major
power
aggression

AWS replacement of human soldiers
makes war more domestically palat-
able. Defenders turn to asymmetric war-
fare/terrorism for deterrence.

Require significant human battlefield
presence, focus on human-AWS team-
ing over remote and fully autonomous
AWS-centered conflict.

Escalation Heavy use of AWS makes conflict initia-
tion easier between major powers, risks
AWS arms race.

International transparency about broad
capabilities, deployment disclosures for
AWS systems.

Transparency Lack of human presence means account-
ability in war is harder, war crimes and
battlefield under-performance less visi-
ble to leaders and the public.

Require detailed public reports on AWS
capabilities, deployments, and outcomes.
Embed oversight/watchdogs in AWS
command centers.

Proliferation Development and sale of AWS will be
widespread, global availability of AWS
is inevitable.

Avoid futile AI hardware/software re-
strictions.

Researcher
censorship

Military AI needs lead to censorship of
civilian research, reduced international
collaboration, monitoring and restriction
of researchers.

Universities, corporations, governments,
etc. establish norms on how much mil-
itary and civilian research should over-
lap.

Dual-use
AI tech

Many AI algorithms are innately dual-
use. Facial recognition, navigation,
robotics, etc. Military interest in civilian
research is likely to grow.

Improve university ethics oversight and
transparency for military-funded AI re-
search, and caution researchers against
efforts to weaponize AI.

Over-
regulation

Public backlash to AWS leads to calls for
more limitations on AI research gener-
ally, hurting international research com-
munity and academic norms.

Avoid restricting basic AI research, regu-
late explicit AWS research and military-
related datasets over general civilian
hardware and AI models.

Autonomy
levels

Public data on current AWS are often
vague on autonomy levels, definitions
of human-in-the-loop, may be more au-
tonomous in practice.

Require governments and AWS manu-
facturers to clarify the degree of auton-
omy of AWS. Set international standards
for allowed levels of autonomy.
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