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Abstract

Large language models (LLMs) have demon-
strated impressive performance and spurred nu-
merous Al applications, in which role-playing
agents (RPAs) are particularly popular, espe-
cially for fictional characters. The prerequisite
for these RPAs lies in the capability of LLMs
to understand characters from fictional works.
Previous efforts have evaluated this capability
via basic classification tasks or characteristic
imitation, failing to capture the nuanced char-
acter understanding with LLMs. In this paper,
we propose evaluating LLMs’ character under-
standing capability via the character profiling
task, i.e., summarizing character profiles from
corresponding materials, a widely adopted yet
understudied practice for RPA development.
Specifically, we construct the CROSS dataset
from literature experts and assess the generated
profiles by comparing ground truth references
and their applicability in downstream tasks.
Our experiments, which cover various sum-
marization methods and LLMs, have yielded
promising results. These results strongly vali-
date the character understanding capability of
LLMs. Resources of this paper will be released
upon publication.

1 Introduction

The recent progress in large language models
(LLMs) (OpenAl, 2023; Anthropic, 2024) has cat-
alyzed numerous Al applications, among which
role-playing agents (RPAs) have attracted a wide
range of audiences. RPAs are interactive Al
systems that simulate various personas for ap-
plications, including chatbots of fictional charac-
ters (Wang et al., 2023c), Al none player characters
in video games (Wang et al., 2023a), and digital
replicas of real humans (Gao et al., 2023a). In prac-
tice, LLMs are generally prompted with charac-
ter profiles to role-play fictional characters (Wang
et al., 2023b; Zhao et al., 2023), and these pro-
files are typically generated through the automatic

summarization of corresponding literature using ad-
vanced LLMs (Wang et al., 2023c; Li et al., 2023a).

Previous efforts have studied LLMs’ capabilities
of understanding characters from fictional works.
The research on character understanding mainly
concentrates on basic classification tasks, such as
character prediction (Brahman et al., 2021; Yu
et al., 2022; Li et al., 2023b) and personality pre-
diction (Yu et al., 2023), which aims at recognizing
characters or predicting their traits from given con-
texts correspondingly. Recently, the research focus
has shifted to character role-playing, primarily fo-
cusing on the imitation of characteristics such as
knowledge (Tang et al., 2024; Shen et al., 2023)
and linguistic style (Zhou et al., 2023; Wang et al.,
2023c). Hence, these tasks fail to capture the nu-
anced character understanding of LLMs.

In this paper, we systematically evaluate LLMs’
capability on the character profiling task, i.e.,
summarizing profiles for characters from fictional
works. For research, character profiling is indeed
the first task to explore the depth of LLMs’ char-
acter understanding via generation. This is more
challenging than previous classification tasks, con-
tributing to a more nuanced comprehension of how
LLMs understand the character. In practice, the
character profiles generated by LLMs have been
widely adopted for RPA development (Wang et al.,
2023c; Li et al., 2023a; Xu et al., 2024), and have
the potential to facilitate human understanding of
characters, but their effectiveness remains signifi-
cantly understudied. Our work in this paper aims to
evaluate LLMs’ performance on character profiling,
of which the challenges mainly include the absence
of high-quality datasets and evaluation protocols.

To address these challenges, we construct the
CROSS (Character Profiles from SuperSummary)
dataset for character profiling, and propose two
tasks to evaluate the generated profiles. The
CROSS dataset is sourced from SuperSummary ', a
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Profile of Harry Potter

Attributes: Harry Potter is an
English half-blood wizard, and
one of the most famous wizards
of modern times ......

Relationship: Harry Potter’s

______________________________

Motivation Recognition Task

Scenario: Towards the end of the book,
Harry decides to keep the Elder Wand's
true allegiance a secret.

Question: Why does Harry

Events: Harry begins attending
Hogwarts when he is 11. In his
[T—"|fourth year at Hogwarts, Harry
win the Triwizard Tournament

Personality: Harry is an
extremely brave, loyal, and
T*|selfless person. He possesses an
Character: ! instinctual, intuitive intelligence.
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A. He plans to use its power for personal gain.
B. To prevent future attempts by others to
claim its power and ensure it cannot be
used for evil again.
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D. He fears others will see him as weak if they
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Figure 1: An overview of character profiling with LLMs and the two evaluation tasks we proposed, including factual

consistency examination and motivation recognition.

platform providing summaries for books and char-
acters contributed by literature experts. Our eval-
uation distinguishes four essential dimensions for
character profiles: attributes, relationships, events,
and personality. We parse the character profiles
from SuperSummary into these dimensions by GPT-
4, as the ground truth references. Then, the gen-
erated profiles are evaluated in either an intrin-
sic or extrinsic way. The intrinsic evaluation di-
rectly employs Llama-3-70B (Al@Meta, 2024) to
compare the generated profiles with the references.
For extrinsic evaluation, we propose the Motiva-
tion Recognition task and measure whether the
generated profiles can support LLMs in this task,
i.e., identifying the motivations behind characters’
decision-making.

Our experiments cover various summarization
methods, including Hierarchical Merging, Incre-
mental Updating and Summarizing in One Go, im-
plemented on numerous LLMs. The results re-
veal that character profiles generated by LLMs are
satisfactory but leave space for further improve-
ment. This suggests the potential information loss
in RPAs built on these profiles. Additionally, the
results of Motivation Recognition demonstrate the
importance of each of the four dimensions for char-
acter profiles.

Our contributions are summarized as follows:
1) We present the first work to evaluate LLMs’
capability of character profiling and propose an

evaluation framework with detailed dimensions,
tasks and metrics. 2) We introduce CROSS, a
high-quality dataset valuable for character profil-
ing tasks, which is sourced from literature experts.
3) We conduct extensive experiments with different
summarization methods and LLMs and showcase
the promising effectiveness of using LLMs for char-
acter profiling.

2 Related Work

Character Role-Playing Recent advancements
in LL.Ms have significantly enhanced the capabil-
ities of role-playing agents (RPAs) across vari-
ous aspects. Currently, many role-playing tasks
require interactive Al systems to act as assigned
personas, including celebrities and fictional char-
acters. In these studies, researchers have utilized
various methods to develop RPAs, which can be
divided into three categories: /) Manual Construc-
tion (Chen et al., 2023; Zhou et al., 2023), which
employed book fans or professional annotators to
label information related to characters; 2) Online
Resource Collection (Shao et al., 2023; Tu et al.,
2024), which collects character profiles from online
resources, e.g., Wikipedia 2, and Baidu Baike ?;
3) Automatic Extraction (Li et al., 2023a; Zhao
et al., 2023), which utilizes LLMs to extract char-
acter dialogues from origin books or scripts. In this

Zhttps://en.wikipedia.org/wiki/Main_Page
3https://baike.baidu.com/
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paper, we explore the capabilities of LLMs in gen-
erating character profiles for RPAs construction.

Motivation Analysis & Character Understand-
ing Motivation is a fundamental concept, which
is shaped by personality traits and the immedi-
ate surroundings (Young, 1961; Atkinson, 1964;
Kleinginna Jr and Kleinginna, 1981). In narra-
tive texts, the motivation of a character can reveal
their inner traits and their relationship with the
external world. Thus, understanding the motiva-
tion of characters strongly aligns with the LLMs’
ability to comprehend characters. Previous studies
typically propose benchmarks in character iden-
tification (Chen and Choi, 2016; Brahman et al.,
2021; Sang et al., 2022; Yu et al., 2022), situated
personality prediction (Yu et al., 2023), question
answering (Kocisky et al., 2018; Anthropic, 2024).
Despite these efforts, prior research has not focused
on assessing a character’s motivation based on char-
acter profiles. To bridge this gap, we propose the
motivation recognition task. This task aims to di-
rectly evaluate whether LLMs can grasp a charac-
ter’s essence by identifying the motivations behind
each decision within a story.

3 Character Profiling Framework

3.1 Task Formulation

Character profiling aims to generate profiles
for fictional characters from corresponding lit-
erature. Given the input character name N
and the original content B of a fictional work,
the LLM should output the character profile P
which covers the core information about the
character.  Specifically, in this paper, P =
(Pattribute& Prelationships; Pevents; Ppersonality) is
structured in four dimensions, as detailed in Sec-
tion 3.2. An example of a character profile is pre-
sented in Figure 1.

3.2 Character Profile Dimensions

For a character, his/her profile should be highly
complex and multi-faceted, embodying diverse
information. Drawing inspiration from previous
studies and current developments in persona prod-
ucts (Zhao et al., 2023; Baichuan, 2023), we define
four main profile dimensions for LLMs to sum-
marize, which are commonly examined in literary
studies (Yu et al., 2023; Zhao et al., 2024; Shen
et al., 2023). Please refer to Appendix B for a
further comparison.

Attributes The basic attributes of a character
encompass gender, skills, talents, objectives, and
background.

Relationships A character’s interpersonal rela-
tionships are a vital aspect of their profile, which
are intimately connected to the character’s experi-
ences and their personality. Moreover, these rela-
tionships can serve as a foundation for constructing
fictional character relationship diagrams.

Events Events cover the experiences that charac-
ters have been part of or impacted by, marking a
critical profile dimension. Due to the complexity of
certain narratives, such as alternating timelines and
showcasing events from diverse worlds or differ-
ent perspectives, we require the model to rearrange
events and order them chronologically.

Personality Personality refers to the lasting set
of characteristics and behaviors that form an indi-
vidual’s unique way of adapting to life (American
Psychological Association, 2018). A well-rounded
character often exhibits a complex personality. It
can analyze a character’s personality through their
actions, choices, and interactions with others.

3.3 Summarization Methods

Book-length texts often comprise over 100,000 to-
kens, surpassing the context window limitations of
many current LLMs. As aresult, the primary frame-
work for long context processing involves segment-
ing books into manageable segments for LLMs,
followed by subsequent comprehensive processing.
As illustrated in Figure 2a and Figure 2b, we inherit
two methods for book summarization (Chang et al.,
2023), i.e., hierarchical merging and incremental
updating. Additionally, for models that can handle
long context windows, we explore the method of
summarizing in one go, as shown in Figure 2c.

Hierarchical Merging The hierarchical merg-
ing approach (Wu et al., 2021) employs a simple,
zero-shot prompt technique. It begins by summa-
rizing information from segments within a book,
generating the summaries at level 1. Then, sev-
eral summaries are combined to establish the initial
context at level 2. Subsequently, it merges the fol-
lowing summaries with context iteratively. The
merging process continues at the next level until a
final summary is generated.

Incremental Updating One major issue with hi-
erarchical methods lies in constructing summaries
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Figure 2: The three methods of long context processing for LLM-based character profiling.

at level 1. As shown in Figure 2a, the provided
text only contains novel content from the current
segment without any background information from
earlier segments. Thus, this absence of context may
increase the risk of misinterpreting information in
later segments.

In response, Chang et al. (2023) introduces in-
cremental updating. This method leverages back-
ground information from the preceding text to en-
hance summary quality. The process of incremental
updating consists of three phases: First, it starts by
summarizing the book’s opening segment. Then,
this summary is refined and updated by incorporat-
ing details from the following segments recursively.
Throughout this process, to ensure conciseness and
relevance, the summary is periodically condensed
to comply with a set pre-defined maximum length.
By following these steps, the method seeks to pro-
mote a more integrated and coherent comprehen-
sion of the entire text.

Summarizing in One Go Recent developments
in LLMs have introduced models capable of pro-
cessing over 100,000 tokens. For example, GPT-4-
Turbo (OpenAl, 2023) supports a context window
of up to 128,000 tokens. This advancement enables
us to explore a method for inputting the full con-
tent of a book into the model in one step. For this
investigation, we select books from our dataset that
contain fewer than 120,000 tokens.

4 Evaluation Protocol

4.1 Evaluation Tasks

Intrinsic Evaluation: Factual Consistency Ex-
amination (FCE) To generate character profiles

'In this paper, unless otherwise specified, we adopt the
version of GPT-4-Turbo-0125 throughout.

Character: Nora Stephens

Character Profile:

Attributes:Nora Stephens is a tall, thin, ambitious female
literary agent with dyed platinum blonde hair, known for her
pragmatic approach and dedication to her career. She has a
history of troubled. . .

Scenario:

Nora decides not to pursue a long-distance relationship with
Charlie after the summer ends.

Question: Why does Nora make the decision to part ways
with Charlie?

Options:

A. Because she fears long-distance relationships are doomed
to fail.

B. Because she believes she needs to focus on her personal
growth and independence.

C. Because she feels their goals and aspirations are no longer
aligned.

D. Because she worries that their frequent arguments are
harming her well-being.

Model Reasoning Output

Choice: "A",

Reason: Nora’s decision ... is primarily motivated by
her fear that long-distance relationships are doomed to fail.
Given her history of being dumped and her protective na-
ture due to her family’s past, Nora is likely cautious about
entering a relationship that has inherent challenges and
uncertainties. . .

Table 1: A toy example of MR task. A complete set of
data includes character name, character profile, scenario,
question, options, correct answer, and reason. The rea-
soning model is GPT-4-Turbo-0409 !.

from books, we implement the three methods pre-
viously described. Throughout the summarization
process, we require the model to produce four dis-
tinct sections, each detailing one dimension of a
character’s profile. An excellent profile should ac-
curately cover all the important information about
the character across these four dimensions. There-
fore, we evaluate factual consistency by comparing
the model-summarized profile with the reference
profile. The metrics for this examination are intro-



duced in Section 4.2.

Extrinsic Evaluation: Motivation Recognition
(MR) As shown in Table 1, to thoroughly evalu-
ate whether the summarized profiles enhance mod-
els’ understanding of a character’s essence, we in-
troduce a Motivation Recognition task for down-
stream evaluation. This task investigates if the char-
acter profiles generated by the model effectively
aid in comprehending the characters, particularly in
recognizing the motivations behind their decisions.

Given the input X = (N, P, D, Q, A), which
includes the character name /N, the character pro-
file P defined by four dimensions, the character’s
decision D, a question Q about the motivations
behind the decision, and a set of potential answer
A = {a;}}_, for Q, the LLMs should determine
the answer ) from A that correctly reflects the
character’s motivation. Details of MR dataset con-
struction are provided in Section 4.3.

4.2 Evaluation Metrics

Metric for FCE: Consistency Score As demon-
strated in a previous study (Goyal et al., 2022),
current reference-based automatic metrics like
ROUGE metric (Lin, 2004) exhibit a significantly
low correlation with human judgment for sum-
maries generated by GPT-3. Therefore, we adopt
the evaluation method used in recent research (Liu
etal., 2023; Gao et al., 2023b; Li et al., 2024), utiliz-
ing an LLM as an evaluator for improved alignment
with human perception and reduced cost. * Specif-
ically, we introduce Consistency Score, which is
the degree of factual consistency between the ref-
erence profiles and the summaries generated by
LLMs, evaluated by Llama-3-70B. We ask Llama-
3-70B to assign a score on a scale from 1 to 5,
reflecting the accuracy of the summaries in cap-
turing the essential factual details. A higher score
indicates a closer match to the factual content.

To evaluate the quality of the LLM evaluation,
we randomly select 50 samples for human evalu-
ation. We calculate the Pearson Correlation Co-
efficient (Cohen et al., 2009) between the consis-
tency score result of human annotators and Llama-
3-70B. The coefficient value of 0.752 with the
p-value = 4.3e—12 < 0.05 suggests that these
two set of results have a significant correlation.
This validates that the evaluation capabilities of

*The result of existing evaluation metrics is provided in
Appendix F.

Llama-3-70B for this task are comparable to those
of humans.

Metric for MR: Accuracy Multiple-choice ques-
tions can be easily evaluated by examining the
choice of models. We define Acc as the accuracy
across the entire question dataset.

4.3 CROSS Dataset Construction

Book Dataset To reduce the confounding effect
of book memorization on the results, we select
126 high-quality novels published in 2022 and
2023.5 For each novel, we concentrate solely on
its main character. We manually remove sections
not pertinent to the novel’s original content, such
as prefaces, acknowledgments, and author intro-
ductions. Additionally, we select 47 books within
CROSS containing fewer than 120,000 tokens for
the summarizing-in-one-go method.

Golden Character Profile Extraction The
golden character profiles are gathered from the
SuperSummary website, known for its high-quality
plot summaries and character analyses conducted
by literary experts. With permission from the
site, we utilize their book summaries, chapter sum-
maries, and character analyses. The original char-
acter analysis from SuperSummary lacks a stan-
dardized format and predefined profile dimensions.
Therefore, we utilize GPT-4 to reorganize the orig-
inal summaries.

Given the original plot summaries and charac-
ter analyses, we require the model to reconstruct
character profiles across four key dimensions while
ensuring no critical details are overlooked. To guar-
antee the quality of the reorganized profiles, two
annotators evaluate whether the reorganized pro-
files adequately retained the essential information
from the original text. The assessment reveals that
all results exhibit a high level of informational in-
tegrity and consistency, confirming the credibility
of the reorganized profiles.°

MR Dataset Construction Using resources from
the SuperSummary website, we develop motiva-
tion recognition questions for key characters in
CROSS. The process involves four main steps:
First, we utilize GPT-4 to generate several motiva-
tion recognition multiple-choice questions (MCQs)

>Details on the construction process and integrity verifi-
cation experiments of the CROSS dataset can be found in
Appendix C.

®The detail of human filtering is shown in Appendix E.1.



Summarization
Method

Summarization Model

Consistency Score MR

Attr Rela Even Pers Avg.

CROSS (Full dataset)

Mistral-7B-Instruct-v0.2 2.75 220 1.88 3.89 2.68 48.31

Mixtral-8x7B-MoE
vicuna-7b-v1.5-16k
vicuna-13b-v1.5-16k
Qwenl.5-7B-Chat
Qwen1.5-14B-Chat
Qwen1.5-72B-Chat
GPT-3.5-Turbo
GPT-4-Turbo

Incremental
Updating

Mistral-7B-Instruct-v0.2

Mixtral-8x7B-MoE
vicuna-7b-v1.5-16k
vicuna-13b-v1.5-16k
Qwen1.5-7B-Chat
Qwenl.5-14B-Chat
Qwen1.5-72B-Chat
GPT-3.5-Turbo

Hierarchical
Merging

275 258 228 4.02 291
244 172 145 3.17 220 42.70
279 222 176 356 2.58 46.29
235 198 1.58 3.75 2.42 4449
239 218 141 374 243 4742
333 271 245 4.08 3.14 52.36
349 257 195 395 2.99 49.44

329 287 217 390 3.06 51.69

GPT-4-Turbo 3.81 3.48 336 4.23 3.72 53.71

CROSS (Short subset)
Sum-in-One-Go GPT-4-Turbo 398 3.83 3.72 4.28 3.95 56.79
Claude3-Sonnet 3.81 332 3.57 4.11 3.70 61.11
Incremental GPT-4-Turbo 3.66 347 3.62 3.72 3.62 61.11
Hierarchical GPT-4-Turbo 366 3.62 338 4.09 3.69 51.85

Table 2: Results of different LLMs performance on character profiling and motivation recognition. The abbreviations
used in this table stand for the following terms: ‘Attr’ represents ‘Attributes’; ‘Rela’ stands for ‘Relationships’;
‘Even’ denotes ‘Events’; ‘Pers’ indicates ‘Personality’; ‘Avg.’ refers to the mean values for the scores across the
four dimensions. The best scores are bolded and the second best scores are underlined.

Profile Method Ablation Dimension Ace. % Std. %

Reference Profile

CRroOSS - 63.07 0.11

Generated Profile (GPT-4-Turbo)
- 57.75 0.32
Attr 5738 0.11
Rela 57.30  0.37
Incremental Even 48.54  0.32
Updating Pers 57.08  0.31
Attr&Rela 56.93 0.28
Attr&Rela&Even 42.62 0.56
Attr&Rela&Even&Pers 4090  0.73

Table 3: Results of Motivation Recognition Ablations
study. Ablation Dimension refers to omitted dimen-
sions in experiments.

and manually select the best top 10 examples. Sec-
ond, we identify a primary character from each of
the 126 books and formulate questions related to
them. Given the character’s name, chapter sum-
maries from the SuperSummary, and the 10 exam-
ples, GPT-4 is instructed to generate a set of mo-
tivation recognition multiple-choice questions in
a few-shot scenario. Each question is designed to
include a decision made by the character within

a specific scenario, offering four options, the cor-
rect answer, and justifications for the correctness
or incorrectness of each option. Through this pro-
cess, GPT-4 generates a total of 641 questions for
the 126 characters. Moreover, we find that some
questions can be easily answered using common-
sense knowledge or grammatical structure, Thus,
given a question and the correct answer, we ask
GPT-4 to provide three likely motivations behind
the decision in the question that differ from the cor-
rect answer. These options, meant to confuse, are
similar to the correct answer in sentence structure.
We replace the incorrect options generated in the
previous step with these three motivations.

To maintain the quality of MR questions, two
annotators are assigned to filter them, with Fleiss’s
k = 0.91 (Fleiss et al., 1981). According to the an-
notation results, 445 out of the 641 questions meet
the established criteria, guaranteeing the quality of
the MR questions dataset.’

"Further details are shown in Appendix E.



Error type Generated Profile Golden Profile
Benjamin’s relationships are complex and multi- Rask marries Helen Brevoort, a woman from an old-
Character - . ; . . ..
- . . faceted. He is married to Mildred, a woman of money New York family with a similarly reserved
Misidentification . )
delicate health and refined tastes - - - personality- - -
Relationshi Benjamin’s life takes a dramatic turn when he saves Benjamin’s role as a caregiver extends beyond his
Misidentifica tIi)on his grandson, Waldo, during an unexpected home family when he helps deliver Waldo Shenkman, his

birth

neighbor’s son, in a dramatic home birth- - -

Omission of
Key Information

Bobby Western’s relationships are complex, fea-
turing camaraderie with colleagues like Oiler and
Red, a controversial bond with his sister, and deep
connections with figures such as Heaven, Asher,
Granellen- - -

Bobby’s most significant relationships are with
his sister Alicia, who suffers from schizophrenia
and eventually dies by suicide, and his father, a
renowned physicist- - -

Avery continues her work, focusing on helping
clients like Marissa and Matthew Bishop navigate
their marital issues - - - Avery encounters various
challenges, including dealing with Skylar’s unex-
pected visit - - -

Matthew is orchestrating these events as part of a
revenge plot against Marissa and her affair partner,
Skip, whom Avery briefly dated. - - it’s orchestrated
by a pharmaceutical company, Acelia, seeking retri-
bution against Avery for whistleblowing - - -

Event
Misinterpretation

In the wake of Mildred’s death, Benjamin’s life takes
a turn towards solitude and reflection. He begins
to work on his autobiography with the help of Ida
Partenza, a young secretary- - -

Returning to New York, Rask realizes his wife’s
death has little impact on his life. He continues
investing but never replicates his earlier success, re-
turning to the solitary, dispassionate life- - -

Millie’s history with Enzo and her relationship with
Brock add complexity as she aids Wendy in escaping
Douglas’s control, accidentally killing Douglas in
the process- - -

Millie ends up shooting a man she believes to be
Douglas during a violent altercation, only to dis-
cover later that the man was actually Russell Si-
monds- - -

Character
Misinterpretation

Ava is introspective, self-aware, and morally driven,
with a strong desire for acceptance. She’s empathetic
but guarded, resourceful in adversity, and adept at
navigating complex social situations- - -

Ava is adept at manipulating situations to her ad-
vantage, portraying herself as vulnerable to deceive
others while secretly harboring a willingness to com-
mit fraud to achieve her goals- - -

June Hayward is introspective, ambitious, and some-
what cynical. She navigates her literary career with
determination and vulnerability, showing resilience
in the face of criticism and a deep appreciation for
her moments of success- - -

June Hayward is characterized by her intense jeal-
ousy, ambition, and insecurity. She is manipula-
tive, willing to betray close relationships and ethical
boundaries to achieve literary success- - -

Table 4:

A case study on common errors generated by models in the character profiling task.

5 Experiment Results

The important details of our experimental settings
are provided in Appendix A.

In the experiments, we wish to answer two re-
search questions: RQ1) Can LLMs generate char-
acter profiles from fictions precisely? RQ2) Can
LLMs recognize the character’s motivation for a
specific decision based on the character profile?

5.1 Can LLMs generate character profiles from
fictions precisely?

Experiment result in Table 2 shows that: /) LLMs
generally exhibit promising performance in gener-
ating character profiles from fictions. Among all
models, GPT-4 consistently outperforms other mod-
els across various methods, exhibiting the advanced
capability of LLMs to accurately summarize char-
acter profiles. 2) Despite GPT-4, larger and more
complex LLMs, such as Qwen1.5-72B-Chat, tend

to achieve higher consistency scores. 3) There are
variations in model performance across different
dimensions. For example, LLMs typically achieve
higher consistency scores in capturing personality
traits but are less effective at summarizing event-
related information.

Summarization Method Comparison We com-
pare the outcomes of the incremental and hierarchi-
cal methods across the full CROSS. For 47 books
containing fewer than 120,000 tokens in CROSS,
we include the summarizing-in-one-go method.
The results in Table 2 show that the summarizing-
in-one-go method achieves the highest consistency
scores in all dimensions, surpassing methods that
process content in segments. We believe this suc-
cess stems from processing the entire content of a
book at once, which maintains the narrative’s co-
herence and minimizes information loss. Addition-
ally, since character details are unevenly distributed



throughout a fiction, summarizing the text in one
step allows the model to focus more effectively on
the essential elements of the narrative.

The incremental updating method, while slightly
lagging in average consistency, performs better in
events than hierarchical summarizing. This perfor-
mance can be attributed to its iterative updating na-
ture, which allows the model to refine and update
its understanding as more information becomes
available or as errors are corrected in subsequent
passes. This finding aligns with those reported
by Chang et al. (2023), which indicate that book
summaries generated by the incremental method
surpass those produced by the hierarchical method
in terms of detail.

Error Analysis We conduct a case study to fur-
ther investigate why LLMs fail to generate the cor-
rect character profile. We define five types of er-
rors, i.e., 1) Character misidentification, which
occurs when characters are mistaken for one an-
other, leading to confusion about their actions or
roles. 2) Relationship Misidentification, an error
where the type of relationship between characters
is inaccurately represented. 3) Omission of Key
Information, a common error where the significant
relationships or events are overlooked while less
important information is described in excessive
detail. 4) Events Misinterpretation, events are in-
correctly interpreted, or earlier interpretations are
not adequately revised in light of subsequent rev-
elations. 5) Character Misinterpretation, where
the motives or traits of a character are incorrectly
summarized, resulting in a cognitive bias in the
understanding of a character’s overall image.

As shown in Table 4, a key finding is that the
model often becomes confused and generates illu-
sions when faced with complex narrative structures.
For example, in the book “Trust”, the character
Benjamin Rask is a figure in the novel “Bonds”
which is part of “Trust”. The prototype for Rask
is another character, Andrew Bevel, from “Trust”.
Due to frequent shifts in narrative perspective, the
model confuses Rask with Bevel, mistakenly at-
tributing Bevel’s traits to Rask. Another example
occurs in “The Housemaid’s Secret”, where the
model fails to understand the plot twist, which re-
sults in an incorrect final summary.

5.2 Can LLMs recognize the character’s
motivation for a specific decision?

Overall Performance As shown in Table 2, pro-
files generated by GPT-4 through incremental

method enable the model to achieve the highest
accuracy (57.75%), which is slightly lower than
that of the reference profiles (63.07%) shown in Ta-
ble 3, indicating the effectiveness of the generated
profiles in enhancing character comprehension.

Moreover, a strong positive correlation is ob-
served between the consistency scores and the MR
accuracy of the profiles summarized by the model.
This finding supports the validity of character pro-
filing, suggesting that accurate character profiles
help models better understand the motivations be-
hind a character’s behavior.

Among the three summarization methods, pro-
files from hierarchical merging exhibit relatively
low accuracy on the MR task. It is also found that
despite high scores in other dimensions, the con-
sistency score for the events obtained through the
hierarchical method is relatively low. This indi-
rectly suggests that the quality of events has a more
significant influence on the MR task.

Ablation Study on MR  As Table 3 demonstrates,
the results of the ablation experiments reveal that
each of the four dimensions within the profile con-
tributes to the downstream task. Among these, the
dimension of the event is the most critical. Exclud-
ing this dimension alone leads to a notable decrease
in accuracy (—9.21%). The rationale behind this
is that events contain substantial plot-related infor-
mation, which assists the model in grasping the
background knowledge pertinent to the characters’
decision-making processes. Additionally, events
integrate elements from the other dimensions, of-
fering a holistic depiction of character personas.
However, omitting the other dimensions has a less
pronounced impact. We also observe that reducing
the amount of information in the profile correlates
with greater variance in experimental outcomes,
suggesting that the model becomes less stable as it
processes less detailed profiles.

6 Conclusion

We introduce the first task for assessing the char-
acter profiling ability of large language models
(LLMs), using a dataset of 126 character profiles
from novels. Our evaluation, which includes the
Factual Consistency Examination and Motivation
Recognition, reveals that LLMs generally perform
well. However, even the most advanced models oc-
casionally generate hallucinations and errors, par-
ticularly with complex narratives, highlighting the
need for further improvement.



Limitations

In this paper, we only explore four common di-
mensions for character profiles, thus leaving other
potential dimensions unexplored. This limitation
suggests that future work could expand the scope to
include a wider range of dimensions and investigate
their effects on downstream tasks.

Another limitation of our work stems from po-
tential biases in the evaluation process. Despite
selecting highly contemporaneous data to prevent
data leakage, it is still possible that some models
might have been trained on these specific books.
Besides, the evaluation metrics used in this paper
rely on the evaluator LLMs, potentially compro-
mising the accuracy of the results due to errors
inherent in these models, which could result in a
biased estimation of profile consistency. Moreover,
while we test the three most popular summarization
methods, we acknowledge that there is potential
for improvement in the design of these methods
to maximize the character profiling capabilities of
LLM:s.

Ethics Statement

We acknowledge that all authors are informed
about and adhere to the ACL Code of Ethics and
the Code of Conduct.

Use of Human Annotations Our institution re-
cruit annotators to implement the annotations of
motivation recognition dataset construction. We
ensure the privacy rights of the annotators are re-
spected during the annotation process. The anno-
tators receive compensation exceeding the local
minimum wage and have consented to the use of
motivation recognition data processed by them for
research purposes. Appendix E provides further
details on the annotations.

Risks The CROSS dataset in our experiment are
sourced from publicly available sources. However,
we cannot guarantee that they are devoid of socially
harmful or toxic language. Furthermore, evaluating
the data quality of motivation recognition dataset is
based on common sense, which can vary among in-
dividuals from diverse backgrounds. We use Chat-
GPT (OpenAl, 2022) to correct grammatical errors
in this paper.
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A Experimental Setting

Models for Summarization For the incremental
and hierarchical method, we experiment with the
following LLMs: Mistral-7B-Instruct-v0.2 (Jiang
et al.,, 2023), Mixtral-8x7B-MoE (Jiang et al.,
2024), Qwenl.5-7B-Chat, Qwenl.5-14B-Chat,
Qwenl.5-72B-Chat (Bai et al., 2023), vicuna-
7b-v1.5-16k, vicuna-13b-v1.5-16k (Zheng et al.,
2024), GPT-3.5-Turbo-0125 and GPT-4-Turbo-
0125. We set the chunk size to 3000 tokens for
all methods. We require that the complete profile
generated by the model contain no more than 1200
words. For the summarizing-in-one-go method,
we experiment with the GPT-4-Turbo-0125 and
Claude-3-Sonnet (Anthropic, 2024). For all these
models, we all adopt the origin model and official
instruction formats. The temperature of all these
models are set to 0 in our experiments.

MR Task Setting We assess the quality of pro-
files summarized under different models and meth-
ods through the accuracy rate on MR tasks. We
uniformly employ GPT-4-Turbo-0409 as the rea-
soning model for this specific task.

Dimension Ablation Study To further explore
the impact of different dimensions of character in-
formation on the MR task, we conduct an analysis
through ablation experiments as shown in Table 3,
using character profiles summarized via the incre-
mental method with GPT-4. Each experiment is
repeated three times, and we report the average and
standard deviation of the results.

B Profiling v.s. Other Character Centric
Summaries

B.1 Dimension

Some previous work also summarizes certain in-
formation about characters from books or scripts.
However, these studies concerning character un-
derstanding focus on one specific aspect of char-
acter, such as role (Stammbach et al., 2022), rela-
tionship (Zhao et al., 2024), personality (Yu et al.,
2023), mental states (Yu et al., 2022). Further-
more, although these studies offer valuable insights
into character understanding, this focused approach
may not capture the multifaceted nature of char-
acter.Although recent RPA works have managed
to summarize character information in a multi-
dimensional approach, including attributes, appear-
ance, relationship, storyline etc (Zhao et al., 2023;
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Li et al., 2023a; Wang et al., 2023c), there is a lack
of systematic assessment of the quality of these
summaries.

B.2 Evaluation

Our evaluation framework of character profiling
covers a wide range of information related to char-
acters, helping to understand characters from vari-
ous dimensions. Although we explicitly requested
models to consider four dimensions, many dimen-
sions of information are included in our frame-
work or can be easily derived from the summa-
rized profile. Specifically, in contrast to key mental
states (Yu et al., 2022), our framework inherently
encompasses critical mental information, For exam-
ple, a character’s objectives, part of their attributes
profile defined in Section 3.2, reflect their desires
and intentions. Key emotions and beliefs are often
revealed through their reactions and behaviors in
the events profile. Our work also includes factual
details, like relationships with other characters and
interactions with the external world.

B.3 Application

We believe that the extensive character summary
can provide necessary and valuable information for
various downstream applications, e.g. chatbots of
fictional characters (Chen et al., 2023), interactive
narratives (Zhao et al., 2023), and study guides
for human readers. However, since we prompt the
model to limit the total word count of the entire
profile, some dimensions may be more concise and
not as detailed as summaries that focus solely on
that dimension.

C CRroSS Dataset

C.1 Dataset Construction

We select 126 books to construct our dataset. For
each book, we collect the book’s epub format and
transform it into TXT format, and then process the
texts into chunks of content with the required chunk
size. All 126 books are fictional novels with an av-
erage token count of 134412. Among these books,
47 books are less than 120k tokens in length, and
the average token count of these books is 101885.

In order to minimize the potential for data leak-
age, we exclusively restrict our book selection to
those published within the years 2022 and 2023.
Additionally, we ensure that the selected books are
either not sequels or, if they are sequels, can be



regarded as independent works. Our selection fo-
cuses on works of fiction, specifically excluding
biographical novels and other works based on real
historical figures.

For the evaluation of our work, we obtain per-
mission from the developer of the SuperSummary
website to use the summaries and character anal-
yses of these books written by experts. All book
summaries and character analyses are intended for
academic research, and to protect the copyright
of the website developers, we will not release the
original summaries.

C.2 Integrity Verification of CROSS dataset

To confirm that our datasets and task genuinely
evaluate understanding capability rather than sim-
ply testing the recovery of LLM training data, we
design experiments to show that data leakage is not
a significant concern with our dataset. In the fol-
lowing four datasets, all profiles are generated by
GPT-4 through the incremental updating method.

For Publication Years We count the number of
books in CROSS dataset published in the years
2022 and 2023, and their average consistency
scores are shown in Table 5. The average con-
sistency scores of the books from 2022 and 2023
are very close (3.60 vs 3.62).

For Different Sales Volumes We collect the col-
lections tag in SuperSummary for books in CROSS
dataset. The results of books in the “New York
Times Best Sellers” collection and those are not are
shown in Table 6. These two consistency scores
are also very close (3.58 v.s. 3.60). The two ex-
periments above demonstrate that within CROSS
dataset, publication year and sales volume do not
significantly affect task performance. Furthermore,
we collect a small set of highly canonized texts for
comparison with our dataset.

For Classic Works in the 20th Century We
gather the top 10 books (excluding series) from
the “Best Books of the 20th Century” list on the
goodreads® website. This collection includes well-
known classics like “The Little Prince”, “1984”,
and “One Hundred Years of Solitude”. The results
of this set are shown in Table 7, where the con-
sistency score is much higher than that of CROSS
dataset. This finding suggests that our selection
of data effectively reduces the impact of data leak-
age compared with choosing classic works. We

8https://www.goodreads.com/
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Consistency Score

Year Count

Attr Rela Even Pers Avg.
2022 93 370 323 371 375 3.60
2023 33 379 327 321 421 3.62

Table 5: Results of character profiling on books pub-
lished in different year.

Consist S
Bestseller Count onsistency Score

Attr Rela Even Pers Avg.

3.67 328 344 391 3.58
375 322 3.65 3.86 3.62

Yes
No

43
83

Table 6: Results of character profiling on books in “New
York Times Best Sellers” collection in SuperSummary
and those are not.

believe that high performance is due to the accu-
mulation of time. The training set contains a large
number of related corpora, such as Wikipedia en-
tries, literary analyses, fan creations, etc., which
deepen the model’s understanding of these books
and characters.

For Books Over Last Ten Years In order to test
the impact of publication year on task performance
in more recent books, we collect books from the
“Best Books in {#the year}” list on the goodreads
website. We gather five books each year for the last
ten years. The results of the average consistency
score over different years are shown in Figure 3,
and the detailed score on different dimensions is
shown in Table 8. We conduct a Spearman Rank
Correlation Coefficient Test(Spearman, 1961) on
this set. The coefficient of —0.037 with p-value of
0.799 (>0.05) indicates no significant correlation
between the year of publication and the average
consistency score over these 50 samples. This re-
sult suggests that even though the texts of books
from a few years ago may well have been trained
by the model, there are not enough related corpora
to allow the model to perform well on this task
solely based on memory.

Based on the above analysis, we reasonably spec-
ulate that, at least for the next few years, our dataset
will remain effective for updated LLMs. Moreover,
this work does not only focus on the dataset itself
but, importantly, on a feasible framework designed
to continually update and expand this dataset. Fur-
thermore, we will keep updating the dataset and
evaluating the performance of new LLMs in our
future works.



Consistency Score

Count Attr Rela Even Pers

Avg.

Best Books of the 20th century
47 41 42 48 445
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Table 7: Results of character profiling on 10 books in
“Best Books of the 20th Century” list in goodreads .

Consistency Score

Year Count

Attr Rela Even Pers Avg.
2023 5 34 38 32 42 365
2022 5 42 32 3.6 44 3385
2021 5 40 34 36 42 380
2020 5 44 40 3.8 44 415
2019 5 40 38 40 46 410
2018 5 38 36 40 3.8 3.80
2017 5 34 44 32 42 380
2016 5 44 36 40 40 4.00
2015 5 40 36 34 40 375
2014 5 40 28 38 40 3.65

Table 8: Results of character profiling on books in “Best
Books in {#the year}” list in goodreads.

D Detailed Information of
Summarization Method

Given a book B with length L, for chunk-
based method, we split B into independent chunk
c1,¢2, -, crp o) With chunk size C' = 3000. We
fix the context window W = 8096 and the maxi-
mum summary length M = 1200.

D.1 Incremental Updating

The progress of incremental updating is listed as
follows:

Step 1: Given the first chunk c;, the model out-
puts the initial summary s;.

Step 2: Given the chunk content co, and the sum-
mary s1, the model outputs summary so which
contains content of the first two chunk.

e The summary is iteratively updated within the
next chunk through step 2 until the final summary
S$[1/c s obtained.

If the summary exceeds M in these steps, the
model is required to compress the summary into
the required length.

D.2 Hierarchical Merging
The progress of hierarchical merging is listed as

follows:

* Step I: Given the chunks c¢1, 2, -+, ¢, /¢, the
model outputs the level 1 summaries for each
chunk.
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Figure 3: Average Consistency Score of books in “Best
Books in {#the year}” list in goodreads in different
years.

* Step 2: Merge as many consecutive level 1 sum-
maries as possible with the limit that the total
length of the summaries and the prompt is less
than W. Given these summaries, the model out-
puts the first level 2 summary, which serves as
the context for next merging.

Step 3: Merge as many remaining level 1 sum-
maries as possible with the limit that the total
length of these summaries and the prompt and
the context is less than V. Given this content, the
model outputs the next level 2 summary, which
also serves as the context for next merging. This
process is iteratively conducted within the re-
maining summaries.

Merge the level 2 summaries by repeating steps
2 and 3 until a final summary is obtained.

D.3 Summarizing in One Go

We first ensure the total length of the selected book
and the summarizing prompt is less than the con-
text window limit of GPT-4 and Claude-3-Sonnet.
Given the whole content of the book, the model
outputs the final summary at once.

E Manual Annotation

We invite two native English-speaking college stu-
dents as human annotators for manual evaluation
in our work. These annotators receive compensa-
tion exceeding the local minimum wage. They also
have consented to the use of motivation recognition
data filtered by them for research purposes.

E.1 Reference Profile Examination

To examine the correctness of the character profile
parsed by GPT-4 from the original book summary
and character analysis, we employ two annotators



to check the consistency between the reorganized
profile and the original content. The annotators are
given the origin plot summary, character analysis,
and reorganized character profile. Then they are
required to determine whether the reorganized pro-
file is consistent with the original information. The
two annotators’ result shows that the profiles of all
samples in CROSS dataset do not contain plot in-
consistencies and misjudgments of the character’s
traits. This result indicates that the quality of the
profile can be used as a golden profile.

E.2 Manual Evaluation

In order to examine the quality of Llama-3-70B
evaluator result, we sample 50 pieces in our dataset
and invite two annotators to evaluate the generated
profile in consistency score. We provide the an-
notators and Llama-3-70B with the same scoring
prompt. For the metric consistency score, the Pear-
son Correlation Coefficient between the average
human result and Llama-3-70B scoring is 0.752
with p-value 4.3e—12. The p-value < 0.05
demonstrates that these two sets of results have a
significant correlation. The coefficient result in-
dicates that the Llama-3-70B evaluation ability is
comparable with human annotators on the assess-
ing character profile.

E.3 Motivation Recognition MCQs filtering

To ensure the quality of the MR question dataset,
we employ two annotators for conducting manual
filtering. The annotators are provided with refer-
ence character profiles, generated questions, and
the following criteria:

* The decision must be made by the selected
character. Each question must feature a decision
and the scenario, with the focus character as the
decision-maker.

* Questions should ask directly or indirectly
about the character’s motivation for making
the decision. Each question must directly or
indirectly inquire about the character’s motiva-
tion for making their decision, avoiding irrelevant
information.

* The decision must be meaningful within the
story context. The decision in the question
must contribute meaningfully to the storyline. It
should reflect a conscious choice by the character
that holds importance in the narrative, rather than
representing a mundane or routine decision.
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Init Feedback (Incremental)
If there is no information about character {} in the beginning
part of a story, just output ‘None’ in each section. Do not
apologize. Just output in the required format.

Init Feedback (Hierachical)
If there is no information about character { } in this part of the
story, just output ‘None’ in each section. Do not apologize.
Just output in the required format.

Update Feedback (Incremental)
If there is no information about character {} in this excerpt,
just output the origin summary of the character {} of the
story up until this point. Do not apologize. Just output in the
required format.

Table 9: The additional prompt for the GPT-4 model.

¢ Leaking questions is prohibited. Scenarios and
questions must not include the motivation behind
the characters’ decisions.

We require the annotators to determine if the
question meets the criteria. By filtering the dataset,
we finally get 445 high-quality motivation recog-
nition multiple-choice questions with Fleiss’s k =
0.91. We also adjust the arrangement of the options
to ensure a fair distribution of correct answers.

F Traditional Metrics on Generated
Profiles

In our evaluation protocol, traditional met-
rics for text summarization like ROUGE(Lin,
2004), BLEU(Papineni et al., 2002), and
BERTScore(Zhang et al., 2019) are not used be-
cause they have been shown to be unreliable for
measuring summary quality of GPT-3 generated
summaries compared to human evaluations(Goyal
et al., 2022). However, to provide a comprehensive
perspective, we present the results of these three
traditional metrics in Table 10 and Table 11 for
reference.

G Prompts

For summarization, we mainly adopt the prompt
structure from Chang et al. (2023).

G.1 Summarizing in One Go

In our experiment, we have found that the long-
context capabilities of Claude-3-Sonnet are lim-
ited. Consequently, the model occasionally forgets
the instructions and generates a simplistic sum-
mary instead of organizing the output into four
distinct sections when the task prompt precedes
the novel’s content. Therefore, we choose to put



Summarization .. ROUGE-L % BLEU %
Method Summarization Model

Attr Rela Even Pers Avg. Attr Rela Even Pers Avg.

CROSS (Full dataset)
Mistral-7B-Instruct-v0.2 25.35 25.87 20.98 19.20 22.85 7.16 5.11 274 215 429
Mixtral-8x7B-MoE 2497 2596 20.14 19.78 2271 729 536 3.05 379 4.87
vicuna-7b-v1.5-16k 28.23 25.63 2045 2321 2438 852 482 213 420 492
Incremental vicuna-13b-v1.5-16k 29.14 26.72 21.66 21.05 24.64 9.03 531 291 3.19 5.11
Updating Qwenl.5-7B-Chat 23.47 2427 20.90 2441 2326 582 437 259 4.87 441
Qwenl.5-14B-Chat 25.40 23.47 19.16 2456 23.15 7.78 4.82 151 436 4.62
Qwen1.5-72B-Chat 29.23 2799 21.34 2697 2638 9.58 7.06 2.60 6.64 647
GPT-3.5-Turbo 29.40 26.43 21.78 23.46 2527 9.25 553 359 498 584
GPT-4-Turbo 30.90 28.24 2295 26.57 27.17 9.65 698 374 5.66 6.51
Mistral-7B-Instruct-v0.2 26.62 25.55 21.70 21.96 2396 7.14 579 342 329 4091
Mixtral-8x7B-MoE 26.66 26.77 23.44 20.78 24.41 744 575 391 329 5.10
vicuna-7b-v1.5-16k 26.56 24.74 20.02 21.48 2320 622 382 1.83 343 3.83
Hierarchical vicuna-13b-v1.5-16k 27.00 26.19 20.96 21.34 23.87 7.74 452 234 327 447
Merging Qwen1.5-7B-Chat 26.10 27.15 2091 26.31 25.12 6.76 586 227 593 5.21
Qwenl.5-14B-Chat 26.17 25.81 20.90 25.30 24.55 8.11 599 1.68 519 524
Qwen1.5-72B-Chat 30.50 29.60 25.27 27.57 28.24 10.58 8.05 4.76 7.75 1.79
GPT-3.5-Turbo 31.63 27.92 22.31 28.52 27.60 1091 6.97 3.52 8.75 7.54
GPT-4-Turbo 32.03 29.92 26.16 30.20 29.58 12.18 10.33 6.10 9.26 9.47

CROSS (Short subset)
Sum-in-One-Go GPT-4-Turbo 35.07 36.34 29.04 33.54 33.50 14.45 14.39 5.83 11.81 11.62
Claude3-Sonnet 30.50 29.60 25.27 27.57 28.24 10.58 8.05 4.76 7.75 7.79
Incremental GPT-4-Turbo 31.91 29.52 22.59 26.68 27.68 10.79 7.73 334 542 6.82
Hierarchical GPT-4-Turbo 32.69 30.80 26.09 30.25 29.96 12.52 11.25 5.88 9.52 9.79

Table 10: Metric ROUGE-L and BLEU of different LLMs performance on character profiling. The best scores are

bolded and the second best scores are underlined.

the task prompt after the content of the novel. The
prompts for summarizing-in-one-go method can be
found in Table 12.

G.2 Incremental Updating

The prompts for incremental updating can be found
in Table 13.

We have found that the GPT-4 model will pro-
vide an apology if there is no information available
about the designated character in the current ex-
cerpt, instead of outputting in the required format.
So we add an additional prompt for the GPT-4
model and regenerate, if the response starts with
apology. The feedback prompt can be found in
Table 9.

G.3 Hierarchical Summarizing

Likewise, we add a feedback prompt for the GPT-4
model if the response starts with an apology. The
prompts for hierarchical summarizing can be found
in Table 14.

G.4 Factual Consistency Examination

For evaluation, we mainly adopt the prompt struc-
ture from Liu et al. (2023). The prompt template is
shown in Table 15.
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G.5 Motivation Recognition

The prompt template of MR task is shown in Table
16.



izati BertScore %
Summarization Summarization Model 7

Method Attr Rela Even Pers Avg.
CROSS (Full dataset)

Mistral-7B-Instruct-v0.2 87.43 88.01 84.84 86.29 87.06

Mixtral-8x7B-MoE 87.34 85.43 7598 77.67 81.61

vicuna-7b-v1.5-16k 87.57 87.72 84.71 85.77 86.44

Incremental vicuna-13b-v1.5-16k 87.62 87.61 84.72 83.20 85.79

Updatin Qwenl.5-7B-Chat 87.19 87.77 85.18 88.08 87.06

pdating Qwen1.5-14B-Chat 87.78 88.03 85.21 88.83 87.46

Qwen1.5-72B-Chat 88.63 88.93 85.36 89.19 88.03

GPT-3.5-Turbo 88.32 88.24 85.35 88.23 87.54

GPT-4-Turbo 88.71 88.7 85.86 88.89 88.04

Mistral-7B-Instruct-v0.2 87.79 88.15 83.92 87.13 86.75

Mixtral-8x7B-MoE 87.54 87.51 84.81 86.12 86.50

vicuna-7b-v1.5-16k 86.14 86.42 84.37 85.31 85.56

Hierarchical vicuna-13b-v1.5-16k 87.22 87.42 8491 86.15 86.43

Merging Qwenl.5-7B-Chat 87.66 88.27 85.37 88.37 87.42

Qwenl.5-14B-Chat 88.47 88.62 85.95 88.76 87.95
Qwen1.5-72B-Chat 88.97 89.24 86.63 89.23 88.52

GPT-3.5-Turbo 89.13 89.31 85.81 89.57 88.46
GPT-4-Turbo 89.31 89.60 86.82 89.86 88.90

CROSS (Short subset)
Sum-in-One-Go GPT-4-Turbo 90.05 90.69 87.68 90.56 89.75
Claude3-Sonnet 88.97 89.24 86.63 89.23 88.52
Incremental GPT-4-Turbo 89.00 88.81 85.80 88.72 88.08
Hierarchical GPT-4-Turbo 89.33 89.89 86.86 89.80 88.97

Table 11: Metric BERTScore of different LLMs performance on character profiling . The best scores are bolded
and the second best scores are underlined.
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/* Data */
Below is the content of the novel:

{}

/* Task prompt */

You are a character persona extraction assistant. Your task is to write a summary for the character {} in this novel. You
must briefly introduce characters, places, and other major elements if they are being mentioned for the first time in the
summary. The story may feature non-linear narratives, flashbacks, switches between alternate worlds or viewpoints, etc.
Therefore, you should organize the summary so it presents a consistent and chronological narrative. The summary must
be within {} words and could include multiple paragraphs.

/* Output Format */

Output your summary in four specific sections, using the following titles as paragraph headers:

Attributes: // Briefly identify the character’s gender, skill, talents, objectives, and background within {} words.
Relationships: // Briefly describe the character’s relationships with other characters within {} words.

Events: // Organize the main events the character experiences or is involved in chronological order within {} words.
Personality: // Briefly identify the character’s personality within {} words.

Ensure that each section explicitly starts with the specified title, followed by the content and that there is a clear separation
(a newline) between each section.

Summary:
Attributes:
Margot Davies is a determined and skilled female reporter with...

Relationships:
Margot has a close and loving relationship with her uncle...

Events:
Margot returns to her hometown of Wakarusa to care for her ailing uncle...

Personality:
Margot is tenacious, intelligent, and compassionate....

Table 12: Prompt templates for summarizing-in-one-go method. Generated texts by a LLM are highlighted.
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I: Init
/* Data */
Below is the beginning part of a story:

{}

/* Task prompt */

We are going over segments of a story sequentially to gradually update one comprehensive summary of the character {}.
Write a summary for the excerpt provided above, make sure to include vital information related to gender, skills, talents,
objectives, background, relationships, key events, and personality of this character. You must briefly introduce characters,
places, and other major elements if they are being mentioned for the first time in the summary. The story may feature
non-linear narratives, flashbacks, switches between alternate worlds or viewpoints, etc. Therefore, you should organize
the summary so it presents a consistent and chronological narrative. Despite this step-by-step process of updating the
summary, you need to create a summary that seems as though it is written in one go. The summary must be within { }
words and could include multiple paragraphs.

/* Output Format */

Output your summary into four specific sections, ...

Summary:

II: Update
/* Data */
Below is a segment from a story:

{}

Below is a summary of the character {} of the story up until this point:

{}

/* Task prompt */

We are going over segments of a story sequentially to gradually update one comprehensive summary of the character {}.
You are required to update the summary to incorporate any new vital information in the current excerpt. This information
may relate to gender, skills, talents, objectives, background, relationships, key events, and personality of this character.
You must briefly introduce characters, places, and other major elements if they are being mentioned for the first time in
the summary. The story may feature non-linear narratives, flashbacks, switches between alternate worlds or viewpoints,
etc. Therefore, you should organize the summary so it presents a consistent and chronological narrative. Despite this
step-by-step process of updating the summary, you need to create a summary that seems as though it is written in one go.
The updated summary must be within {} words and could include multiple paragraphs.

/* Output Format */

Output your summary into four specific sections, ...

Updated summary:

III: Compress
/* Data */
Below is a segment from a story:

{}

/* Task prompt */

Currently, this summary contains {} words. Your task is to condense it to less than {} words. The condensed summary
should remain clear, overarching, and fluid while being brief. Whenever feasible, maintain details about gender, skills,
talents, objectives, background, relationships, key events, and personality about this character - but express these elements
more succinctly. Make sure to provide a brief introduction to characters, places, and other major components during their
first mention in the condensed summary. Remove insignificant details that do not add much to the character portrayal.
The story may feature non-linear narratives, flashbacks, switches between alternate worlds or viewpoints, etc. Therefore,
you should organize the summary so it presents a consistent and chronological narrative.

/* Output Format */

Output your summary into four specific sections, ...

Condensed summary (to be within {} words):

Table 13: Prompt templates for incremental updating.
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I: Init
/* Data */
Below is a part of a story:

{}

/* Task prompt */

We are creating one comprehensive summary for the character {} by recursively merging summaries of its chunks. Now,
write a summary for the excerpt provided above, make sure to include vital information related to gender, skills, talents,
objectives, background, relationships, key events, and personality of this character. You must briefly introduce characters,
places, and other major elements if they are being mentioned for the first time in the summary. The story may feature non-
linear narratives, flashbacks, switches between alternate worlds or viewpoints, etc. Therefore, you should organize the
summary so it presents a consistent and chronological narrative. Despite this recursive merging process, you need to create
a summary that seems as though it is written in one go. The summary must be within {} words and could include multiple
paragraphs.

/* Output Format */

Output your summary into four specific sections, ...

Summary:

II: Merge
/* Data */
Below are several summaries of the character {} from consecutive parts of a story:

{}

/* Task prompt */

We are creating one comprehensive summary for the character {} by recursively merging summaries of its chunks. Now,
merge the given summaries into one single summary, make sure to include vital information related to gender, skills, talents,
objectives, background, relationships, key events, and personality of this character. You must briefly introduce characters,
places, and other major elements if they are being mentioned for the first time in the summary. The story may feature non-
linear narratives, flashbacks, switches between alternate worlds or viewpoints, etc. Therefore, you should organize the
summary so it presents a consistent and chronological narrative. Despite this recursive merging process, you need to create
a summary that seems as though it is written in one go. The summary must be within {} words and could include multiple
paragraphs.

/* Output Format */

Output your summary into four specific sections, ...

Summary:

II1: Merge Context
/* Data */
Below is a summary of the context about the character {} preceding some parts of a story:

Below are several summaries of the character {} from consecutive parts of the story:

{}

/* Task prompt */

We are creating one comprehensive summary of the character {} by recursively merging summaries of its chunks. Now,
merge the preceding context and the summaries into one single summary, make sure to include vital information related to
gender, skills, talents, objectives, background, relationships, key events, and personality of this character. You must briefly
introduce characters, places, and other major elements if they are being mentioned for the first time in the summary. The
story may feature non-linear narratives, flashbacks, switches between alternate worlds or viewpoints, etc. Therefore, you
should organize the summary so it presents a consistent and chronological narrative. Despite this recursive merging process,
you need to create a summary that seems as though it is written in one go. The summary must be within {} words and could
include multiple paragraphs.

/* Output Format */

Output your summary into four specific sections, ...

Summary:

Table 14: Prompt templates for hierarchical merging.
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I: Consistency Score
/* Task prompt */
You are a character extraction performance comparison assistant. You will be given the golden information about character
{}’s {dimension} in a novel. You will then be given the summarized information about character {} extracted by a model
from the origin novel.
Your task is to rate the summarized information on one metric.
Please make sure you read and understand these instructions carefully.

Evaluation Criteria:
Consistency (1-5) - the factual alignment between the golden and the summarized information. A score of 1 indicates
significant discrepancies, while a score of 5 signifies a high level of factual consistency.

Evaluation Steps:

1. Read the golden information carefully and identify the main facts and details it presents.

2. Read the summarized information and compare it to the golden information. Check if the summary contains any factual
errors or lacks necessary foundational facts. If the summarized one includes information not mentioned in the golden
information, please ignore it, as the summary is extracted from the original book and may contain more extraneous
information.

3. Assign a score for consistency based on the Evaluation Criteria and explain the reason. Your output should be structured
as the following schema: {{“score”: int // A score range from 1 to 5, “reason”: string // The reason of evaluation result} }
/* Data */

Golden information:

{}

Summarized information:

{}

/* Output Format */

Evaluation Form (Please output the result in JSON format. Do not output anything except for the evaluation result. All
output must be in JSON format and follow the schema specified above.):

- Consistency:
“score”: 3,
“reason”: “The summarized information is partially consistent with the golden information, ...”

II: Win-win Rate
/* Task prompt */
You are a character extraction performance comparison assistant. You will be given the golden information about character
{}’s {dimension} in a novel. You will then be given the summarized information about character {} extracted by two
different models from the origin novel.
Your task is to rank the models based on which summarization has a higher consistency with the golden information.
Please make sure you read and understand these instructions carefully.

Ranking Steps:

1. Read the golden information carefully and identify the main facts and details it presents.

2. Read the outputs of the models and compare them to the golden information. Check if the summary contains any factual
errors or lacks necessary foundational facts.

3. Choose a model whose output has a higher factual alignment with the golden information and explain the reason. Your
output should be structured as the following schema: {{*“model_name”: str / The model name with higher rank, if these
models have the same level of performance, output “Equilibrium”, “reason”: string // The reason of ranking result} }

/* Data */

Golden information:

{}

Outputs of the models:

“model_name””: “model_1",

“summarization”: { }

“model_name””: “model_2”,

“summarization”: {}

/* Output Format */

Ranking Form (Please output the result in JSON format. Do not output anything except for the evaluation result. All output
must be in JSON format and follow the schema specified above.):

- Consistency:
“model_name”: “model_1",
“reason”: “Model 1’s summarization is more consistent ...”

Table 15: Prompt templates for factual consistency examination. Generated texts by GPT-4 are highlighted.
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I: Normal
/* Task prompt */
You are a helpful assistant proficient in analyzing the motivation for the character’s decision in novels. You will be given the
profile about character {} in a novel. Your task is to choose the most accurate primary motivation for the character’s decision
according to the character’s profile. You also need to provide reasons, the reasons should be related to the character’s basic
attributes, experiences, relationships, or personality, of this character.
Your output should be structured as the following schema:
{{*“Choice”: str // “A”/“B”/“C”/“D”, “Reason”: string // The reason of the choice} }
/* Data */
Character Profile:
name: {}
Summary of this character: {}

Question:
{}
/* Output Format */
Output (All output must be in JSON format and follow the schema specified above.):
{

“Choice”: “A”,

“Reason”: “Margot’s primary motivation for ...”
/

II: Ablate All Dimensions

/* Task prompt */
You are a helpful assistant proficient in analyzing the motivation for the character’s decision in novels. Your task is to choose
the most accurate primary motivation for the character’s decision according to the character’s profile. Since you are not given
the character analysis, you are supposed to choose the most reasonable motivation based on the provided information in the
question.
Your output should be structured as the following schema:
{{*Choice”: str // “A”/*B”/“C”/“D”, “Reason”: string // The reason of the choice}}
/* Data */
Character Profile:
name: {}

Question:

{}
/* Output Format */
Output (All output must be in JSON format and follow the schema specified above.):

“Choice”: “A”,
“Reason”: “Given the lack of specific information about Margot, ...”

}

Table 16: Prompt templates for motivation recognition. Generated texts by GPT-4 are highlighted.
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