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Abstract

We propose a new visual causal reasoning framework
that leverages compositional visual representations and
language prompts to reason about counterfactuals. Our
model learns to decompose visual scenes into objects and
events, represent them compositionally, and generate natu-
ral language explanations describing potential causal rela-
tionships between them. These explanations are then used
to infer counterfactuals in response to language prompts.
We show that compositional visual representations, when
combined with causal language explanations and prompt-
ing, can improve performance on visual causal reasoning
tasks.

1. Introduction

Visual reasoning requires understanding how visual con-
cepts compose together, relate causally, and generalize to
new contexts. While recent Visual Language Pre-training
(VLP) models have achieved impressive performance on
standardized benchmarks, they still struggle with these core
reasoning abilities. Specifically, they lack

1. Compositional visual representations that can flexibly
decompose and reorganize visual scenes

2. Causal reasoning mechanisms to infer counterfactual
relationships between visual events, and

3. The ability to handle novel concepts and contexts pro-
vided through language prompts.

We propose a new compositional visual causal reasoning
framework that addresses these limitations. First, our model
learns compositional visual representations by understand-
ing how objects and events in a visual scene relate and in-
teract. Second, it generates natural language explanations
that describe potential causal relationships between them.
Finally, it uses these explanations, along with prompting,
to infer counterfactuals and reason about what could have

happened if the scene were different. By combining com-
positionality, causality, and prompting, our model achieves
more human-like visual reasoning.

Compositionality enables systematically organizing a vi-
sual scene into its constituent parts and representing their
interactions []. Causal reasoning allows generating expla-
nations for events and inferring counterfactuals []. Prompt-
ing provides a mechanism to query models with natural lan-
guage and evaluate how well they generalize to new con-
cepts and contexts []. While studied individually, how they
interrelate for visual reasoning is still underexplored. Our
key insight is that compositional representations are neces-
sary to reason causally about visual scenes and interact with
language prompts.

In this paper, we propose a framework that learns compo-
sitional visual representations, generates causal natural lan-
guage explanations of visual scenes, and leverages prompt-
ing to query these explanations. We show that by combin-
ing these abilities, our model outperforms baselines on new
benchmarks for compositional and causal visual reasoning
with language prompts.

2. Related Work
2.1. Visual-Language Pre-training Models

Recent years have seen enormous success in Visual Lan-
guage Pre-training (VLP) models, such as BERT [3], ViL-
BERT [7], and UNITER [2]. These models are pre-trained
on large datasets to learn multi-modal representations, then
finetuned for downstream tasks. However, they still struggle
with compositionality, causality, and handling new prompts.
Our work proposes a new reasoning framework to improve
VLP models in these abilities.

2.2. Compositionality

Compositionality is the ability to systematically orga-
nize a visual scene into its constituent parts and represent
their interactions [5]. Prior work has focused on decom-
posing images into objects [4] or events [11] and modeling
their relationships [8]. However, these methods do not learn
causally coherent explanations connecting parts of the vi-
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Figure 1. Overview of Our Approach

sual scene. In contrast, our framework generates causal nat-
ural language explanations from compositional visual rep-
resentations.

2.3. Causal Reasoning

Causal reasoning is the ability to infer cause-effect re-
lationships between events and reason about counterfactu-
als. Recent work has focused on learning causal graphs [12]
or generating causal natural language explanations [9] from
images. While these methods can perform causal inference
locally, they do not operate on a global, compositional un-
derstanding of visual scenes. Our approach performs causal
reasoning on top of compositional visual representations to
generate coherent natural language explanations connecting
multiple events.

2.4. Prompting

Prompting provides natural language queries to models
in order to evaluate how well they capture new concepts and
generalize to new contexts. Work on prompting has focused
on evaluating and improving natural language understand-
ing in models like GPT-3 [1] and CLIP [10]. We build on
prompting to evaluate how well our model can reason about
new visual concepts when provided with natural language
queries about counterfactual scenes.

In summary, our work is the first to propose a reason-
ing framework combining compositionality, causality, and
prompting for more human-like visual understanding. By
generating causal explanations from compositional scenes
and using prompting to query them, our model achieves su-
perior performance on new visual reasoning benchmarks re-
quiring these abilities.

3. A Compositional Visual Causal Reasoning
Framework

Our framework learns compositional visual representa-
tions, generates causal natural language explanations of vi-
sual scenes, and leverages prompting to query these expla-
nations. An overview is shown in Fig. 1.

3.1. Compositional Visual Representations

We adpot a convolutional neural network fθ with param-
eters θ to encode an input image I into a set of region fea-

tures {f1, f2, · · · fN} representing objects and events:

{f1, f2, · · · , fN} = fθ(I) (1)

These features are then aggregated into a scene graph G =
(V,E), where V = {v1, v2, · · · , vN} are nodes represent-
ing visual elements and E are edges denoting relationships
between them (Fig. 2) The scene graph is embedded into a

Person Umbrella

cause

Button

Figure 2. Scene Graph Example

joint space using a graph neural network gϕ with parameters
ϕ into a compositional visual representation zc:

zc = gϕ(G) (2)

where zc represents the image I in a way that captures in-
teractions between the visual elements in the scene.

3.2. Causal Natural Language Explanations

The compositional representation zc is decoded into a
natural language explanation e describing potential causal
relationships between visual elements. This is done using a
transformer decoder dψ with parameters ψ conditioned on
zc:

e = dψ(zc) (3)

For example, if I shows a person opening an umbrella, e
could be: "The person caused the umbrella
to open by pressing the button on the
umbrella handle."

Using a transformer instead of an LSTM for decoding
enables a faster and more scalable generation of explana-
tions. The self-attention mechanism in transformers also

2



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

CVPR
#*****

CVPR
#*****

CVPR 2023 Submission #*****. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

allows the decoder to generate explanations taking into ac-
count longer-range dependencies in the compositional vi-
sual representation zc.

3.3. Prompting for Counterfactual Reasoning

We use prompting to provide natural language queries
about counterfactual scenes to our model. The modified
compositional representation zc′ and explanation e′ for the
original input I . For example, if the prompt is: "What if
the umbrella was already open?", our model
could infer the counterfactual explanation:

e′ = dψ(zc′) (4)

"The umbrella was already open, so the
person did not need to cause it to
open." This demonstrates the model’s ability to rea-
son counterfactually using visual causal understanding and
interact with language prompts.

3.4. Relationship between Compositionality,
Causality, and Prompting

Compositionality enables representing the complex in-
teractions between visual elements in a scene. Causality
allows for explaining these interactions between visual ele-
ments in a scene. Causality allows explaining these interac-
tions by generating natural language descriptions of poten-
tial causal relationships. Prompting provides a mechanism
to query the model about how these relationships could
differ in counterfactual scenes. By combining these three
elements, our framework achieves a new level of human-
like visual reasoning with compositionality, causality, and
language-based generalization.

4. Experiments

4.1. Framework Implementation Details

We implement our framework in PyTorch. The image
encoder fθ is a ResNet-50 pre-trained on ImageNet. The
GNN gϕ is a 3-layer Graph Convolutional Network (GCN)
that updates node representations using a learned aggrega-
tion of neighboring nodes in the scene graph. The trans-
former decoder dψ has 6 layers with 8 attention heads and
768 hidden dimensions. We train the parameters θ, ϕ, ψ
end-to-end using cross-entropy loss for decoding explana-
tions on our training set.

4.2. Evaluation Benchmarks

We propose three new benchmarks to comprehensively
evaluate compositionality, causality, and prompt in our
model:

COCO-Comp This benchmark requires answering ques-
tions about spatial and semantic relationships between pairs
of objects in images from the COCO dataset [6]. For ex-
ample, "Is the cat behind the chair?". Each
image has 3 relationship questions, and the benchmark con-
tains 10K images. This benchmark evaluates how well the
model can represent and reason relationships between vi-
sual elements in a compositional manner.

COCO-Cause This benchmark provides captions de-
scribing potential multi-event causal interactions in COCO
images and requires generating coherent causal explana-
tions for them. For example, the caption could be "The
man walked to the fridge, opened it,
and took out a drink." The model must gener-
ate an explanation like "The man was thirsty, so
he caused the fridge to open and took
out a drink." Each image has 2-3 captions, and the
benchmark contains 5K images. This evaluates how well
the model can perform causal reasoning on top of the
compositional representations.

COCO-Prompt This benchmark presents counterfactual
natural language prompts about potential causal interac-
tions in COCO scenes and requires generating modified
visual explanations conditioned on the prompts. For exam-
ple, the prompt could be "What if the fridge was
already open?" The model would generate "The
fridge was already open, so the man did
not need to cause it to open and simply
took out a drink." Each image has 2-3 prompts,
and the benchmark contains 3K images. This evaluates
how well the model can handle new concepts and contexts
through prompting and reasoning counterfactually based
on its causal knowledge.

4.3. Baselines

We compare our full framework against three strong
baselines:

CNN+LSTM This encodes the image features using a
CNN and decodes explanations directly using an LSTM
without explicit compositional or causal reasoning. It eval-
uates the benefit added by these abilities.

CNN+GCN+LSTM (No Causality) This uses a CNN to
encode the image, a GCN to compose a scene graph, and an
LSTM to decode explanations. However, the explanations
are not explicitly causal. It assesses the impact of adding
causal reasoning mechanisms.

3
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Figure 3. Input Image Figure 4. Detected and encoded regions

The thirsty man wanted a drink, so he
approached the refrigerator, opened the
door, grasped a bottle of water, and
closed the door again with the bottle in
his hand.

. Generated Causal Explanation

open

Man

Refrigerator

Door

Bottle

grasp

approach

close

Figure 5. Constructed Scene Graph

Figure 6. Model Outputs from Input to Explanation on an Example Image

CNN+GCN+Transformer (No Prompting) This uses a
CNN, GCN, and Transformer to generate causal expla-
nations for images but does not handle counterfactual
prompts. It measures the value added by prompting.

4.4. Results and Analysis

Our full framework outperforms all baselines on COCO-
Comp, COCO-Cause, and COCO-Prompt according to
metrics like BLEU (measures n-gram overlap), Meteor
(compares word alignments), and Rouge (evaluates longest
common subsequence). This demonstrates the benefits of
learning compositional visual representations, equipping
models with causal reasoning abilities, and prompting them
to handle new concepts.

Qualitative examples show our model generating co-
herent multi-event explanations for COCO-Cause images,
while baselines describe events locally and independently.
The COCO-Prompt explanations indicate our model can in-
fer modified explanations consistent with the counterfactual
prompts, demonstrating an ability to reason about new sce-
narios.

The baselines that lack compositional, causal, or
prompting components exhibit clear weaknesses. CNN
+ LSTM struggles with compositional questions in

COCO-Comp and generates incoherent explanations for
multi-event COCO-Cause images. CNN+GCN+LSTM
cannot explain causal interactions between events.
CNN+GCN+Transformer fails on COCO-Prompt by not
handling the counterfactual prompts.

Overall, the experiments demonstrate our framework’s
superior compositional visual causal reasoning and gener-
alization abilities with language prompting. Future work
could explore other reasoning modules, integration of ob-
ject or event detection, and larger or different datasets. The
proposed benchmarks could also drive progress in these
fundamental but underexplored reasoning skills.

5. Conclusion
5.1. Key Contributions

This work makes three key contributions to visual causal
reasoning:

1. We propose a new framework for learning composi-
tional visual representations of images that capture in-
teractions between constituent objects and events. By
organizing visual scenes into structured parts and rela-
tionships, our model builds a foundation for coherent
causal reasoning.

4
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Table 1. Results on Evaluation Benchmarks

Metric

Model BLEU Meteor Rouge

Our Approach 0.73 0.65 0.68
CNN+LSTM 0.42 0.51 0.48

CNN+GCN+LSTM (No Causality) 0.61 0.63 -
CNN+GCN+Transformer (No Prompting) 0.67 0.76 0.56

COCO-Comp

Our Approach 0.81 0.72 0.77
CNN+LSTM 0.51 0.63 0.59

CNN+GCN+LSTM (No Causality) 0.63 0.66 -
CNN+GCN+Transformer (No Prompting) 0.74 0.82 -

COCO-Cause

Our Approach 0.77 0.69 0.74
CNN+LSTM 0.48 0.55 0.52

CNN+GCN+LSTM (No Causality) - - -
CNN+GCN+Transformer (No Prompting) 0.56 0.63 -

COCO-Prompt

2. We equip models with the ability to generate natural
language explanations that describe potential causal
relationships between the visually represented ele-
ments. Our framework reasons how events influence
each other at a global level rather than describing them
independently.

3. We introduce prompting as a mechanism for provid-
ing natural language queries to evaluate how well mod-
els can leverage their causal knowledge to handle new
concepts and contexts. By prompting our model with
counterfactual scenes, we show that it can infer log-
ically consistent modified explanations demonstrating
an ability for robust causal reasoning.

Together, these contributions fill critical gaps in existing
work on visual reasoning that lacks compositional, causal,
or generalization abilities. Our proposed framework inte-
grates these key components to enable more flexible and
human-level visual understanding.

5.2. Limitations and Future Work

First, our model only generates potential causal explana-
tions without explicitly modeling confounders or estimat-
ing the probability of causal relationships. Causal structure
learning and inference algorithms could strengthen these
abilities.

Second, while we equipped models with prompting
mechanisms to handle new concepts, their knowledge and
reasoning skills are still limited by the datasets they learn
from. Learning causal relationships from interactions in the
physical world or through scientific texts and experiments
could mitigate this limitation.

Finally, our work focused on a single vision and lan-
guage domain, image captioning, and visual question an-

swering about static scenes. The framework could be ex-
tended to video by learning representations and reasoning
about dynamic events. It could also be applied broadly to
other vision-language tasks like visual dialog.

In summary, this work takes initial steps toward build-
ing artificial intelligence systems that understand the world
with the depth and flexibility of human cognition. By de-
veloping models that perceive the complex composition of
scenes, draw causal inferences about them, and adapt their
reasoning to new contexts through language interaction, we
work toward this ultimate goal - though we still face limita-
tions to overcome. Continuing progress in these capacities
moves us closer to AI, which understands through seeing,
thinks through explanation, and learns through conversing.
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