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ABSTRACT

Diffusion models accomplish remarkable success in data generation tasks across
various domains. However, the iterative sampling process is computationally ex-
pensive. Consistency models are proposed to learn consistency functions to map
from noise to data directly, which allows one-step fast data generation and multi-
step sampling to improve sample quality. In this paper, we study the convergence
of consistency models when the self-consistency property holds approximately
under the training distribution. Our analysis requires only mild data assumption
and applies to a family of forward processes. When the target data distribution has
bounded support or has tails that decay sufficiently fast, we show that the samples
generated by the consistency model are close to the target distribution in Wasser-
stein distance; when the target distribution satisfies some smoothness assumption,
we show that with an additional perturbation step for smoothing, the generated
samples are close to the target distribution in total variation distance. We pro-
vide two case studies with commonly chosen forward processes to demonstrate
the benefit of multistep sampling.

1 INTRODUCTION

Diffusion models have been widely acknowledged for their high performance across various do-
mains, such as material and drug design (Xu et al.| 2022} Yang et al., [2023; | Xu et al.l 2023), con-
trol (Janner et al.l |2022)), and text-to-image generation (Black et al., 2023} |Oertell et al., [2024)).
The key idea of diffusion models is to transform noise into approximate samples from the target
data distribution by iterative denoising. This iterative sampling process typically involves numerical
solutions of SDE or ODE, which is computationally expensive especially when generating high-
resolution images (Song & Dhariwall, 2024} Ho et al.l[2020; |Song et al., |2021; [Zhang & Chen, |2023}
Lu et al., [2022)).

Consistency model (CM) (Song et al.||2023)) is proposed to accelerate sample generation by learning
a consistency function that maps from noise to data directly. It allows both one-step fast data gen-
eration and multistep sampling to trade computation for sample quality. Consistency model can be
trained with consistency distillation or consistency training (Song et al.l |2023)), which enforce that
any points on the same trajectory specified by the probability-flow ODE are mapped to the same
origin, i.e. the self-consistency property. Despite the empirical success of consistency models, little
is understood from a theoretical perspective. In particular, recent studies (Luo et al., 2023} [Song
& Dhariwall 2024} [Kim et al., 2024) observe diminishing improvements in sample quality when
increasing the number of steps in multistep sampling. In particular, they find that two-step gener-
ation enhances the sample quality considerably while additional sampling steps provide minimal
improvements. Such phenomenon motivates the theoretical understanding on consistency models,
especially on multistep sampling.

The analysis of consistency models can be challenging for the following reasons:
Mismatch on the initial starting distributions: Consistency models generate samples from

Gaussian noise (Song et al., 2023) while the ground truth reverse processes (i.e., the denoising pro-
cess) start from the marginal distribution of the forward process, which is unknown in practice. As
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a consequence, we need to analyze the error caused by the mismatch in starting distributions. This
difficulty shows up even if we have access to the ground truth consistency function: the consistency
function is not Lipschitz even for distributions as simple as Bernoulli, which makes it challenging to
analyze this error pointwise. Because the consistency function is the solution to the probability flow
ODE, it is natural to consider the stability of the initial value problem. However, without a strong
assumption on the consistency function, this approach results in an upper bound with exponential
dependency in problem parameters.

Approximate self-consistency: While the training process enforces the self-consistency property,
it is impractical to obtain a consistency function estimate with the point-wise exact self-consistency
due to various error sources during training (e.g., optimization errors, statistical errors from finite
training examples). It is thus natural to focus on the case where the consistency estimator only has
approximate self-consistency under the training distribution. The key challenge is how to trans-
fer the approximate self-consistency measured under the training distribution to the quality of the
generated samples (e.g., Wasserstein distance between the learned distribution and the ground truth
distribution).

Complexity of multistep sampling: We still have a limited understanding of the theoretical bene-
fit of performing multistep sampling in the inference procedure of CM. When performing multistep
inference, we need to apply the consistency estimator to the distributions that are different from its
original training distribution. Since we can only guarantee approximate self-consistency under the
training distribution, analyzing the benefit of multistep sampling requires us to carefully bound the
divergence between the training distributions and the test distributions where consistency estimator
will be applied during inference time.

1.1 OUR CONTRIBUTIONS
We summarize our contribution as follows:

* Qur sets of main theorems establish guarantees for multistep sampling with a general set of for-
ward processes and an approximate self-consistent consistency function estimator. Our results
apply to data distribution with mild assumptions;

* We provide sample quality guarantees in Wasserstein distance for a general set of forward pro-
cesses when the data distribution has bounded support or has light tail. This result naturally ap-
plies to multimodal distributions like Bernoulli. Our result in Wasserstein distance is dimension-
free due to a more careful convergence analysis for the forward process;

» Sample quality guarantee in total variation distance is established for a general set of forward pro-
cesses when the data distribution satisfies some smoothness assumption. In this setting, we utilize
an additional smoothing step to translate from Wasserstein distance to total variation distance;

* We conduct two case studies to illustrate the implication of our main results on multistep sampling.
We demonstrate that when using the Ornstein-Uhlenbeck (OU) process as the forward process,
two-step sampling can significantly improve the quality of the generated samples in terms of
Wasserstein distance to the data distribution under certain conditions. On the other hand, our
results indicate that increasing the number of sampling steps beyond two has a limited gain, which
is consistent with the empirical findings of CM.

1.2 RELATED WORK

The theory of diffusion models has been widely studied. (Chen et al.|(2023b), |Lee et al.| (2023), and
Chen et al.| (2023a)) study the convergence of score-based generative model and provide polynomial
guarantees without assuming log-concavity or a functional inequality on the data. Our data assump-
tion is similar to that of |Lee et al|(2023)), which is quite minimal. Recently, deterministic samplers
with probability-flow ODE have been explored from the theoretical perspective (Chen et al.| 2024;
Li et al.,[2024a; 2023).

Consistency model, which learns a direct mapping from noise to data via trajectory of probability-
flow ODE, is proposed to accelerate the sampling step (Song et al., 2023). |Song et al| (2023)
provides asymptotic theoretical results on consistency models. At a high level, they show that if
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the consistency distillation objective is minimized, then the consistency function estimate is close
to the ground truth. However, they assume the consistency function estimator achieves exact self-
consistency in a point-wise manner. Such a point-wise accurate assumption is not realistic and
cannot even be achieved in a standard supervised learning setting.

Lyu et al.|(2023)), L1 et al.| (2024b), and |Dou et al.| (2024) provide the first set of theoretical results
towards understanding consistency models. |Lyu et al.|(2023)) shows that with small consistency loss,
consistency model generates samples that are close to the target data distribution in Wasserstein
distance or in total variation distance after modification. [L1 et al.| (2024b) focuses on consistency
training. Dou et al.| (2024)) provides the first set of statistical theory for consistency models. However,
we notice that all of these works require a strong assumption on the data distribution. Specifically,
they assume that the ground truth consistency function is Lipschitz. While the Lipschitz condition
allows a direct approach to control the error of mismatch on the initial starting distribution, it’s
unclear how large the Lipschitz coefficient is. A direct application of Gronwall’s inequality typically
results in a Lipschitz constant with exponential dependency on problem parameters. To overcome
this, we use the data-processing inequality, which only requires approximate self-consistency and
minor assumptions on target data distribution. Moreover, our upper bound is polynomial in problem
parameters.

2 PRELIMINARIES

Score-based generative models (Song et al., [2021)) and consistency models (Song et al., [2023)) aim
to sample from an unknown data distribution Py, in R%. We review some basic concepts and
introduce relevant notations in this section.

Score-based generative model: A score-based generative model, or diffusion model (Ho et al.,
2020; |Song et al., 2021} defines a forward process {Xt}te[oﬂ by injecting Gaussian noise into the
data distribution Py, in d-dimensional space R4, where xg ~ Piy, and T > 0. In this paper, we
focus on a general family of forward processes characterized by stochastic differential equations
(SDEs) with the following form:

dXt = h(t)xtdt + g(t)th, Xp ~ Pdataa (1)
where w; is the standard Wiener process. It is known that the marginal distribution of x; in (I) is
Gaussian conditioning on x( (Kingma et al.,|2021}; [Lu et al., 2022):

x¢|xo ~ N (apxo,071), Vt€[0,T],

do? . ..
7‘“‘;%“’*, g*(t) = Tt — 27‘“%%0“ o2 with proper ini-

where oy, 00 € R is specified by h(t) = I

tial conditions. oy and o2 specifiy the noise schedule of the forward process. The noise schedule
{(a,08)}, clo. and initial data distribution determine the marginal distribution of the forward
process {P;} € [0,T], where x; ~ P; and Py = Pyy,. We use {pt}te[o 7] to denote the prob-
ability density functions (PDFs) of {Pt}te[O,T]' For simplicity, we use D (~; Qy, Jtz) to denote the
operator on distributions defined by a noise schedule (v, 02). Specifically, given any distribution
P, D (P;at,0}) is the marginal distribution of x’, where x|x ~ N (ayx, 07) and x ~ P. When it
is clear from the context, we use D (-, t) as a shorthand. With this notation, marginal distribution is
expressed as P, = D (Pyya, t).

The forward process specified by (T)) converges to Gaussian distribution A'(0, o21) for some prop-
erly chosen h(-) and g(-) (Bakry et al., 2014; |Song et al., 2021) (interested readers may refer to
Lemma 3] for an explicit dependency on the noise schedule). The convergence of the forward pro-
cess facilitates a procedure to generate samples from Py,,, approximately: generate a sample from
N(0,0%1) and feed it to an approximate reversal of . However, the reverse-time SDE of

is usually computationally expensive.

It is known that the following probability flow ordinary differential equation (PF-ODE) generates
the same distributions as the marginals distribution of (I))[Song et al| (2021):
dXt

1
T h(t)x; — 592(7§)V10gpt(xt), X0 ~ Pyata- 2

The time-reversal of (2) defines a deterministic mapping from noise to data, which facilitates con-
sistency model (Song et al,2023) as a computationally efficient one-step sample generation.
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Consistency models: A consistency model (Song et al.l |2023) is an alternative approach to gen-
erate samples from Py,,: instead of solving the reversal of the SDE in (1)), one could directly learn
a consistency function that maps a point on a trajectory of (2)) to its origin. For any x and o > 0,
let {¢(t; %, t0) },c[, 7 be the trajectory specified by (2) and initial condition x;, = xﬂ The (ground
truth) consistency function of (2) is defined to bef]

fr(xt) = 9(0;x,t), ¥xeR%E>0. 3)
A consistency function enjoys the self-consistency property: if (x,t) and (x',t’) are on the same
trajectory of (2)), they are mapped to the same origin, i.e. f*(x,t) = f*(x/, t’)ﬂ

The self-consistency property of the ground truth consistency function f*(-, -) enlightens the training
for consistency function via enforcing the self-consistency property instead of learning the mapping
from noise to data directly. At a high level, in the training stage, we first discretize the interval [0, T']
with the following partition:

T 0=np<n<mn<---<1my=T
For simplicity, we assume the partition is equal, i.e. there exists A7 > 0, s.t. 7; = A7 -4, for
i =1,...,M. We then enforce the self-consistency property on each partition point by finding
some f(-, ), s.t.

Ex, ~p,, [Hf(xmn) — Fl(Tis1; %, ), Ti"'l)Hj @

is small forall i = 0,1,..., M — 1. This strategy is justified by our theoretical results in Section [3}
even if the self-consistency property is violated slightly, the consistency function estimation will
produce high-quality samples. In practice, the trajectories of the PF-ODE (2)) are unknown, so the
self-consistency objective cannot be optimized directly. With this regard, consistency distillation,
which utilizes a pre-trained score function estimate, and consistency training, which builds an un-
biased estimate for the score function, are proposed to approximate the transition on the trajectories
of the PF-ODE. Interested readers can find the details in|Song et al.[ (2023).

Given a consistency model estimate f (-,-), we could generate approximate samples by feeding
Gaussian noise into f(-,-) using single-step or multistep sampling. Given X1 ~ N (0, 02.I), one
can generate sample in a single step by calculating f (X7, T). Furthermore, one can also design a
sequence of time steps by selecting N > 1 steps in the training partition 7

T=1t >t2> >ty >0, )
We refer to the sequence {t;},_,.y C T \ {0} as sampling time schedule. Given this sampling time
schedule, one can alternatingly denoise by calculating f((()i) = f ()“cy) , ;) and inject noise by drawing
KD Ny, %0, 02 1), where %{1) = %7 ~ N'(0,021) andi = 1,..., N. The %" in the

i1 tit
last step is the output of the sampling process. We highlight this procedure as follows:

f(. ~N (o )}(1),05 I) f(. f(.
< f(t) X(()l) 2%0 1%ty Xg) f(t2) X(()Z)H.. ﬁg) fCitn) fcéN).

-
t1
When N = 1, this degenerates to single-step sampling. For completeness, we summarize this
process in Algorithm (1| in Section |[Al For a concise presentation, we defines {pti} to be
Ji=1:N

the sequence of marginal distributions of {)A(,El) }i=1.~ and define {}S(Ei) } to be the sequence of
* i=1:N

marginal distributions of {f((()i) } . By the definition of multistep sampling, these two sequences
i=1:N
of distributions evolve according to the following recursion and output P; ,, at the end:

P, =N(0,02); P = f(B, 1), P,,, =D (Po(i),tiﬂ), i=1,...,N, (6)

'Specifically, o(-; X, to) is the solution to the ODE initial value problem specified by @) and x4, = x

2Song et al.| (2023) stops at time ¢ = & for some small § > 0 and accepts f(x,¢) = ¢(8;x,t), an estimate
for p(9; x, t) as the approximate samples to avoid numerical instability. In this paper, we ignore this numerical
issue to obtain a cleaner theoretical analysis.

3 At a high level, this can be shown by contradiction: suppose (x’, ') lies on the trajectory of (x, t), meaning
(+;x,t), the trajectory of (x,t) and ¢(-;x’,t’), the trajectory of (x’,#') intersect at (x’,¢'). Then both
trajectories satisfy the initial condition that takes value x’ at time ¢'. By Picard’s existence and uniqueness
theorem, the trajectories of (+; x,t) and ¢(+; x’, ') are identical and have the same origin.
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where we reuse f (+,-) for operation on distributions. Specifically, for any distribution P and ¢ >

0,we use f(P, t) to denote the distribution of f(x, t) when x ~ P. In Section |3, we study how
multistep sampling influences the sample quality from the theoretical perspective.

Performance metric: In this paper, we study the sample quality generated by a consistency func-
tion estimate f (-, -) and the multistep sampling procedure introduced above. To quantify the sample
quality, we establish upper bounds on 2-Wasserstein distance (W5) in Euclidean norm, and upper

bounds on Total Variation (TV) distance. The 2-Wasserstein distance between two distributions P
and @ is defined to be:

Wa(P,Q) = inf EXN{ _ 2},
2(P,Q) vell?P,Q)\/(’y) v Ix —yll5

where T'(P, Q) is the set of all joint distributions such that the marginal distribution over the first
random variable is P and the marginal distribution over the second random variable is Q.

Total Variation distance between two distributions P and () is defined to be:

1
TV(P,Q) = 5 llp(x) — ax)ll, ,
where p(-) is the PDF of P and ¢(-) is the PDF of Q.

3 MAIN RESULTS

In this section, we present theoretical guarantees on sample quality for consistency models with
multistep sampling. We first present two sets of results for the general forward process in (I)) with
arbitrary sampling time schedule: in Section we demonstrate that the generated samples are
close to the target data distribution Pya, in Wo when Pyu, has bounded support or satisfies some
tail condition; with an additional smoothing step, we show guarantee in TV distance for Py, with
smoothness condition in Section To illustrate the general results and gain better understanding
on the multistep sampling, we choose two special SDEs as forward processes and design sampling
time schedules in Section

The natural central assumption in our theoretical results is a good consistency function estimate:

Assumption 1 (A proper consistency model). Suppose f (x,0) = x for all x € R and there exists
€em >0, s.t. @) < €2, foralli=0,1,...,M — 1.

Firstly, the condition related to the accuracy of the consistency function estimate is necessary: we
cannot generate good samples with an arbitrary function. Instead of assuming the output of f ()
and f*(-,-) to be close directly, we only require the self-consistency property to hold approximately
under its training distribution, which aligns with the objective function when training for f ().
Note that our assumption does not imply f will be self-consistent in a point-wise manner.

The self-consistency objective {@) can be approximated via consistency distillation or consistency
training (Song et al.|[2023)). Consistency distillation uses a pre-trained score function (an estimation
for V log p;(-)) to approximate (-; -, -) and train for f(-, -) with target network and online network.
In Section [E} we incorporate consistency distillation with minor modifications into our framework
without additional data assumptions. On the other hand, consistency training constructs an unbiased
estimator for V log p;(x;) to approximate (). Theorem 2 of |Song et al.[(2023) shows that the self-
consistency loss (4] can be approximated by consistency training under proper conditions when A7
is small.

In (@), we use ||||§ as an error metric, which agrees with the choice in practice [Luo et al.| (2023);

Song et al.| (2023). The metric ||H§ aligns better with the theoretical analysis: on the one hand,
Lemma [2] demonstrates that this metric translates naturally to the 2-Wasserstein metric 1W5; on the

other hand, ||||§ is more suitable for the multi-step sampling because the squared error contracts
nicely in the forward process with Gaussian noise as shown by Lemma [I] and [3]

Finally, we remark that Assumption |1|only requires an Ly-accurate self-consistenct f (+,-), instead

of requiring Hf(xmﬂ-) — fle(Tig; XTHTi),Ti+1)H to be small uniformly for all x,,. On the
2
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empirical side, conditions in L, norm are more realistic because it allows the approximation to the
expectation in (@) with finite data.

3.1 GUARANTEES IN WASSERSTEIN METRIC

We now provide upper bounds on the sampling error in W5 distance. We start by considering Py,

with bounded support:

Theorem 1 (W5 error for distributions with bounded support). Suppose Assumption|l|holds. Sup-

pose there exists R > 0, s.t. SUDxesupp(Pue) Xl < R and Hf(x, t) H < R for all (x,t) €
data 2

R?x[0, T, Let P(EN) be the output of (6). Then we have:

1/4
Wy (P, Pdam)<2R< b R? ) Tty o (7)

AT

Compared to Pyyy = f*(Piy,tn), the sampling error of P(EN) = f(ptN,tN) comes from: (i).
starting from a different marginal distribution PtN instead of P, ; (ii). using an inaccurate con-
sistency function estimate f(-,-) instead of f*(-,-). The term % o ¢ characterizes the convergence of
the forward process as demonstrated by Lemma 3] It converges to 0 quickly for reasonable forward
SDE (). Asymptotically, the right hand side of (7) goes to 0 as t; — oo and €c, — 0.

7)) implies a trade-off when sampling with multiple steps. When using more sampling steps: on

one hand, ;- '1 R2 + Zj 2 402 t7 ZC;“Q, an upper bound on KL(P,, || P, ){{accumulates; on the

other hand, t NF% 6““ , the error from an inaccurate consistency function decreases due to a shorter ¢ .
The design of sampling time schedule {t;},_,., which depends on the noise schedule {(a,07)},.
is crucial in achieving good sample quality. We defer design choices for some specific forward
processes and simplified upper bounds to Section [3.3]

When A7 decreases, on the one hand, there would be more intermediate steps in the error decom-
position of the consistency function estimate given a fix ¢ (see Lemma [2); on the other hand, using
a smaller A7 allows a smaller ¢ty and may potentially decrease €., as well. It is challenging to
analyze the effect of A7 quantitatively without further assumption.

The technique in Theorem E] can be extended to distributions without finite support. When Pia,
satisfies some tail condition, it is sufficient to sample only from a bounded region:

Theorem 2 (W5 error for distributions with tail condition). Suppose there exists c,C > 0 and R >
C, s.t. Praopy, ([x]ly > ) < ce /€ forallt > R. Let Pyyuns(0,r) be the distribution truncated
from Pyay, i.e. the conditional distribution of x given ||x||y < R where X ~ Pyaq. Let og(-;-,-) be
the solution to the corresponding PF-ODE and f}(-,-) be the corresponding consistency function.
Let {P } te[o be the marglnal distribution of the forward process starting from Pyuans(o,R)-

Iff(~,~) sansﬁes. (a) x,t H2 < R, for all (x,t) € RIx[0,T]; (b) f(x,O) = x, for all x;

(c) Ex,~pr [Hf(xt,n) — f((pR(Ti+1;Xt,Ti),Ti+1)" } <€, foralli=0,...,M — 1 for some

R o? 1/4
€em > 0. Then Wg(Pé ) s Piaa) < 2R< ‘1 R2+Zj - 40 t?_i%‘;) + 1t S +O(Re2¢).

By restricting the output of f(-,-) to be B(0, R), the Euclidean ball with radius R, we focus on
learning the portion of Py, inside the Euclidean ball. This truncation step reduces the problem of
sampling from unbounded distribution to sampling from a distribution with finite support, at the cost

of introducing the additional term O(Re™2¢ ).

*We use KL(P || Q) to denote the Kullback-Leibler (KL) divergence of distribution P from distribution

@, which is defined by: KL(P || Q) := [, _za p(x)log pEx§ dx.

NEW
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Figure 1: Smoothing by additional perturbation

3.2 GUARANTEE IN TOTAL VARIATION DISTANCE

In the sampling process of consistency models, it is non-trivial to control the error in TV distance.
This difficulty arises even when we sample with a single step and can draw samples for the marginal

distribution Py directly. Assumptionensures that f(Pp, T) is close to f*(Pp, T) in Ws. However,
W and TV have very different structures: W5 controls the pointwise distance between distributions
while T'V only focuses on the density of the distribution. Even if W5 (PO(N), Piata) is small, the densi-
ties of f(Pp,T) and f*(Pr, T) may not overlap well (see Figure and TV (f(Pr,T), f*(Pp,T))
can be as large as 1 if f(Pp,T) is nearly deterministic while f*(Pr,T)) has large variance. As a
result, it’s not possible to control TV distance only with conditions on W5 distance in general.

One solution is to perturb ]SéN) slightly with Gaussian noise A'(0,02). With this perturbation,

Ny N (0,02) and Py, * N (0, 02) could have better overlap and be closer in TV (see Figure ,
where we use P x () to denote the convolution of distribution P and (). When Pj,, satisfies smooth-
ness assumption, the perturbation will not change Py, too rnuch 80 TV(Pyara * N(0, 0 ) Pyaa) is
small (See Figure|lc . One could choose a small o, and use P )« N (0,021) as the output.

Theorem 3 (TV error for distributions under smoothness assumption). Suppose Assumption[l|holds.
Let Dyara(+) be the PDF of Pyua. If 108 paara(+) is L-smooth, then for all o, > 0, we have:

]' cm
N fem L 9dLo,.

H(N
TV N O.020), Pase) < || B 113 +Z4 s N

o2
doj,

Compared to Theorem [I] the upper bound in Theorem [3| has an additional term 2dLo. This is the
“bias” induced by the additional perturbation N'(0,c27T). To get a tighter bound, we may choose

_ tNE . ty 2 €2
oc = (/¥ and the upper bound becomes: \/%EXNPM [HXIIQ} + ZJ ) 402 tj =
tNdL ch:

3.3 CASE STUDIES ON MULTISTEP SAMPLING

To illustrate the theoretical guarantee and understand the benefits of multistep sampling, we conduct
case studies with two common forward processes. For simplicity, we assume Pjq, to have bounded
support and ignore the rounding issues when selecting sampling time schedule {t;},_,., from the
training time partition 7.

Case study 1: we consider the Variance Preserving SDE in|Song et al.| (2021) with 3(t) = 2 as
the forward process:

dx; = —x;dt + V2dwi, X0 ~ Paaa ®)
This is also known as the Ornstein-Uhlenbeck (OU) process and is studied by |Chen et al.| (2023b))
in the context of score-based generative models. The forward process defined by has noise
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schedule a; = et and 07 = 1 — e~2" and its marginal distribution is x; ~ N (e 'xq, (1 —

e~2%)I'conditioning on Xg. Theoreml guarantees:

2t

. o2t N e—2t P €2 1/4 €omm
Wa(Pyy, Paaa) SQR(M ZQ o) i 1AT2) +tNA )

In this case study, we focus on the design of the sampling time schedule based on upper bound (9)/
Surprisingly, we demonstrate that an ultra-small t 5 is not beneficial. We assume 73 = A7 < 1 and
€cm < R

AT

One strategy for designing {t;},_;. 5 is to minimize the upper bound (9). We first establish a lower
bound on @I) as a baseline. Without loss of generality, we assume t; > 2. @I) can be lower bounded
as:

N 1/4 1/4

€ t; € € 2 dx €
>R cm J t7 —t t cm >R cm t cm
O = Ry A7 jzz:ze%—l(ﬂ 2 B v Ar(/m 62””—1> TIVAr

where the first step is because 0 < ¢; < ¢;_; and the second step is because _zz— monotonically

1/4
decreases. Let c1,co > 0 be absolute constants, s.t. ( f 2 _zde ) = ¢o. Thenif ty > cq,

c1 e2r —1
O > a5 = () ifty < e, @) = e2R/S2 = Q(RY/S2). In either case, @) =
Q(min{ =, R\/S=}). The condition = < R fuNrther implies (@) = (). Given this lower
boqnd, one heuristic is to set every term in (9) to @(Z—;‘)) to match this baseline approximately,
which requires:

3A2 2A
BAT ic1 >l 22T ow. (10)

cm €cm

t; > log

With this heuristic, a two-step sampling procedure shows an improvement on sample quality:

Corollary 1 (Two-step sampling with OU process). Suppose the conditions in Theorem|l|are satis-

fied. Suppose ay = e t, 02 = 1 — e~ %, Then for t; = log £ to = log R:ﬁT, we have:
WD P 5 o 202 010,
WQ(PO( ),Pdata) S €cm (log R AT + O( g R:(:ﬁT)).

Because ¢ < R, the leading term is strictly reduced in the second sampling step. Further-
more, if eon & AT, Wo(Pf?, Pua) ~ 3Wa(B(V, Pu); if €om < A7, Wa(B?, Paa) ~

%Wg(ﬁo(l), Piaa)- Due to the constraint in (T0), further improvement with this heuristic is chal-
lenging. This intuition aligns with the empirical result in|Luo et al.[(2023).

Case study 2: In the second case study, we consider the following Variance Exploding SDE (Song
et al.l 2021} |[Karras et al., 2022):

dx; = V2tdwy, (12)
which is used in|Song et al.| (2023) and |Song & Dhariwal| (2024) as the forward process for consis-

tency models. The noise schedule is (o, 07) = (1,¢*) and the marginal distribution of x; condi-
tioning on X is: x; ~ N (xg, t2I).The upper bound in (7)) is simplified to:

€, 1/4 €cm

W(PtN,Pdala)<2R<4t2R2+Z tQt] ] 2) e (13)
———
(i1)

®

SWhen Sm > R, @) = Q(R), which is meaningless because the support of Py, is bounded by R already.
This trivial situation is not the focus of this case study.
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This implies a trade-off in multi-step sampling with this particular forward process (I2) when in-
creasing the number of steps. Roughly speaking, (i) in increases due to more terms with more
steps while ¢ becomes smaller and (ii) will decrease. One consideration is to decrease ¢; by half in
each sampling step until £y = A7 (ignore the rounding issue):

2T

T i 1,2,...,10g2(A7_), (14)

where T" > 0 is to be determined. With this choice, (i) increases at a linear rate while (ii) decreases
exponentially when using more sampling steps:

Corollary 2 (Multistep sampling with the variance exploding SDE). Suppose the conditions in
Theorem |l|are satisfied. Suppose oy = 1, o7 = t. Let N = logy(2T). Then for {t;},_,. defined

in (T4), we have: WQ(p()(N)7 Piara) < O<R\/ET_1/2 + R\/%2 (log %)1/4)'

€cm €cm

. 1/4
When 7' = £AT  we have WQ(PO(N), Piaa) < O(R,/X‘;‘ (log Lit ) . In this case study and

the halving strategy for choosing sample time schedule {¢;},_,.,, reducing the partition size A is
beneficial only when the consistency loss €., decreases at a faster rate.

In general, the convergence of a forward process in is characterized by a0, ? (according to
. —2 .
Lemma . The forward process (T2) has a polynomial convergence rate a?o? ~ = ¢t~ 2 while (8]

enjoys a much faster exponential rate a?o; 2 ~ e~2!. The exponential convergence results in a

shorter training step T, fewer sampling steps N, and better sample quality if Assumption [1| holds
with the same €., in both cases.

4 TECHNICAL OVERVIEW

In this section, we present the high-level ideas in the proof for our main result Theorem [I] since
proofs for Theorem 2| and [3| share the same main building blocks. The proof for Theorem || consists
of three main components:

Error decomposition: intuitively, the error comes from: (i) inaccurate consistency function f (")
and (ii) sampling from Gaussian distribution A/ (0, afl) instead of perturbed data distribution P4, . (i)
is controlled by the consistency loss Assumption |l{and (ii) is controlled by the convergence of the
forward process Lemma 3] However, the error (i) and (ii) interact with each other in the multi-step
sampling. We handle this complication progressively, starting with the error decomposition in the
final sampling step:

Wa (PN, Pra) <Wa(f(Pry s tn), f(Pry o tn)) + WalF(Pry s tn), f*(Poy, t1))-

Since the output of f (+,-) is bounded, we could simplify the first term with the TV distance, which

is further upper bounded by KL(P,, || P, ) by Pinsker’s inequality and data processing inequality.
The second term is solely controlled by the consistency 10ss €cyy.

Recursion on KL(P;, || P,,): we analyze KL(P;, || P,,) via induction. First of all, the base
case KL(P, || P,) is upper bounded using the convergence of the forward process; the induction
step connects KL(P;, || P;,) and KL(P,,,, || P, ,). According to the multi-step sampling, P;, and

P, is connected by f(-,¢;) and D (-; oy

i)
) as

i+1 |

2
i+1) O-ti+1

. 2
’D(-,a,iH Jtﬁ_l) .

B,

i+1

5 FCti)

p, P

In this process, f (+, ) induced additional error while the forward process D (~; o ) reduces

i1 Jt2i+1
it with convergence afi Hatﬁl. This intuition is formalized by the error decomposition via chain
rule of KL divergence:

2

2] '

2
ati+1

KL(Pti+1 || Pt < KL(PM pti) +

i+1)

o [0 i

2
20ti+1
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Another possibility is to construct the recursive formula for Wg(ﬁél), Py). However, recursion on
W requires the translation from KL to W5 that induces an R factor in each induction step. When
{t;}, is not carefully designed, the R in each induction step results in an exploding upper bound
easily. Meanwhile, this translation requires the data distribution to be bounded and hampers the
application to more general data distributions.

Error of consistency function evaluation: another importance building block in our proof is the

evaluation error of consistency function, i.e. Hf(x, k) — [ (x, Tk)H form, € T. Assumptionm
2

controls the difference in f(-,-) and f*(-,-) indirectly by enforcing the consistency property. We

connect the evaluation error and consistency loss via a stepwise decomposition. Conditioning on
Xr, ~ Py, the PF-ODE (2) defines a deterministic trajectory:

P(Th—1;Tk) P(Th—25Tk—1) P(Th—3;"Th—2) @(7157,72) @ (70;,71)
X Xrp_1 Xrp_2 T T1 Xro-

Assumption guarantees that H f (X7, 75) — f(Xry 15 Tj—1) H is small in the sense of Ly error for
2

each intermediate step 7. We could make the following decomposition:

fonm) = x| < 5

j=1

Hf(XTk’T’f) - f*(xmﬂc)H2 -

foerymy) = f(Xijl’Tj_l)HQ

The right-hand side is, roughly speaking < 7, %=, We formalize this idea with Minkowski inequality
in Lemmal[2l

5 CONCLUSION

In this paper, we study the convergence of the consistency model multistep sampling procedure. We
establish guarantees on the distance between the sample distribution and data distribution in terms
of both Wasserstein distance and total variation distribution. Our upper bound requires only mild
assumptions on the data distribution.

Future research directions include providing lower bounds on multistep sampling and establishing
end-to-end results on consistency models.
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A  MULTISTEP SAMPLING

We present the multistep sampling procedure in Algorithm [l Compared to Algorithm 1 of [Song
et al.[(2023)), we allow different choices of noise schedule in Algorithm

Algorithm 1 Multistep Consistency Sampling

1: Input: a trained consistency model f (+,-), noise schedule {(at,
schedule {t;},_ ;.\, where ty =T.

o? } te(0,1)’ sampling time

2: 1 ~ N(0,02 1)

3: forz—ltoN—ldo

g x) e fd )

5: )Ac,gzill ~ N(atiﬂkél), a?iHI)
6: end for

7:

Output: XBN).

B PROOF OF THEOREM

At a high level, we could decompose the W5 error WQ(PO(N)7 Phara) into:

WQ(PO(N)anata) SW2(P(§N)7f(PtN7tN)) + WQ(f(PtN7tN)7Pdata)

:W2(f(PtN?tN)7f(PtN7tN)) +W2(f(PtN’tN)’f*(PtN?tN)) : (15)
=9 =9/

In the error decomposition (13): the first term .o#; is caused by an inaccurate noise distribution P, N
and is controlled by the KL divergence of P;,, from P, ,,. We use the chain rule of KL divergence to

derive a recursive formula for KL(P;, || P,,), where the initial term KL(P,, || P;,) is bounded by
the convergence of the forward diffusion process:

Lemma 1 (Decomposition of KL). Suppose f(-, ) satisfies Assumption thenforalli =1,...,N,
we have:
€om

KL( et

> t
I }

We defer the proof of Lemmal[I]to Section Given this result, we can bound .27 as:

h IR\ TV(f (o tn), Py, t) (By Section 2.2.4 of Rolland|(2022) and H f(x, t)H2 < R)
1 X - 1/4
<2R<2 KL(f(Piy,tn) || f(PtN,tN))) (By Pinsker’s inequality)

1/4
<2R( KL(P:, || PtN)) (By data processing inequality)

12


https://openreview.net/forum?id=Loek7hfb46P
https://openreview.net/forum?id=Loek7hfb46P

Under review as a conference paper at ICLR 2025

1/4
o? Y a2
<2R EExrdem [ [x|l5 ] Z 107 J 1A°;n2 (By Lemmal[I|with i = N)
1 :2 J
1/4
<2R Utl R? (Because SUPx esupp(Pa) |1 X2 < R). (16)
t1

The second term % is caused by the difference between the pre-trained consistency function f ()
and the ground truth f*(-, -), which is controlled by the consistency 10ss €cp,.

Lemma 2. Suppose f (+,-) satisfies Assumptionholds, then foralli =0,1,..., M, we have:

A 2 2
) Bawr, |[Flc) = Fxim)[}] < 7758m

(ii) Wo(f(Pryy 1), f*(Privmi)) < i

We defer the proof of Lemma[2|to Section[B.1] Part (ii) of Lemma 2] shows that:

€cm
oy <ty A (17)

We finish the proof of Theorem[I|by combining and (7).

B.1 PROOF OF AUXILIARY LEMMAS

Proof of Lemmal|l| We prove this statement via induction. At a high level, the base is proved by the
convergence of the forward process Lemma 3] We show the induction step by the chain rule of KL.

When 7 = 1, we have can write lf’tl = N(0, afl) with the diffusion operator and a the dirac
distribution: R
Pt =D (5O;at170t21) )

where & is the delta distribution at 0. By definition, P, = D (Py; ay,, 0%, ). By Lemma

KL(Ptl ” Ptl) :KL(D (POvat1agt1) || D (607at1’0t21))
2

Oé
20 2

(Po, 90) = —5 Excpru. [HXHS]

2 2

Thus the statement holds for i = 1. Suppose the statement holds for i = k, i.e.

) ag k 2
KL(Py, | P) € 555 Bxor [ I15] + §j7ﬁlgm (18)
O, — 2%

We first explicitly write the sequence of random variables in the multistep inference:

xg) % x§2) — x(()z) ce = x,Eﬁ) — fc((N),

where % xt )~ N(O, op 1), % x() = f(x((f),tl) 2D L Ny, x0T ;0. I). Similarly, we also

t i1 1+1
define the following process that starts at the ground truth noise dlstribution P;, and evolves using

the ground truth consistency function f*(-,-) :

(1) (1) (2)

2
th —)XO _>Xt ()

— X ()

T Xy (V)

— Xg

where x( ) P, x ) = f*(xg (0) i), X (H_l) ./\/'(othlx(()i),afiHI).

tit1

By the chain rule of KL divergence, we have:
k+1 k+1
KL(P(xi ) 1P (x50)

13
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FE_p (e [KEP (6711 =) 1 P (=62 =)

Xty
>0
k (k+1) (k) ~(k+1
:I(L(P(xgk),xtkj1 ) I P( tk)’ Ekjl)))

=KL () 1P ($57)) + B o [KLP (12 b =) 1P (2157 = )]

where we use P(x) to denote the distribution of random variable x. Because KL is non-negative,
we have:

KL(P(x10) 1 P(x)
<KLP(x)) 1P (7)) + B ooy [KUP (10 e = ) 1 P (20171567 =)
By definition, this means:
KL(Pi, | Prisy)
SKL(Py || Po) + By KL (1, 706,000,021 1N (@t fx, 1), 02, D)

. o? . 2
=KL(P, || P,,) + s Eprtk [Hf*(x,tk) - f(X,tk)H2:|

2 2
A a2 €2
<KL(P, || B,) + 5o t;“ t2 AC:IQ (By part (i) of Lemma 2))
tk+1

k+1 2

2
61’1’1
2“ Empm[\xn}ﬁj Fans By @)

O
Proof of Lemmal[2] We first prove part (i) with induction on ¢. By the definition of f*(-,-) in (3),
f*(x,0) = (0;x,0) = x, VxeR%
By Assumption f(x,0) = x for all x. Thus

Brery || 7.0) = 72000, | = B [1x - x12] =

which means (i) holds for ¢ = 0.

Suppose (i) holds for ¢ = s, i.e.

. 2
\/EXNPT_ {Hf(X, Ts) — f*(x,75) ] < To€em/AT. 19
s 2
By the property of the PF-ODE (2),
O(Tsp15%,7s) ~ Pr ., ifx~ P . (20)

When ¢ = s + 1, we have:

- 2
\/Ex Pr, |:Hf(X/,Ts+1) - f*(x’,7'5+1)HJ

|
]

” 2
(e x, 7). 7o) = (i m,ml)M (By @D))

f( (TS+1;X7 Ts)a 7_S—i-l) - f*(x77—5)

2
} (By the definition of f*(-,"))
2

14
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s\/EXNPTS D

(By Lemma[))
<é€cm + Ts€em/AT  (By Assumption[Tjand (19))
=€em (1 + 7s/AT) = To1€cm /AT

f(SO(TS-‘rl;Xv 7'5), 7—S-i-l) - f(vaS)

]+ \/EXNPH [LESSEFRCSSIN

We complete the proof for part (i).

f(,t) and f*(-,?) induce a joint distribution I'y;

Pr(xé’xO)pré,xo[(xg,xo) € A] :=Pry,~p, [xt € {x C(f(x,0), f }]
f

for any event A. With this joint distribution Iy, ., the marginal distribution of xg is f(P,t) and
the marginal distribution of x¢ is f*(P;, t). This means:

\/ExtNPt |:

By applying part (i), we have

Wolf(Pr, 1), f*(Pr.,73)) < Ti€em/AT.
We complete the proof for part (ii). O

76060 = e[| = 4 Ersmng o 6 = 50l8] 2 Wl (P10, (Bt

C PROOF OF THEOREM [2]

The error term can be decomposed as:

Wa (PétN)7 Pdata) < Wy (Po(tN)a PdataﬁB(O,R)) + WQ(PdalaﬁB(O,R)a Pdata) 2n
By Theorem T}

1/4
Wa(B™, Paarso.m) < QR< ; R2+Z t] t2 i€ ) + tN€em-

402

For the second term, we first note that
_R
TV (Paaans(0,r)s Paata) = Prx~py[l%[l, > R] < O(e™ ).
By Lemma 9 of Rolland| (2022)),
__R
Wa (PdataﬂB(O,R)v Pdata) < O(Re 2¢ )
We finish the proof by combining these two bounds.

D PROOF OF THEOREM [3]

At a high level, we can decompose the TV distance as follows:
TV(P™N % N(0,021), Piaa)
<TV(BN) % N'(0,021), Paa ¥ N(0,021)) + TV(Paga % N'(0,521), Piata) (22)

The first term can be bounded by Lemma [I] and Pinsker’s inequality, which shows that the TV

distance between P(J(N) and Py, is controlled after the Gaussian perturbation. While the second
term is bounded when Py, satisfies the smoothness assumption, which shows that the perturbation
will change Pya. only slightly. We now illustrate these ideas in detail. We first define oy, = 1,
Ttny, = Oe, then by Pinsker’s inequality and LemmalT}

TV(PéN) * N(0,021), Pyaa * N(0,021))
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1
<\/ KL (P * N'(0,02I) || BN % N (0, 021))

1 N
:\/2 KL(PtN+1 H PtN+1)

2 N+1 2
at 2 at. 2
<\ 2ot Beeri 1] + ;40;
a? N
t
= g3 B I13] + D g e ot rathed

2 N 2

Qg 1
= 4 ?11 EXNPda‘a |:||X|| :| z:; j 1€ Crn 2O_EtNﬁcm.

On the other hand, by Lemmald]
TV(Pyaa * N'(0,021), Pyara) < 2dLo-.

We complete the proof by combining these two bounds into the decomposition in [22).

E CONNECTION TO CONSISTENCY DISTILLATION

Our Assumptior[T|assumes that the self-consistency property is satisfied approximately, which aligns
with both consistency distillation (Song et al.,|2023). For simplicity, we consider an OU process to
be the forward process:

dXt = —Xtdt + \@dwt, Xp Pdata~
Given the pre-trained score function s(x, ¢), we train a consistency model from the following ODE:

d

% = —x; — s(x4, 1), xp ~N(0,(1—e 2. (23)
We assume access to an ODE solver, which can calculate ¢°, the solution to @, exactly. Even
though this solver can be computationally expensive during the training procedure, the consistency
model will still be computationally efficient during the inference time.

To avoid distribution shift, we optimize the consistency loss objective () using the data generated
from (23)), instead of that from P;, the marginal distribution of the forward process. When optimized
properly, we can find a f, s.t.

~ ~ 2
X, @S (TisN(0,(1—e=2T)1),T) |: ’f(XTwTi) - f(‘P(Ti-ﬁ-l; Xri» Ti)7 Ti+1)H2:| (24

is small for all 4. Using the same argument in Lemma@ we can show that f(N(0, (1 —e2T)I),T)
and ©*(0; N(O (1 —e=21)1),T) are close in W, this can be translated into a bound in TV using
the argument in Section 3.2}

When the pre-trained score function s(x,t) has small Lo error, Huang et al| (2024) show that
©*(0; N(0, (1 — e=2T)I),T) is close to Pyy, in TV. To conclude, f(N(0, (1 — e=2T)I),T) is
close to Py, in TV.

F TECHNICAL LEMMAS

We first present the result on the convergence of SDE, which also connects KL-divergence and Ws:
Lemma 3. Let P and Q be two distributions in R?, then

KL(D (Pia.0?) | D (Qaa?)) < L WE(P.Q)
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This result is comparable to Lemma C.4 of |Chen et al| (2023a). However, our results is self-
contained and tighter.

Proof of Lemma[3] Let U and V' be two random variables with joint distribution I', s.t. the marginal
distributions of U and V are P and @ respectively. Let X ~ D (P;a,0?) and Y ~ D (Q; ar, 0?).
We use P(-) to denote the distribution of a random variable. By the chain rule of KL-divergence,
we have:

KL(P(X) [| P(Y)) <KL(P(X) | P(Y)) + Ex~px) [KL(P((U, V)| X = x) || (U, V)]Y = x)]
(By the non-negativity of KL)
=KL(P(U,V) || P(U,V))
+ Es~pwwn) [KL(P(X|(U, V) = (u,v))) | PY|(U,V) = (u,vD)))]
(By the chain rule of KL)
=Eux)~pu) [ KL(P(X|U =) || PV = v))] (25)
(X is independent of V' given U and similar holds for Y')
By the definition of D (+; -, ), X|U = u ~ N (au,0?I) and Y|V = v ~ N(av,c?I). Thus,

KL(P(XIU = ) | PV =v)) = 5 50” fu— v

By (23), we further have:
2

KL(D (P;a,0?) | D (Q;a,0%)) < %E@,VM [IIu - Vllg} (26)

By taking inf over I' on both sides of (26)), we get:
2

KL(D (P;a,0%) || D (Q;a,0%)) < %QWQQ(P,Q).
O

Lemma 4 (Gaussian perturbation on a smooth distribution, a variant of Lemma 6.4 of [Lee et al.
(2023)). Let P be a distribution in R? with PDF p(x), if log p(x) is L-smooth, then

TV(P, P« N'(0,0%I)) < 2dLo,
where we use P x Q) to denote the convolution of distribution P and Q.

Proof. The results follows directly from Lemma 6.4 of [Lee et al.| (2023) with o, = 1 and 0y =
o. O

Lemma 5 (Triangle inequality with both L,, norm and L norm). Let x be a random variable in RY,
and f, g be mappings from R® to RY, then

Ex [l £(x) + g(x)|5]"7 < Ex[ll £ () 15]"7 + Exc[llg(x)I15]"?.

Proof.
Exll£(x) + g()I15)"* <E[(1 £ ()l + [lg(x)[1,)"]"/"  (Triangle inequality for L norm)

<E[I£)E"7 + Ex[llg(x)[5]'"  (Minkowski inequality).

G SIMULATION

Motivations: Consistency model has already demonstrated its power on large-scale image gener-
ation tasks (Luo et al.| 2023} [Song et al.l 2023} |Song & Dhariwal, 2024)). To verify our theoretical
findings, we focus on a toy example that is easier to interpret.

We first refine our upper bound in Theorem [I] where we relax our result for a cleaner presentation.
We make adjustment to (T6) and get:

atQ 2 al Oé?, 2 62 1/4 €cm
sup =yl (gt B [Ix13] + X o) bl @)
(Paae) 2\ 202 0 2 ;403] I AT? AT

X,y €supp
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Simulation setting: We consider OU process as the forward process, which is our setup in
Case study 1. For simplicity, we consider a Bernoulli data distribution: Pr,.p, [z =0] =
Pry~p,. [z = 100] = 0.5. This data distribution ensures a close-form for the ground truth con-
sistency function:

0 if x < 50 exp(—t)

Jat):= {100 0.W.

We construct a perturbed f(-, -) accordingly:

A _JO if r < ay
f,t) = {100 ow.

where the sequence ay satisfies: Pry.p, [z < a;] = 0.540.0001¢2, Vt. This choice of f(-, -) makes
sure:

. 2
Eyp, [ ‘f(x,t) —f*(x,t)H ] =12
2
This means f (v, -) satisfies the first statement of LemmaElWith Zf.:,z =1.

We simulate three instantiations of {tz}fi1 defined in , i.e. the sequence of time steps for our
multi-step sampling defined in (3)):

* our schedule: the two-step schedule suggested by Case study 1. We also calculate the
upper bound in for comparison;
* baseline 1: design the sequence of sampling time steps by evenly dividing an interval;

* baseline 2: start with some 7" and reduce it by half every step until reaching a small value.

In Figure 2] we plot the W5 error in multi-step sampling. We present the revolution of W5 error in a
sampling time schedule on a single curve. Specifically, we plot each curve by:

(ti, Wa (P, Pdm)) i=1,...,N.

Because the sampling time step ¢; decreases in the multi-step sampling by definition. We reverse the
x-axis of the plot for presentation purposes.

Observations: This simulation result demonstrates that:

* Our upper bound is a reasonable characterization of the performance for the designed sam-
pling time schedule.

* The two-step sampling time schedule suggested by Case study 1 achieves comparable
performance to the best result in the baseline methods but with a much smaller number of
function evaluations;

* Running too many sampling time steps may degrade the sampling quality. The error in-
creases for both baseline methods in the last few sampling steps.

18
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W2 error and theoretical guarantee in multi-step sampling
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Figure 2: W error in multi-step sampling.
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