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Abstract

Peer review underpins scientific progress, but it001
is increasingly strained by reviewer shortages002
and growing workloads. Large Language Mod-003
els (LLMs) can automatically draft reviews004
now, but determining whether LLM-generated005
reviews are trustworthy requires systematic006
evaluation. Researchers have evaluated LLM007
reviews at either surface-level (e.g., BLEU and008
ROUGE) or content-level (e.g., specificity and009
factual accuracy). Yet it remains uncertain010
whether LLM-generated reviews attend to the011
same critical facets that human experts weigh—012
the strengths and weaknesses that ultimately013
drive an accept-or-reject decision. We intro-014
duce a focus-level evaluation framework that015
operationalizes the focus as a normalized dis-016
tribution of attention across predefined facets017
in paper reviews. Based on the framework, we018
developed an automatic focus-level evaluation019
pipeline based on two sets of facets: target (e.g.,020
problem, method, and experiment) and aspect021
(e.g., validity, clarity, and novelty), leveraging022
676 paper reviews1 from OpenReview that con-023
sists of 3,657 strengths and weaknesses identi-024
fied from human experts. The comparison of025
focus distributions between LLMs and human026
experts showed that the off-the-shelf LLMs con-027
sistently have a more biased focus towards ex-028
amining technical validity while significantly029
overlooking novelty assessment when criticiz-030
ing papers.031

1 Introduction032

Reviewing academic papers lies at the heart of033

scientific advancement, but it requires substantial034

expertise, time, and effort. The peer review sys-035

tem faces several challenges, including a growing036

number of submissions that outpace the reviewer037

availability, lack of incentives, and reviewer fa-038

tigue (Tropini et al., 2023; Horta and Jung, 2024;039

Hossain et al., 2025). Large Language Models040

1https://figshare.com/s/d5adf26c802527dd0f62
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Figure 1: We introduce a focus-level evaluation frame-
work for assessing LLM reviews, which computes focus
distributions and compares them against human reviews
based on predefined facets. The focus-level evaluation
offers actionable insights into how to improve LLMs’
paper review capability and how to most effectively
leverage LLM reviews in the peer review process.

(LLMs) hold the potential to assist the peer review 041

process by automatically reviewing papers (Hos- 042

seini and Horbach, 2023; Robertson, 2023), but 043

can we trust LLM-generated reviews? Evaluating 044

the quality of reviews is inherently complex due to 045

their multi-dimensional nature. Researchers have 046

employed various metrics for the evaluation such 047

as surface-level (e.g. linguistic similarity to human 048

reviews), content-level (e.g., relevance, specificity, 049

and factual accuracy), and decision-level (e.g., ac- 050

cept/reject classification accuracy) metrics (Ra- 051

machandran et al., 2017; Du et al., 2024; Liang 052

et al., 2024; Zhou et al., 2024). 053

However, existing evaluations fail to assess 054

whether LLM reviews comprehensively address 055

critical dimensions of papers. Evaluating the focus 056

of reviews is crucial because reviews with poor fo- 057

cus can negatively impact reviewers, even if they 058

are accurate, relevant, and specific. For example, 059

reviews that overly concentrate on methodologi- 060

cal details while completely neglecting the novelty 061

aspect of the proposed method could fail to sug- 062

gest meaningful feedback, diverging from how ex- 063

pert reviewers assess the submission. It could also 064

mislead junior reviewers by promoting incomplete 065
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perspectives and reinforce shallow paper review066

practices. Despite such importance, few attempts067

have been made to systematically evaluate whether068

the focus of LLM reviews aligns with that of expert069

reviews. Conducting the focus-level evaluation of070

LLM reviews is useful to reveal the blind spots of071

LLM reviews along with their central focus, offer-072

ing important insights into how human reviewers073

can most effectively leverage LLM reviews in the074

peer review process. Moreover, it provides a con-075

crete foundation for guiding LLM training toward076

more balanced and expert-aligned review behavior.077

We introduce a framework for focus-level eval-078

uation of LLM reviews, which systematically ana-079

lyzes where the reviews direct their praise and crit-080

icism based on facets considered important in peer081

review (Figure 1). Given an LLM, the framework082

computes a focus distribution, a normalized distri-083

bution of how frequently review points (e.g., a list084

of strengths and weaknesses) address predefined085

facets (e.g., problem, method, and experiments) by086

leveraging a paper review dataset. The focus distri-087

bution can be computed by an automatic annotator088

that assigns a facet for each review point, enabling089

a fully automatic evaluation. The interpretable na-090

ture of the focus distribution provides actionable091

insights by clearly revealing which facets LLMs092

tend to emphasize or overlook in comparison to093

human experts.094

To apply this framework for analyzing LLM-095

generated reviews in the context of AI conferences,096

we implemented a focus-level evaluation pipeline097

(Figure 2). We identified the facets that consti-098

tute review focus, by surveying 9 paper submission099

guidelines from AI conferences and prior litera-100

ture on review analysis (Chakraborty et al., 2020;101

Ghosal et al., 2022; Yuan et al., 2022). We define102

two sets of facets: target (what review points praise103

and critique such as problem, method, and experi-104

ment) and aspect (which criteria is being evaluated105

such as validity, clarity, and novelty), which are key106

elements in analyzing paper reviews (Ghosal et al.,107

2022; Lu et al., 2025). We identified 7 facets for the108

target and 5 facets for the aspect (Table 1). Next,109

we developed an automatic annotator for comput-110

ing the focus distributions based on the target and111

aspect, which assigns a target and aspect label for112

a strength and weakness point in a review. The an-113

notator showed substantial agreement with human114

annotators, achieving IRR (Cohen’s kappa (Cohen,115

1960)) of 0.81 for target and 0.79 for aspect.116

As a benchmark dataset for our focus-level eval-117

uation pipeline, we constructed a dataset of 676 118

papers and their review data from OpenReview for 119

ICLR conferences spanning 2021 to 2024. Then 120

we computed and compared the focus distributions 121

of human and LLM reviews using the evaluation 122

pipeline (Figure 4), and we also measured text sim- 123

ilarities between the reviews. Specifically, we eval- 124

uated 8 LLMs (4 GPT, 2 Llama, and 2 DeepSeek 125

family) to analyze their review focus. We also eval- 126

uated MARG (D’Arcy et al., 2024) as a novel re- 127

view generation technique and a fine-tuned gpt-4o 128

using our dataset. The results showed that: 129

• LLMs struggle to identify key targets and 130

aspects in their reviews. Even the top- 131

performing model reached an F1 score of 132

0.373 when matching human reviewers on the 133

targets and aspects in each review point. 134

• LLMs’ review focus was biased towards ex- 135

amining technical validity, consistently over- 136

looking novelty assessment in weaknesses – a 137

critical limitation in paper review. 138

• The fine-tuned model produced focus distribu- 139

tions most closely aligned with that of humans, 140

compared to models using prompting alone. 141

• The models demonstrated strengths in distinct 142

areas. While the fine-tuned model produced 143

the closest focus distributions, Llama-405B 144

achieved the highest text similarity. It high- 145

lights the importance of holistic evaluation to 146

capture the diverse aspects of review quality. 147

We release a dataset comprising 676 papers, ex- 148

pert reviews, 3,657 strengths and weaknesses iden- 149

tified from the expert reviews with automatically 150

annotated targets and aspects, LLM-generated re- 151

views from 8 LLMs, and a total of 43,042 strengths 152

and weaknesses extracted from the LLMs, each 153

annotated with corresponding targets and aspects. 154

2 A Framework for Focus-Level 155

Evaluation of LLM Reviews 156

We propose a focus-level evaluation framework to 157

systematically analyze what aspects LLMs empha- 158

size or overlook when reviewing scientific papers. 159

To enable interpretable and automated assessments 160

of LLM behavior in reviewing, we aim to reveal 161

the distribution of attention an LLM allocates to 162

different review facets when identifying strengths 163

and weaknesses in submissions. Specifically, we 164
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Figure 2: The overall process of automated focus-level evaluation. We first extracted strengths and weaknesses
from review data on the OpenReview platform as the expert reviews. To identify key strengths and weaknesses
influencing the final acceptance, we extracted them from the meta-review and augmented details from individual
reviewer comments. Each strength and weakness was then annotated with a target and aspect by our automatic
annotator. Finally, we computed the focus distributions by normalizing the frequency of annotated targets and
aspects, and compare this distribution with that of LLM reviews.

define a focus of the review to be compared for165

focus-level evaluation as follows:166

Let (i) L be an LLM, (ii) A = {a1, a2, ..., aN}167

be a list of facets where each facet denotes a dis-168

tinct criteria (e.g., problem, method, and exper-169

iment), and (iii) P = {p1, p2, ..., pM} be a cor-170

pus of paper submissions. The focus-level eval-171

uation E(L,A, P ) produces two focus distribu-172

tions F+ and F− where F+ denotes the distribu-173

tion when identifying strengths of the submissions174

and F− for weaknesses. The focus distribution175

F = (f1, f2, ..., fN ) can be represented as a nor-176

malized vector where fi denotes the relative fre-177

quency of review points (i.e., strengths for F+ and178

weaknesses for F−) that discuss the facet ai, when179

L generates reviews for paper submissions in P .180

To assess LLM behavior, our framework com-181

pares focus distributions with those from human182

expert reviews. Researchers can specify the set183

of facets A and the paper corpus P based on the184

goals of their analysis, allowing flexible and tar-185

geted focus-evaluation.186

Based on this framework, we implement an auto-187

matic focus-level evaluation pipeline to understand188

LLM’s behavior in reviewing AI papers. Figure 2189

illustrates the process of our focus-level evaluation190

pipeline. Our approach consists of three steps. (i)191

Collect an expert review dataset from ICLR con-192

ferences and extract strengths and weaknesses of193

the submissions for computing focus distributions194

of human experts (Section 3), (ii) Define facets195

based on paper submission guidelines of AI confer-196

ences and build an automatic annotator based on197

the facets (Section 4), and (iii) Compute and ana-198

lyze the focus distributions of LLMs and human 199

experts in reviewing AI papers (Section 5). 200

3 Constructing Expert Review Dataset 201

The focus-level evaluation framework requires a 202

corpus of paper submissions P . We collected the 203

review data from OpenReview platform and ex- 204

tracted the strengths and weaknesses of papers for 205

computing focus distributions of human experts. 206

3.1 Collecting Review Data 207

We used real-world review data covering ICLR 208

2021-2024 from the OpenReview platform2, where 209

human experts evaluated submissions for a top-tier 210

AI conference. Using the OpenReview API3 and 211

the list of submissions from public GitHub reposi- 212

tories4, we initially collected 18,407 submissions 213

with their review data. 214

3.2 Extracting Strengths and Weaknesses 215

One of the challenges in identifying the strengths 216

and weaknesses of these papers is that each re- 217

view consists of multiple blocks, including a meta- 218

review and individual reviews from several review- 219

ers. To address the challenge, our approach is to use 220

a meta-review, a final review from a qualified expert 221

that summarizes reviews and highlights important 222

strengths and weaknesses for supporting the final 223

2The review data is publicly available and permits use of
data for research.

3https://docs.openreview.net/getting-started/using-the-api
4https://github.com/{evanzd/ICLR2021-

OpenReviewData, fedebotu/ICLR2022-OpenReviewData,
fedebotu/ICLR2023-OpenReviewData, hughplay/ICLR2024-
OpenReviewData}
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decision. As the meta-review does not capture all224

the details, we created self-contained strengths and225

weaknesses by 1) extracting them from the meta-226

review and 2) augmenting these extracted elements227

with detailed comments from individual reviews228

(non-meta). We designed a prompting chain that229

consists of three prompts (Appendix A.1.1).230

4 Developing an Automatic Focus-level231

Evaluation Method232

To enable a fully automated evaluation using the233

proposed focus-level evaluation framework, we234

first define a set of facets and then develop an auto-235

matic annotator. We then compute focus distribu-236

tions based on the annotated facets to analyze how237

LLMs and human reviewers differ in their focus of238

reviewing.239

4.1 Defining Facets from Guidelines240

To build an initial set of facets, we surveyed 9241

AI paper submission guidelines (Appendix A.2.1)242

and extracted target-aspect pairs from each state-243

ment in the guidelines (e.g., “The paper should244

state the full set of assumptions of all theoreti-245

cal results if the paper includes theoretical results.”246

yields the target Theory and aspect Completeness).247

To ensure comprehensive coverage of facets, we248

also reviewed literature that analyzes paper review249

data (Chakraborty et al., 2020; Ghosal et al., 2022;250

Yuan et al., 2022). After identifying 33 targets and251

13 aspects, we merged similar items to create sim-252

ple and distinct categories, resulting in 7 targets and253

4 aspects (Table 1). The definition of each target254

and aspect facet is available in Appendix A.2.2.255

Target Aspect

Problem Impact
Prior Research Novelty
Method Clarity
Theory Validity
Experiment Not-specific
Conclusion
Paper

Table 1: Our research focuses on two sets of facets:
target and aspect. Detailed definitions of the facets are
available in Appendix A.2.2.

4.2 Building Automatic Annotators256

Based on the identified facets, we annotated targets257

and aspects of strengths and weaknesses to produce258

ground truth for developing an automatic annota- 259

tor. We randomly sampled 68 papers from our 260

review dataset, yielding 327 instances of strengths 261

and weaknesses. Two authors — one author is ex- 262

perienced in qualitative research in HCI and the 263

other author has prior publications in the field of 264

AI/NLP — synchronously decided each label to- 265

gether, resolving any conflicts. Most conflicts arose 266

when an instance illustrated multiple points. For 267

example, an instance such as “**Technically sound 268

with a strong foundation**: The paper’s techni- 269

cal foundation is evident ... Technical novelty also 270

arises from using supermartingale constraints ...” 271

could correspond to both Validity and Novelty as- 272

pect. Two authors finalized the annotation through 273

discussions, focusing on the main point or root 274

cause of the issue. In the example, we annotated 275

Validity, as the strength mainly praises the techni- 276

cal soundness, as shown in the header wrapped in 277

“**”. 278

Model Target Aspect

gpt-4o-mini 0.69 0.71
gpt-4o 0.83 0.75
o3-mini 0.81 0.79

Table 2: Inter-Rater Reliability (Cohen’s kappa (Cohen,
1960)) between annotations of authors and LLMs.

We then designed prompts to automatically anno- 279

tate the instances, assigning a target and aspect la- 280

bel to each. Specifically, we designed four prompts 281

where each corresponds to one of the four combina- 282

tions of target/aspect and strength/weakness A.2.3. 283

Table 2 shows the Inter-Rater Reliability (IRR, Co- 284

hen’s kappa (Cohen, 1960)) between human and 285

LLM annotations for three language models. An- 286

notation using o3-mini achieved the IRR scores of 287

0.81 for targets and 0.79 for aspects, indicating sub- 288

stantial agreement (Cohen, 1960). Given the high 289

IRR and its relatively low computational cost com- 290

pared to other two models, we used o3-mini for 291

the automatic annotation of both target and aspect 292

in the main evaluation. Moreover, an examination 293

of the confusion matrix (Appendix A.2.4) suggests 294

that the errors tend to occur in semantically related 295

categories, indicating that the misclassifications are 296

not arbitrary but rather reflect subtle ambiguities 297

inherent in the data. 298

4.3 Computing Focus Distributions 299

Building on the defined facets and the automatic 300

annotation method, we assign a target and aspect 301

4



Focus similarity Text similarity

Model KL Divergence Overall F1 Strength F1 Weakness F1 ROUGE-L BERTScore BLEU-4

gpt-4o-mini 0.081 0.344 0.335 0.353 0.197 0.883 0.076
gpt-4o 0.082 0.348 0.342 0.354 0.202 0.885 0.079
o1-mini 0.090 0.359 0.331 0.385 0.179 0.878 0.059
o1 0.097 0.355 0.318 0.388 0.170 0.869 0.032
DeepSeek-R1 0.120 0.373 0.341 0.400 0.156 0.874 0.045
Llama-70B 0.136 0.339 0.338 0.341 0.215 0.882 0.076
Llama-405B 0.145 0.349 0.349 0.350 0.218 0.884 0.089
DeepSeek-V3 0.151 0.350 0.330 0.368 0.199 0.880 0.069

gpt-4o (FT) 0.022 0.306 0.280 0.322 0.194 0.882 0.081
MARG 0.113 0.346 – 0.346 0.160 0.854 0.011

Table 3: Overall performance by comparing expert reviews and LLM reviews. For focus similarity, we computed
an average of the KL divergences of four focus distributions (strength/target, weakness/target, strength/aspect,
and weakness/aspect) between LLM and expert reviews. The overall, strength, and weakness F1 scores were
computed by comparing the (target, aspect) set between expert and LLM reviews. The text similariy metrics were
computed between LLM reviews and expert reviews. The results highlight different areas of excellence across
models (gpt-4o (FT): the highest focus distribution similarity, DeepSeek-R1: the best agreement on (target, aspect)
labels, Llama-405B: the highest text similarity score.)

label to each strength and weakness point, using302

the automatic annotator. We then compute the nor-303

malized frequency of these labels to derive focus304

distributions of targets and aspects, respectively.305

Separate distributions are calculated for strengths306

and weaknesses, resulting in four distinct focus dis-307

tributions. These focus distributions illustrate how308

LLMs and human reviewers allocate their attention309

across the different facets of a paper.310

5 Evaluation311

5.1 Setup312

Data. The evaluation is based on paper-review313

pairs. However, we excluded accepted submissions314

in the evaluation because OpenReview provides the315

camera-ready versions (post-review) rather than316

the submitted versions (pre-review), leading to a317

mismatch between the collected review and the318

camera-ready paper. Therefore, we only focused319

on rejected papers, where the meta-review corre-320

sponds to the latest version of the paper. Out of321

9,139 rejected papers, we randomly sampled 7.5%322

of them (685 papers) for the evaluation. In total, we323

obtained 3,689 review items (1,241 strengths and324

2,448 weaknesses), each automatically annotated325

with a target and aspect label.326

For accepted papers, we manually collected the327

submitted versions of a small sample (40 papers),328

which has the timestamp near the ICLR deadline329

in the version history in arXiv. See Appendix A.5330

for the focus distribution results.331

Figure 3: Distribution of strengths and weaknesses. Un-
like human experts, LLMs reported a consistent count
regardless of paper contents. o1-mini identified the
most, while Llama models identified the fewest points.

Models. We consider eight off-the-shelf LLMs, 332

differing in size and availability (open-source vs. 333

proprietary): four GPT models (gpt-4o-mini, gpt- 334

4o, o1-mini, o3-mini, o1)5, two Llama models 335

(Llama 3.1-{70B, 405B}), and two DeepSeek mod- 336

els (DeepSeek-{V3, R1}). We also evaluated 337

MARG (D’Arcy et al., 2024) and a fine-tuned 338

gpt-4o (see Appendix A.3 for the detail). For 339

MARG, we only report scores for weaknesses be- 340

cause it only generates critiques of papers. 341

Metrics. We employed two types of metrics: 342

focus similarity and text similarity, used in prior 343

work (Zhou et al., 2024; Chamoun et al., 2024; 344

5gpt-4o-2024-08-06, gpt-4o-mini-2024-07-18,
o1-mini-2024-09-12, o1-2024-12-17
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Figure 4: A visualization of focus distributions by target/aspect and strength/weakness, in a descending order of
cosine similarity. Overall, both groups showed similar view points in reviewing papers, focusing on technical targets
(i.e., Method, Experiment, and Theory) and validity. However, LLMs showed a more biased focus towards the
technical validity whereas human experts exhibited more balanced focus. Moreover, all the LLMs lack consideration
of Novelty for weaknesses compared to human experts, which is a significant limitation in reviewing papers.

Gao et al., 2025). For focus similarity, We mea-345

sured Kullback-Leibler (KL) Divergence between346

the focus distributions of the models and human347

experts. We also measured F1 scores over the set348

of annotated (target, aspect) pairs as an agreement349

on review points. For text similarity, we measured350

ROUGE-L, BERTScore, and BLEU-4 between the351

LLM and expert reviews.352

5.2 Result353

While human experts raised various number of354

points, LLMs identified a relatively consistent355

number of points regardless of the paper’s con-356

tent. Moreover, LLMs identified a similar num-357

ber of points between strengths and weaknesses,358

which was a different pattern from that of the hu-359

man experts (Figure 3). Overall, LLMs identified360

more points on average (7.88) than human experts361

(5.39). Among the LLMs, Llama models identified362

fewer (3.17 strengths and 3.15 weaknesses, on av-363

erage) whereas o1-mini reported more strengths 364

and weaknesses (5.03 and 5.47, respectively) than 365

other models. The average review length of human 366

experts and the models were 2639.76 and 3976.25, 367

respectively. By comparing their focus distribu- 368

tions, we report the following key findings. 369

The fine-tuned gpt-4o produced focus distri- 370

butions most closely aligned with that of human 371

experts, while other models excelled in differ- 372

ent evaluation dimensions. Table 3 shows the 373

overall performance of the models. gpt-4o (FT) 374

showed the highest focus distribution similarity, 375

DeepSeek-R1 achieved the best agreement on (tar- 376

get, aspect) labels, and Llama-405B showed the 377

highest text similarity score. gpt-4o showed bal- 378

anced performance, with moderate scores for both 379

focus and text similarity. The results indicate the 380

multifaceted nature of the paper review evaluation 381

task. In other words, assessing the quality of re- 382

views needs a holistic approach that integrates mul- 383
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tiple and complementary metrics.384

Overall, LLMs do not effectively identify key385

targets and aspects when reviewing papers. Ta-386

ble 3 shows the overall focus similarity and text387

similarity. The highest overall F1 score among388

the LLMs was 0.373, which indicates a low level389

of agreement with human experts in identifying390

strengths and weaknesses. Since we only consid-391

ered whether the categories of review items match392

rather than their detailed content, the result implies393

that the actual content of strengths and weaknesses394

is significantly different between human experts395

and LLMs. In general, LLMs showed higher recall396

(0.402) than precision (0.300) scores, mainly due to397

the nature of identifying a higher number of review398

points than human experts. Also, LLMs consis-399

tently achieved higher F1 scores for weaknesses400

than strengths.401

While overall agreement is low, both groups402

have similar primary focus in reviewing papers.403

Figure 4 shows a visualization of focus distribu-404

tions between LLMs and human experts. For tar-405

gets, both groups primarily focused on core tech-406

nical elements—Method, Experiment, and Theory.407

However, strengths and weaknesses illustrated dif-408

ferent patterns: both groups praised Method more409

than Experiment in the strengths, but criticized410

Experiment more than Method in the weaknesses.411

For aspects, both groups considered Validity as the412

primary focus when identifying weaknesses. How-413

ever, human experts focused more on Novelty in414

strengths whereas LLMs maintained Validity as the415

primary focus. For both groups, Impact received416

more attention in the strengths than weaknesses,417

whereas Clarity showed the opposite.418

LLMs consistently exhibited a more biased419

focus, notably overlooking novelty assessment in420

identifying weaknesses. Although both groups421

had the similar primary focus, LLMs tend to con-422

centrate on a few specific dimensions. For instance,423

for targets, LLMs focused primarily on Method424

and Experiment, with less focus on Prior Research425

(e.g., whether the paper adequately addresses prior426

work in positioning) and Problem (e.g., whether427

the task needs community attention) compared to428

human experts (Problem in the strengths and Prior429

Research in the weaknesses). For aspects, LLMs430

mostly focused on Validity in both strengths and431

weaknesses. In contrast, human experts considered432

the aspects more evenly. The LLMs’ biased focus433

was observed for accepted papers too, mostly criti-434

cizing experimental validity (See Appendix A.5).435

Notably, LLMs rarely focused on Novelty aspect in 436

identifying weaknesses. This is a significant draw- 437

back, as a paper review requires a critical examina- 438

tion of novelty, by comparing them against existing 439

work. Fortunately, we observed that gpt-4o (FT) 440

identifies Novelty aspect in the weakness, as close 441

as human experts. 442

Due to their biased focus, the level of agreement 443

between LLMs and human experts varied across 444

different labels. For targets and aspects that LLMs 445

primarily focus on — Method (0.731, an average 446

F1 score) and Experiment (0.671) targets and Va- 447

lidity (0.771) aspect — LLMs had a much higher 448

level of agreement with human experts compared 449

to other targets (0.213) and aspects (0.340). In 450

the case of Experiment, the F1 score was consis- 451

tently higher for weaknesses (0.835) than strengths 452

(0.513), suggesting that LLMs are more effective 453

at identifying concerns (e.g., lack of baselines or 454

scope of evaluation) than strong points of exper- 455

iments (e.g., experiments are rigorous and thor- 456

ough). Similarly, for aspects other than Validity, 457

agreement levels were notably lower. In particular, 458

Novelty in the weaknesses, which LLMs largely 459

overlooked, showed a significantly lower F1 score 460

(0.126). See Appendix A.4 for the full results. 461

LLMs showed similar patterns in their fo- 462

cus, regardless of their size and reasoning ca- 463

pability. All LLMs, including both proprietary and 464

open source models, showed similar patterns that 465

focused primarily on technical (Method, Experi- 466

ment, and Theory) validity than on Novelty for the 467

weaknesses. This consistency indicates that the ob- 468

served biases could stem from the inherent design 469

and training methods of LLMs, revealing potential 470

room for improvement in the reasoning capability 471

that requires leveraging external information (e.g., 472

identifying comparable related work and analyzing 473

novelty of submissions). 474

6 Discussion 475

In this paper, we found gaps between human ex- 476

perts and LLMs about their focus in reviewing pa- 477

pers and reported several limitations of LLMs as 478

an automated reviewer. Based on the results, we 479

discuss the following implications. 480

There is significant room for improving align- 481

ments between human experts and LLMs in 482

paper reviewing. Our results show that LLMs 483

exhibit a more biased focus, primarily assessing 484

technical validity without contextual consideration, 485

7



compared to human experts. While fine-tuning486

yielded closer focus with human experts, the align-487

ment of review points remained low. Since our488

focus-level evaluation only considered the target489

and aspect labels rather than their actual contents,490

we suspect that a more significant gap lies in the491

actual content addressed in the review items. For492

instance, even if two review points share the same493

label set (Experiment, Validity), they could point494

out different points such as lack of necessary base-495

lines or lack of ablation studies to justify authors’496

arguments. Content-level investigations based on497

annotated facets may reveal more specific limita-498

tions of LLMs in reviewing papers, ultimately con-499

tributing to improving their reasoning capability.500

Research should investigate the task of assess-501

ing the novelty of academic papers. Our finding502

illustrated that all untuned LLMs in our analysis503

significantly overlooked the novelty aspect when504

evaluating weaknesses of papers. Previous studies505

have indicated that language models’ ability to as-506

sess novelty is inferior to that of experts (Julian Just507

and Hutter, 2024; Lin et al., 2024), emphasizing508

the need to encourage LLMs to focus on novelty509

evaluation. Although novelty is one of the most510

important aspects in reviewing papers and efforts511

have been made to enhance LLMs’ ability to assess512

novelty (Bougie and Watanabe, 2024; Lin et al.,513

2024), there exists no suitable benchmark for sys-514

tematically measuring their novelty assessment ca-515

pability. We believe that creating the benchmark is516

a valuable contribution to the field, allowing LLMs517

to learn how to assess similarities between papers.518

Leveraging data in OpenReview could be an initial519

step as it contains experts’ judgment on novelty of520

the paper for both positive and negative decisions.521

A focus-level evaluation framework can offer522

unique value for guiding LLM training. The523

automated focus-level evaluation pipeline enables524

continuously tracking and evaluation of how LLMs525

focus on key facets of a paper over time, which526

aligns with the goals of holistic evaluation bench-527

marks (Liang et al., 2022; Srivastava et al., 2022).528

Beyond the language model evaluation, focus-level529

supervision can be incorporated during the training530

process; reward functions can be designed to en-531

courage balanced focus aligned with human experts532

or even purposefully facilitate a certain focus (e.g.,533

building a novelty-focused reviewer) (Yang et al.,534

2024; Agnihotri et al., 2025). Furthermore, the535

framework is generalizable to other domains where536

the output spans multiple facets—such as debat-537

ing, decision making, and educational feedback— 538

making focus a critical factor in generated outputs. 539

7 Related Work 540

With the powerful reasoning capability of LLMs, 541

LLMs have the potential to assist in the task of re- 542

viewing papers (Latona et al., 2024; D’Arcy et al., 543

2024). Research has explored the capability of 544

LLMs in reviewing papers, identifying a set of 545

limitations. While LLM-generated reviews can 546

be helpful (Liang et al., 2024; Tyser et al., 2024; 547

Lu et al., 2024), research has shown that LLMs- 548

generated reviews lack diversity (Du et al., 2024; 549

Liang et al., 2024) and technical details (Zhou 550

et al., 2024), exhibit bias (Ye et al., 2024), tend 551

to provide positive feedback (Zhou et al., 2024; Du 552

et al., 2024), and may include irrelevant or even 553

inaccurate comments (Mostafapour et al., 2024). 554

Furthermore, research also has reported that LLM- 555

generated reviews have a low level of agreement 556

with experts-generated reviews (Saad et al., 2024). 557

To assess the quality of review, research has 558

taken a quantitative approach by analyzing review 559

text. For instance, research has evaluated the qual- 560

ity of review based on human preferences (Tyser 561

et al., 2024), similarity to human-generated re- 562

view (Zhou et al., 2024; Liang et al., 2024; Gao 563

et al., 2024; Sun et al., 2024; Chamoun et al., 2024) 564

and classification-based scores (Li et al., 2023). 565

Another approach is to classify review data based 566

on categories such as section (Ghosal et al., 2022), 567

aspect (Yuan et al., 2022; Chamoun et al., 2024; 568

Liang et al., 2024) and actionability (Choudhary 569

et al., 2022). While quantitative approach provides 570

concrete insights, it is typically conducted as a one- 571

time evaluation, challenging to apply the consistent 572

methodology over time. 573

8 Conclusion 574

We introduced a framework for focus-level evalu- 575

ation of LLM reviews, which systematically ana- 576

lyzes where LLM reviews direct their praise and 577

criticism based on pre-defined facets. Our findings 578

suggest that LLMs need to adopt a more balanced 579

perspective, have higher agreement with human ex- 580

perts about the target and aspect in the strengths and 581

weaknesses, and place greater emphasis on novelty 582

assessment when criticizing papers. We believe 583

that the focus-level evaluation can contribute to 584

ongoing evaluation of LLMs’ paper review capabil- 585

ities within the rapid pace of LLM developments. 586
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Limitation587

This paper has the following limitations. First, our588

dataset focuses solely on ICLR submissions and the589

coding schema is developed based on AI venues,590

which limit generalizability to other fields. Sec-591

ond, our analysis examines the target and aspect of592

the review items, but other important dimensions593

such as level of specificity and depth of justification594

remain unexplored. Third, while our automatic an-595

notator achieved high IRR (0.80) with human anno-596

tations, some discrepancies still exist. Finally, we597

did not explore possible prompt engineering strate-598

gies that could mitigate the limitations of LLMs599

in paper review. Future work can investigate tech-600

niques to enhance the alignment between LLMs601

and human experts.602

Ethical impact603

This paper presents potential risks. First, while604

our vision is to build LLMs to effectively assist605

review process, our work could inadvertently en-606

courage over-reliance on LLM-generated reviews607

among various user groups, including reviewers608

and novice researchers. Second, although our609

dataset could contribute to improving LLM per-610

formance of reviewing papers, it may introduce a611

certain bias due to the source of dataset; ICLR for612

papers and code based on AI research. Finally, we613

assess the quality of review based on alignment614

with expert reviews, but it could offer a potentially615

biased perspective, as our facets only considers616

two dimensions, which may undervalue the unique617

contributions of LLM-generated reviews.618
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A Appendix 776

A.1 Review Generation 777

A.1.1 Prompts for Expert Review Generation 778

In this section, we provide prompts for identifying key strength and weakness from review data. Figure 5 779

shows the prompt for extracting weakness and strength from meta-review. Figure 6 shows the prompt for 780

using detailed comments from reviews to augment the extracted elements. Figure 7 shows the prompt for 781

removing some extraneous reference. We used the three prompts in a prompt chain, sequentially running 782

the prompts. 783

[[ Meta-review ]]

%s



[[ Instruction ]]

Restructure the meta-review by (1) summary of the paper, (2) strengths, (3) weaknesses, and (4) final judgement. 
Strengths and weaknesses should be in bullet points. Make sure that you do not paraphrase the original text but write 
them as is as much as possible.



First, describe what the meta-review describes for each of the four points.

Second, restructure the meta-review by the four points.



[[ Your Response ]]



# What meta-review describes for each of the four points



# Restructured meta-review, preserving the original text as much as possible



## Summary of the paper



## Strengths



## Weaknesses



## Final judgement

Prompt for  Meta-Review Summarization

Figure 5: Prompt for Meta-Review Summarization
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%s



[[ Instruction ]]



Refering to the reviews, add details on each bullet point in the meta-review's strengths and weaknesses. Make sure that 
you include (1) headers for each bullet point and (2) sufficient details for each bullet point from the reviews so that the 
meta-review's strengths and weaknesses are complete and comprehensive.



First, for each bullet point in below reflection, explain which additional details have been discussed in the reviews. Do 
not revise the bullet point contents. Discuss the details for each of the reviews separately. Make sure that you include 
sufficient details mentioned in the reviews such as numbers and technical terms so that the details provide concrete 
strengths and weaknesses.

Second, you are a senior reviewer who needs to write complete, logical, and self-contained meta-review, based on your 
explanation. Make sure that your strengths and weaknesses bullet points should be exactly the same with your 
reflection. Also, make sure that your strength and weakness bullet points with headers, capturing the reviewer 
comments in a complete manner. You may want to have multiple sentences for each header to comprehensively capture 
the reviewer comments. Do not refer to "reviewers" because you are writing your review, but writing the review in a very 
specific and concrete manner, including important numbers and technical terms.



# Reflection of strengths and weaknesses in the restructured meta-review



%s



[[ Your Response ]]



# Additional details from the reviews for each bullet point in the reflection where headers remain unchanged



# Complete, logical, and self-contained meta-review where strengths and weaknesses bullet points are exactly the same 
with that of the reflection



## Summary of the paper



## Strengths



## Weaknesses



## Final judgement

Prompt for Generating  Augmented Review 

Figure 6: Prompt for Generating Augmented Review
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[[ Review ]]



%s



[[ Instruction ]]



Given the "Review", paraphrase the **headers** of bullet points in the strengths and weaknesses so that the headers 
effectively summarizes the contents. Make sure that their body texts remain unchanged as much as possible, but 
paraphrase the body text minimally to remove any "reviewer" information such as reviewer's id or referencing reviewers 
as third person, just for that case. Also, make sure to attach "Summary of the paper" and "Final judgement" as exactly the 
same as in the "Review".



[[ Your Response ]]



## Summary of the paper



## Strengths



## Weaknesses



## Final judgement 


# augment_review_template =

Prompt for Paraphrasing  Augmented Review 

Figure 7: Prompt for Paraphrasing Augmented Review
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784

A.1.2 Prompts for LLM Review Generation785

Figure 8 shows the prompt for using LLM to generate reviews from paper.786

 [[ Paper Content ]] 
%s  

[[ Instruction ]] 
Review the given paper for a top AI conference. Please be critical, focused, and constructive so that the authors 
find the review convincing and improve their manuscript accordingly. Please write a review that includes:  

1. Summary of paper 
2. Strengths 
3. Weaknesses 
4. Final Judgement  

[[ Your Response ]]  

# Summary of paper 
# Strengths 
  - **Strength header**: 
  - **Strength header**: 
  - **Strength header**: 
  ... 
# Weaknesses 
  - **Weakness header**: 
  - **Weakness header**: 
  - **Weakness header**: 
  ... 
# Final Judgemen 
  - **Rationale of recommendation**: 
  - **Recommendation**: (either "Accept" or "Reject")

Prompt for  Generating Review

Figure 8: Prompt for LLM Review Generation
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A.2 Details of Building Automatic Annotator 787

A.2.1 AI paper writing guidelines 788

To ensure guidelines are comprehensive, we collected guidelines from 9 sources, comprising a total of 789

243 items, as shown in Table 4. An item refers to a specific requirement mentioned in the guidelines, 790

which serves as a distinct criterion for reviewing or writing a paper.

Table 4: Guidelines and Item Count Summary

Guideline Item Count

ICML Paper Writing Best Practices1 38
ICML 2023 Paper Guidelines2 30
NIPS 2024 Reviewer Guidelines3 18
ACL Checklist4 49
How to Write a Good Research Paper in the Machine Learning Area5 6
ACL Ethics Review Questions6 21
AAAI Reproducibility Checklist7 29
NeurIPS 2021 Paper Checklist Guidelines8 46
ICLR 2019 Guidelines9 6

Total Count 243

791

1https://icml.cc/Conferences/2022/BestPractices
2https://icml.cc/Conferences/2023/PaperGuidelines
3https://neurips.cc/Conferences/2024/ReviewerGuidelines
4https://aclrollingreview.org/responsibleNLPresearch/
5https://www.turing.com/kb/how-to-write-research-paper-in-machine-learning-area
6https://2023.eacl.org/ethics/review-questions/
7https://aaai.org/conference/aaai/aaai-25/aaai-25-reproducibility-checklist/
8https://neurips.cc/Conferences/2021/PaperInformation/PaperChecklist
9https://iclr.cc/Conferences/2019/Reviewer_Guidelines
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A.2.2 Target and aspect facets792

Table 5: We aim to analyze focus distributions of LLM reviews based on the targets and aspects. To identify the
specific facets for targets (i.e., what the review praises or critiques) and aspects (i.e., the specific elements of the
target being evaluated), we surveyed 9 AI paper submission guidelines (Appendix A.2.1) and prior research on
review analysis (Chakraborty et al., 2020; Ghosal et al., 2022; Yuan et al., 2022). The facets were used as the
codebook for human annotations.

Target
Facet Definition (The review addresses ...)
Problem Motivation, task definitions, and problem statements.
Prior Research References and contextual positioning of the submission.
Method Proposed approach, techniques, algorithms, or datasets.
Theory Theoretical foundations, assumptions, proofs, or justifications.
Experiment Experimental setup, results, and analysis.
Conclusion Findings, implications, discussions, and takeaways.
Paper General targets of the paper without specifying a particular target

Aspect
Facet Definition (The review addresses ...)
Impact Significance or practical influence of the work.
Novelty Originality of the submission compared to prior research.
Clarity Readability, ambiguity, or communication aspects.
Validity Soundness, completeness, and rigor.
Not-specific Multiple targets without emphasis on a particular aspect.

A.2.3 Prompts793

In this section, we provide prompts designed to annotate reviews. We designed 4 prompts where each794

corresponds to one of the four combinations of target/aspect and strength/weakness. Specifically, we795

designed Target-Strength (Figure 9), Aspect-Strength, (Figure 11), Target-Weakness (Figure 10) , and796

Aspect-Weakness (Figure 12) prompts.797
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[[ Review point ]]



%s



[[ Important Keyword ]]



If the review point contains:

1. causal phrases like "impacting", "leading to", "demonstrate the merit of": the subject of these words is the root cause.

2. phrases like "is a significant contribution", "making the paper promising" which mark the most important contribution of the paper: the subject modified by these phrases should be 
the key focus.

Else, determine what the review highlights directly.



[[ Targets ]]



Target 1: Overall Motivation

  Definition: The review praise significance of challenges the paper wants to address

  Example review: The target is Overall Motivation in the following cases:

        - the paper tackles the challenging or important issue/problem

        - the task is practical and innovative



Target 2: Method

  Definition: The review praise the approach, artifact, solution the paper uses to address the problem or the description of the method.

  Example review: The target is Method in the following cases:

        - motivation, intuition, justification or rationale for each element of the method

        - the integration of other methods or architectures is novel

        - the paper identified or addressed an important problem by applying a novel or well-motivated or effective method

        - the method enables the solutions of a challenging problem

        - the method can inspire subsequent research endeavors or has the potential to guide future research

        - the approach exhibits potential for tackling significant problems.

        - the approach opens new avenue

        - the method is rarely explored yet holds significant promise.

        - the method enables exploration into some problems

        - the benefits, implication, generalizability, practical applicability, application of the method

        - the method is clearly detailed.

        - the method aligns closely with the theory

        - the method outperforms the baseline



Target 4: Theory

  Definition: The review praise anything logical.

  Example review: The target is Theory in the following cases:.

       - proof/principle is supportive.

       - theory/concept is novel, impactful, applicable, clear, robust

       - theoretical exploration is valuable



Target 5: Experiment

  Definition: The review praise anything which evaluates effectiveness and validity of the method.

  Example review: The target is Experiment in the following cases:

       - experiments is extensive, comprehensive

       - the experimental results show outstanding performance on standard criteria like metrics or performance against the baseline or state-of-the-art, which indicates the 
effectiveness of the method.

       - whether the experiment results and their analysis are sound and effective

       - the dataset used in the experiment is novel

       - the experimental results is impactful



Target 6: Conclusion

  Definition: The review praise on anything related to authors' opinions.

  Example review: The target is Conclusion in the following cases:

          - the paper presents promising insights to a important field or domain

          - the author provides insights derived from the experiment results and analysis.

          - the insights are novel, impactful,promising, applicable, appreciated by reviewers, complementing the current understanding, contributing to the community.

          - the authors' interpretation of the results are sound or insightful

          - the paper offers guidelines and suggestions

          - the paper promotes discussions

          - the implication of the results is useful, novel, or insightful

          - the paper identifies key problems in the field



Target 7: Paper

  Definition: The review praise on the overall paper or multiple targets described above, rather than mentioning a single specific target element in the above.

  Example review: The target is Paper in the following cases:

        - the writing of multiple targets or the whole paper is clear, without only saying one target is clear

        - the organization and presentation of multiple targets or the whole paper is clear



Target 8: Review process

  Definition: The review contains praise on author's response, or reviewer's judgement of paper acceptance in the rebuttal process.

  Example review: The target is Review process in the following cases:

          - the authors explain their method clearyly during the rebuttal process

          - the authors actively engaged in the review process

          - the authors' explanation enhanced the paper in the terms of clarty, soundness, impact, completeness, or novelty.

          - all the issues and feedback from preovious reviews were resolved during the review process

          - positive responses and acceptance ratings from reviewers



[[ Instruction ]]



Given the review point, identify the target of the review by determining which part of the paper the review is addressing. Use the following steps to annotate:

1. Analyze the review point and use [[ Important Keyword ]] to find out the primary focus. Point out which rule you have used to determine the primary focus.

2. Examine the descriptions, scopes, and examples of each target to classify the primary focus

3. Based on your discussion, determine the most appropriate target and provide a detailed explanation for your choice.

4. Write the target in the following format: "Target [target number]: [target label]"



[[ Your Response ]]



# Discussion of whether the given review point corresponds to each of the target



# The most appropriate target based on the discussion and why



# Final target

Prompt for  Automatic Target Annotation for Strength

Figure 9: Prompt for Automatic Target Annotation for Strength
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[[ Review point ]]



%s



[[ Important Keyword ]]



If the review point contains:

1. causal phrases like "impacting", "leading to", "hindering", "limiting": the subject of these words is the root cause.

2. phrases like "unless ... emerge" which calls for something to enhance the paper's quality: the things called for adding or improving should be the key focus.

Else, determine what the review highlights directly.



[[ Targets ]]



Target 1: Overall Motivation

  Definition: The review critique the significance of the overall motivation and challenges the paper wants to address.

  Example review: The target is Overall Motivation in the following cases:

        - motivation of the entire paper is not convincing enough to justify the entire scope and purpose of the paper.

        - the studied problem lacks applicability or generalizability

        - the studied problem is not original and has been explored

        - research scope is described by wrong terminology.



Target 2: Prior Research

  Definition: The review critique how well the paper logically describes others' research and their limitation.

  Example review: The target is Prior Research in the following cases:

      - prior research is not described enough

      - the paper lacks references to related studies

      - improvement is needed to acknowledge related work



Target 3: Method

  Definition: The review critique approach, artifact, solution the paper uses to address the problem or the description of the method.

  Example review: The target is Method in the following cases:

        - justification or rationale for each element of the method is not explained well.

        - the approach is the integration of other methods or architectures

        - the statement of method novelty is overstated

        - the related avenue is explored or the concept of this method is already known in the literature and widely used.

        - the method doesn't aligns closely with the theoretical predictions.

        - the method raised some doubts and concerns of the reviewers

        - the method is not clearly detailed.



Target 4: Theory

  Definition: The review critique anything logical

  Example review: The target is Theory in the following cases:

       - claim is misleading

       - reliance on the assumptions affects the reliability of the method.

       - concept/term/definition/equation is not correct, rigorous, applicable, or sound

       - proof/principle is not supportive.



Target 5: Experiment

  Definition: The review critique anything which evaluates effectiveness and validity of the method, or the writing of the experiment.

  Example review: The target is Experiment in the following cases:

       - the experiment misses enough and representative baseline comparisons/ablation studies

       - the baseline selected is outdated, weak or not effective.

       - the experimental details are not described well.

       - the experiement can't justify the choices of the method

       - the performance under other environment/conditions is unknown

       - the comparison for performance is not fair.

       - generalizability to other models is unknown

       - the experimental results don't show outstanding performance on standard criteria like metrics or performance against the baseline or state-of-the-art, 

         which indicates the effectiveness of the method.

       - the advancement of result is limited, which impacts the perceived significance of the contribution.

       - the writing of experiment is not clear
 


Target 6: Conclusion

  Definition: The review critique on anything related to authors' opinions.

  Example review: The target is Conclusion in the following cases:

       - claims of broader application is overstated

       - the discussion is missing



Target 7: Paper

  Definition: The review critique on the overall paper or multiple targets described above, rather than mentioning a single specific target element in the above.

  Example review: The target is Paper in the following cases:

        - the writing of multiple targets or the whole paper is not clear

        - the organization and presentation of multiple targets or the whole paper is not clear

        - many different areas need improvement and clarification

        - the title doesn't fully captures the content.



Target 8: Review process

  Definition: The review critique on author's response in the rebuttal process.

  Example review: The target is Review process in the following cases:

        - author's feedback is missing



[[ Instruction ]]



Given the review point, identify the target of the review by determining which part of the paper the review is addressing. Use the following steps to annotate:

1. Analyze the review point and use [[ Important Keyword ]] to find out the primary focus. Point out which rule you have used to determine the primary focus.

2. Examine the descriptions, scopes, and examples of each target to classify the primary focus

3. Based on your discussion, determine the most appropriate target and provide a detailed explanation for your choice.

4. Write the target in the following format: "Target [target number]: [target label]"



[[ Your Response ]]



# Discussion of whether the given review point corresponds to each of the target



# The most appropriate target based on the discussion and why



# Final target

Prompt for  Automatic Target Annotation for Weakness

Figure 10: Prompt for Automatic Target Annotation for Weakness
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[[ Review point ]]

%s



[[ Aspects ]]



Aspect 1: Impact

  Definition: The review explicitly praises how paper influences future research, researchers, or practitioners

  Example review: The aspect is Impact in the following cases:

    - The paper opens new important avenue or suggests novel perspectives that has not been explored

    - The paper makes a breakthrough in the field

    - The method has practical utility

    - The method is generally applicable in various use cases

    - The theory offers generalizable insights

    - The paper tackles one of the most challenging problem in the field
 


Aspect 2: Novelty

  Definition: The review explicitly praises the originality of the contributions, compared to existing knowledge.

  Example review: The aspect is Novelty in the following cases:

    - The author addresses overlooked, but important problems

    - The method is new and useful, compared to existing methods

    - The theory offers new insights, that have not been previously known

    - The experiment setting is unconventional, offering novel insights



Aspect 3: Communication Clarity

  Definition: The review explicitly praises how clearly the author communicates ideas

  Example review: The aspect is Communication Clarity in the following cases:

    - The paper is clear and well-structured

    - The method is clearly described

    - The theory is easy to understand



Aspect 4: Validity

  Definition: The review explicitly praises effectiveness or soundness of research

  Example review: The aspect is Validity in the following cases:

    - The paper introduces effective methods

    - The paper introduces theories with proof

    - The problem statement is sound

    - The experiment clearly shows that the method outperforms existing methods

    - The methodology is sound and clear

    - The experiment is comprehensively done

    - The author claims are supported or justified well

    - The theory is clear and convincing



Aspect 5: Not-specific

  Definition: The review generally praises multiple aspects, rather than emphasizing a single specific aspect in the above.

  Exaple review: The aspect is Not-specific in the following cases:

    - The paper is high-quality in terms of its validity, novelty, and impact

    - The paper presents novel methods with valid methdoology

    - The paper presents convincing arguments with practical impact



Aspect 6: Irrelevant

  Definition: The review does not pertain to the evaluation of the paper’s content, contributions, or quality, but rather discuss a events in the rebuttal process



[[ Instruction ]]



Given the review point, critically identify the aspect of the review by determining which characteristic of the paper the review is addressing. Use the following steps to annotate:



1. For each potential aspect, discuss whether the review directly and explicitly corresponds to the aspect. Highlight why the review point supports or contradicts the aspect.

2. Based on your discussion, discuss the most appropriate aspect, focusing on the main subject of the praise.

3. Write the aspect in the following format: ""Aspect [aspect number]: [aspect label]""



[[ Your Response ]]



# Discussion of whether the review point corresponds to each of the aspect

## Aspect 1: Impact

- (a single paragraph of the discussion)



## Aspect 2: Novelty

- (a single paragraph of the discussion)



...



# The most appropriate aspect based on the discussion on the review point and why



# Final aspect

Prompt for  Automatic Aspect Annotation for Strength

Figure 11: Prompt for Automatic Aspect Annotation for Strength
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[[ Review point ]]

%s



[[ Aspects ]]



Aspect 1: Validity

  Definition: The review explicitly critiques completeness, soundness, or validity of research

  Example review: The aspect is Validity in the following cases:

    - The problem statement lacks definition

    - The prior work has not been comprehensively surveyed

    - The method lacks justification

    - The experiment does not show the effectiveness of the method, compared to existing methods

    - The scope of experiment is too narrow, limiting its applicability

    - The claim lacks justifications or sufficient evidences to be supported

    - The assumptions are not realistic



Aspect 2: Communication Clarity

  Definition: The review explicitly critiques how clearly the author communicates ideas

  Example review: The aspect is Communication Clarity in the following cases:

    - The paper does not provide clear explanations about rationale

    - The paper uses unclear terminology

    - The method description is ambiguous or lacks details

    - The description of theory is not clear

    - The paper is difficult to understand

    - Some of the claims are misleading

    - Lack of comprehensive examples make it difficult to understand the paper



Aspect 3: Novelty

  Definition: The review explicitly critiques the originality of the contributions, compared to existing knowledge.

  Example review: The aspect is Novelty in the following cases:

    - The method is a straightforward extension of prior work

    - The theory is not new and useful, compared to existing theories

    - The experiments and insights are already known in prior work



Aspect 4: Impact

  Definition: The review explicitly critiques how paper influences future research, researchers, or practitioners

  Example review: The aspect is Impact in the following cases:

    - The method is not applicable nor generalizable

    - The method is not easily extended to real-world scenarios

    - The insights are not practically useful
 


Aspect 5: Not-specific

  Definition: The review generally critiques multiple aspects, rather than emphasizing a single specific aspect in the above.

  Exaple review: The aspect is Not-specific in the following cases:

    - Reviewers have a consensus for rejection, criticizing the validity and clarity of the proposed methods

    - The paper needs significant revisions, including justifying their methods, better positioning for novelty, and clearly outlining their implications

    - The paper needs to clarity the study setup and enhance the readibility in sections



Aspect 6: Irrelevant

  Definition: The review does not pertain to the evaluation of the paper’s content, contributions, or quality, but rather discuss a events in the rebuttal process



[[ Instruction ]]



Given the review point, critically identify the aspect of the review by determining which characteristic of the paper the review is addressing. Use the following steps to annotate:



1. For each potential aspect, discuss whether the review directly and explicitly corresponds to the aspect. Highlight why the review point supports or contradicts the aspect.

2. Based on your discussion, discuss the most appropriate aspect, focusing on the main subject of the critique.

3. Write the aspect in the following format: ""Aspect [aspect number]: [aspect label]""



[[ Your Response ]]



# Discussion of whether the review point corresponds to each of the aspect

## Aspect 1: Validity

- (a single paragraph of the discussion)



## Aspect 2: Communication Clarity

- (a single paragraph of the discussion)



...



# The most appropriate aspect based on the discussion on the review point and why



# Final aspect

Prompt for  Automatic Aspect Annotation for Weakness

Figure 12: Prompt for Automatic Aspect Annotation for Weakness
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A.2.4 Annotation Comparison 798

We present a comparison between LLM and human annotations for both target and aspect. Figures 13 799

and Figure 14 illustrate the discrepancies. Areas of alignment between LLM and human annotations are 800

shown in green, while red highlights regions with significant discrepancies. 801

Figure 13: LLM vs. human target annotation

Figure 14: LLM vs. human aspect annotation

While LLM annotations differ from human annotations in some cases, certain discrepancies remain 802

reasonable. Figure 15 and Figure 16 illustrate examples of such reasonable discrepancies. 803
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**Effectiveness of multiscale hybrid strategy.**  

   Comprehensive ablation studies demonstrate the merit of leveraging multiple modules in the hybrid approach, 
highlighting the effectiveness of a multiscale strategy in time series prediction.



- **Uncommon Dependency Between Network Layers**: The neural network settings require that second-layer 
weights depend on first-layer weights as specified in Equation (3), an unconventional approach not commonly 
employed in practice or much of theoretical analysis, raising questions about its broader applicability.

Cases of  Target Annotation Discrepancy

Item Human LLM

Experiment Method

Theory Method

Figure 15: Cases of Target Annotation Discrepancy

### Technically sound with a strong foundation

The paper's technical foundation is evident in its bi-level optimization framework, effectively integrating policy and 
barrier function learning. Technical novelty also arises from using supermartingale constraints on the barrier 
function, leading to safety bounds.

- **Limited practical implementation derived from theoretical insights.**

  The theoretical investigation assumes full knowledge of model parameters, which is rarely possible in practical 
scenarios. This affects the definition of reducible uncertainty, as the absence of known parameters introduces 
estimation errors that contribute to reducibility. Additionally, the Bayesian uncertainty estimation method relies on 
knowledge of the data-generation process, which may not be feasible in real-world applications.

Cases of  Aspect Annotation Discrepancy

Item Human LLM

Validity Novelty

Validity Impact

Figure 16: Cases of Aspect Annotation Discrepancy
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A.3 Fine-Tuning Details 804

A.3.1 Fine-Tuning Dataset Construction 805

We constructed the fine-tuning dataset based on the corpus of papers described in Section 3. We retained 806

582 training samples and 98 test samples. 5 samples were excluded during tokenization due to exceeding 807

the model’s maximum token length 808

A.3.2 Fine-Tuning Method 809

We employed supervised fine-tuning (SFT) to adapt the GPT-4o base model to our task-specific objectives. 810

Fine-tuning was conducted using the OpenAI Fine-Tuning API6, which abstracts away hardware and 811

infrastructure details. Therefore, we do not report GPU type or compute hours. Table 6 summarizes the 812

hyperparameter configuration used during training. 813

Table 6: Hyperparameter settings for supervised fine-tuning.

Parameter Value

total epochs 4
batch size 4
learning rate multiplier 0.1

A.4 Detailed Evaluation Results 814

The following tables present a comprehensive performance comparison of models across different metrics 815

and evaluation targets, including both strengths and weaknesses (Table 7), as well as separate analyses 816

focusing on strengths (Table 8) and weaknesses (Table 9). Additionally, we provide a similar comparison 817

across metrics and broader aspects, including both strengths and weaknesses (Table 10), strengths alone 818

(Table 11), and weaknesses alone (Table 12). 819

Table 7: Performance Comparison of Models Across Metrics and Targets (Including both Strengths and Weaknesses)

Target Problem Prior Research Method Theory Experiment Conclusion Paper

F1 (gpt-4o-mini) 0.268 0.076 0.737 0.427 0.680 0.103 0.227
F1 (gpt-4o) 0.292 0.052 0.741 0.448 0.673 0.089 0.247
F1 (o1-mini) 0.275 0.054 0.764 0.472 0.684 0.175 0.253
F1 (o1) 0.274 0.044 0.754 0.489 0.673 0.133 0.091
F1 (llama-70B) 0.269 0.049 0.711 0.410 0.659 0.172 0.158
F1 (llama-405B) 0.158 0.031 0.690 0.427 0.662 0.167 0.134
F1 (deepseek-r1) 0.297 0.081 0.729 0.473 0.682 0.164 0.152
F1 (deepseek-v3) 0.241 0.051 0.725 0.405 0.680 0.110 0.092

Prec (gpt-4o-mini) 0.317 0.134 0.647 0.317 0.549 0.063 0.241
Prec (gpt-4o) 0.298 0.109 0.634 0.334 0.547 0.057 0.251
Prec (o1-mini) 0.315 0.130 0.639 0.342 0.549 0.107 0.274
Prec (o1) 0.279 0.064 0.648 0.381 0.549 0.111 0.245
Prec (llama-70B) 0.339 0.143 0.653 0.295 0.548 0.105 0.289
Prec (llama-405B) 0.324 0.071 0.647 0.310 0.558 0.115 0.233
Prec (deepseek-r1) 0.321 0.099 0.639 0.327 0.549 0.135 0.301
Prec (deepseek-v3) 0.288 0.100 0.645 0.280 0.547 0.076 0.249

Rec (gpt-4o-mini) 0.233 0.053 0.870 0.691 0.983 0.274 0.232
Rec (gpt-4o) 0.297 0.034 0.899 0.723 0.965 0.202 0.270
Rec (o1-mini) 0.266 0.034 0.952 0.834 0.994 0.536 0.249
Rec (o1) 0.353 0.034 0.905 0.736 0.963 0.167 0.056
Rec (llama-70B) 0.246 0.030 0.803 0.720 0.919 0.476 0.146
Rec (llama-405B) 0.108 0.020 0.774 0.694 0.894 0.300 0.095
Rec (deepseek-r1) 0.299 0.069 0.859 0.865 0.983 0.357 0.102
Rec (deepseek-v3) 0.210 0.035 0.844 0.755 0.981 0.238 0.058

6https://platform.openai.com/docs/api-reference/fine-tuning
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Table 8: Performance Comparison of Models Across Metrics and Targets (Strengths)

Target Problem Prior Research Method Theory Experiment Conclusion Paper

F1 (gpt-4o-mini) 0.283 0.000 0.760 0.424 0.511 0.118 0.232
F1 (gpt-4o) 0.329 0.000 0.756 0.446 0.517 0.143 0.119
F1 (o1-mini) 0.345 0.000 0.753 0.411 0.511 0.300 0.233
F1 (o1) 0.384 0.000 0.749 0.470 0.512 0.267 0.061
F1 (llama-70B) 0.245 0.000 0.750 0.420 0.516 0.242 0.198
F1 (llama-405B) 0.160 0.000 0.755 0.455 0.516 0.333 0.079
F1 (deepseek-r1) 0.396 0.000 0.749 0.436 0.513 0.174 0.135
F1 (deepseek-v3) 0.331 0.000 0.755 0.423 0.509 0.114 0.086

Prec (gpt-4o-mini) 0.315 0.000 0.622 0.286 0.343 0.071 0.198
Prec (gpt-4o) 0.295 0.000 0.616 0.299 0.350 0.091 0.182
Prec (o1-mini) 0.314 0.000 0.611 0.264 0.343 0.176 0.203
Prec (o1) 0.285 0.000 0.624 0.322 0.346 0.222 0.172
Prec (llama-70B) 0.404 0.000 0.620 0.275 0.352 0.148 0.178
Prec (llama-405B) 0.419 0.000 0.620 0.319 0.358 0.231 0.163
Prec (deepseek-r1) 0.355 0.000 0.617 0.289 0.347 0.103 0.279
Prec (deepseek-v3) 0.364 0.000 0.620 0.276 0.344 0.069 0.154

Rec (gpt-4o-mini) 0.258 0.000 0.975 0.819 0.996 0.333 0.281
Rec (gpt-4o) 0.371 0.000 0.978 0.872 0.991 0.333 0.089
Rec (o1-mini) 0.382 0.000 0.980 0.935 0.996 1.000 0.274
Rec (o1) 0.588 0.000 0.936 0.872 0.987 0.333 0.037
Rec (llama-70B) 0.176 0.000 0.948 0.894 0.969 0.667 0.224
Rec (llama-405B) 0.099 0.000 0.965 0.796 0.921 0.600 0.052
Rec (deepseek-r1) 0.447 0.000 0.953 0.883 0.983 0.571 0.089
Rec (deepseek-v3) 0.303 0.000 0.963 0.904 0.982 0.333 0.059

Table 9: Performance Comparison of Models Across Metrics and Targets (Weaknesses)

Target Problem Prior Research Method Theory Experiment Conclusion Paper

F1 (gpt-4o-mini) 0.253 0.153 0.715 0.430 0.849 0.088 0.222
F1 (gpt-4o) 0.256 0.104 0.726 0.449 0.830 0.036 0.375
F1 (o1-mini) 0.204 0.108 0.774 0.534 0.857 0.050 0.272
F1 (o1) 0.164 0.089 0.760 0.508 0.835 0.000 0.120
F1 (llama-70B) 0.294 0.098 0.672 0.400 0.802 0.103 0.118
F1 (llama-405B) 0.155 0.062 0.625 0.399 0.809 0.000 0.190
F1 (deepseek-r1) 0.198 0.163 0.709 0.510 0.852 0.154 0.169
F1 (deepseek-v3) 0.151 0.103 0.696 0.387 0.850 0.105 0.099

Prec (gpt-4o-mini) 0.320 0.268 0.672 0.347 0.755 0.056 0.283
Prec (gpt-4o) 0.301 0.219 0.651 0.369 0.743 0.024 0.321
Prec (o1-mini) 0.315 0.259 0.666 0.420 0.754 0.038 0.345
Prec (o1) 0.273 0.127 0.672 0.440 0.752 0.000 0.317
Prec (llama-70B) 0.274 0.286 0.687 0.315 0.744 0.062 0.400
Prec (llama-405B) 0.228 0.143 0.673 0.300 0.758 0.000 0.304
Prec (deepseek-r1) 0.287 0.197 0.661 0.365 0.750 0.167 0.323
Prec (deepseek-v3) 0.212 0.200 0.669 0.284 0.750 0.083 0.345

Rec (gpt-4o-mini) 0.209 0.107 0.764 0.563 0.970 0.214 0.183
Rec (gpt-4o) 0.222 0.068 0.821 0.574 0.939 0.071 0.451
Rec (o1-mini) 0.151 0.068 0.924 0.732 0.992 0.071 0.224
Rec (o1) 0.118 0.068 0.874 0.600 0.939 0.000 0.074
Rec (llama-70B) 0.316 0.059 0.658 0.547 0.869 0.286 0.069
Rec (llama-405B) 0.118 0.040 0.583 0.593 0.867 0.000 0.138
Rec (deepseek-r1) 0.151 0.139 0.764 0.847 0.984 0.143 0.115
Rec (deepseek-v3) 0.118 0.069 0.725 0.605 0.980 0.143 0.057
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Table 10: Performance Comparison of Models Across Metrics and Aspects (Including both Strengths and Weak-
nesses)

Aspect Novelty Impact Validity Clarity

F1 (gpt-4o-mini) 0.334 0.390 0.775 0.396
F1 (gpt-4o) 0.378 0.428 0.769 0.365
F1 (o1-mini) 0.386 0.427 0.773 0.395
F1 (o1) 0.404 0.399 0.772 0.401
F1 (llama-70B) 0.334 0.322 0.769 0.327
F1 (llama-405B) 0.337 0.318 0.772 0.278
F1 (deepseek-r1) 0.387 0.414 0.775 0.266
F1 (deepseek-v3) 0.346 0.422 0.768 0.187

Prec (gpt-4o-mini) 0.367 0.291 0.671 0.317
Prec (gpt-4o) 0.474 0.313 0.668 0.298
Prec (o1-mini) 0.528 0.300 0.668 0.311
Prec (o1) 0.589 0.305 0.669 0.334
Prec (llama-70B) 0.665 0.318 0.667 0.337
Prec (llama-405B) 0.587 0.302 0.671 0.332
Prec (deepseek-r1) 0.535 0.308 0.670 0.339
Prec (deepseek-v3) 0.504 0.306 0.664 0.309

Rec (gpt-4o-mini) 0.460 0.600 0.990 0.549
Rec (gpt-4o) 0.506 0.689 0.975 0.485
Rec (o1-mini) 0.507 0.758 0.990 0.548
Rec (o1) 0.435 0.579 0.981 0.511
Rec (llama-70B) 0.450 0.371 0.981 0.346
Rec (llama-405B) 0.478 0.352 0.978 0.241
Rec (deepseek-r1) 0.502 0.632 0.988 0.219
Rec (deepseek-v3) 0.478 0.683 0.982 0.134

Table 11: Performance Comparison of Models Across Metrics and Aspects (Strengths)

Aspect Novelty Impact Validity Clarity

F1 (gpt-4o-mini) 0.643 0.474 0.599 0.309
F1 (gpt-4o) 0.654 0.520 0.593 0.202
F1 (o1-mini) 0.656 0.556 0.592 0.299
F1 (o1) 0.626 0.530 0.596 0.342
F1 (llama-70B) 0.636 0.411 0.593 0.292
F1 (llama-405B) 0.660 0.345 0.596 0.157
F1 (deepseek-r1) 0.655 0.536 0.598 0.170
F1 (deepseek-v3) 0.660 0.547 0.585 0.122

Prec (gpt-4o-mini) 0.498 0.368 0.431 0.222
Prec (gpt-4o) 0.498 0.398 0.428 0.190
Prec (o1-mini) 0.501 0.403 0.424 0.224
Prec (o1) 0.530 0.412 0.430 0.261
Prec (llama-70B) 0.497 0.467 0.426 0.236
Prec (llama-405B) 0.506 0.368 0.431 0.215
Prec (deepseek-r1) 0.503 0.400 0.431 0.224
Prec (deepseek-v3) 0.509 0.403 0.419 0.207

Rec (gpt-4o-mini) 0.907 0.667 0.986 0.511
Rec (gpt-4o) 0.955 0.749 0.965 0.216
Rec (o1-mini) 0.949 0.897 0.979 0.449
Rec (o1) 0.763 0.744 0.969 0.496
Rec (llama-70B) 0.883 0.366 0.976 0.384
Rec (llama-405B) 0.949 0.324 0.969 0.123
Rec (deepseek-r1) 0.937 0.809 0.976 0.137
Rec (deepseek-v3) 0.940 0.851 0.965 0.086
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Table 12: Performance Comparison of Models Across Metrics and Aspects (Weaknesses)

Aspect Novelty Impact Validity Clarity

F1 (gpt-4o-mini) 0.024 0.306 0.951 0.484
F1 (gpt-4o) 0.103 0.335 0.945 0.528
F1 (o1-mini) 0.116 0.299 0.954 0.492
F1 (o1) 0.182 0.268 0.949 0.459
F1 (llama-70B) 0.032 0.233 0.945 0.362
F1 (llama-405B) 0.013 0.291 0.947 0.399
F1 (deepseek-r1) 0.120 0.292 0.952 0.362
F1 (deepseek-v3) 0.031 0.297 0.951 0.253

Prec (gpt-4o-mini) 0.235 0.214 0.912 0.411
Prec (gpt-4o) 0.450 0.228 0.907 0.406
Prec (o1-mini) 0.556 0.197 0.911 0.397
Prec (o1) 0.647 0.198 0.908 0.406
Prec (llama-70B) 0.833 0.169 0.907 0.438
Prec (llama-405B) 0.667 0.236 0.911 0.450
Prec (deepseek-r1) 0.568 0.215 0.908 0.454
Prec (deepseek-v3) 0.500 0.209 0.908 0.410

Rec (gpt-4o-mini) 0.013 0.533 0.994 0.587
Rec (gpt-4o) 0.058 0.630 0.985 0.754
Rec (o1-mini) 0.065 0.619 1.000 0.646
Rec (o1) 0.106 0.415 0.994 0.527
Rec (llama-70B) 0.016 0.376 0.987 0.308
Rec (llama-405B) 0.006 0.381 0.987 0.359
Rec (deepseek-r1) 0.067 0.455 1.000 0.302
Rec (deepseek-v3) 0.016 0.515 0.998 0.183
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A.5 Results using accepted papers 820

Figure 17: A visualization of focus distributions by target/aspect and strength/weakness for LLMs and human
experts using accepted papers, in a descending order of KL divergence. We observed a few notable differences in
the pattern, compared to the evaluation results using rejected papers. First, there exists a much larger gap in the
Weakness-Experiment, meaning that human experts criticize experiments significantly less than LLMs. In strengths,
human experts mostly praise Novelty and Impact than Validity, but LLMs tend to praise the Validity the most. We
observed the same pattern in Weakness-Novelty, meaning that LLMs neglect the novelty aspect in criticizing the
papers.
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