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ABSTRACT

Self-supervised learning (SSL) has become the predominant approach to training on large amounts of data when no labels are available. Since the corresponding model architectures are usually large, the training process is, in itself, costly, and training relies on dedicated expensive hardware. As a consequence, not every party can train such models from scratch. Instead, new APIs offer paid access to pre-trained SSL models. We consider transformer-based SSL sentence encoders and show that they can be efficiently extracted (stolen) from behind these APIs through black-box query access. Our stealing requires down to 40x fewer queries than the number of the victim’s training data points and much less computation. This large gap between low attack costs and high victim training costs strongly incentivizes attackers to steal encoders. To protect the transformer-based sentence encoders against stealing, we propose to embed secret downstream tasks to their training which serve as watermarks. In general, our work highlights that sentence embedding encoders are easily stolen but hard to defend.

1 INTRODUCTION

The success of self-supervised learning (SSL) motivates the emergence of large-scale services offering API access to encoders which return high-dimensional representations for given input data. These representations serve to train a diverse set of downstream tasks with a small amount of labeled data. Latest APIs (Clarifai, 2023; Cohere, 2023; OpenAI, 2023) use transformer-based encoders (Devlin et al., 2018; Dosovitskiy et al., 2020) to generate representations. Such encoders have a high number of parameters (e.g., the state-of-the-art RoBERTa-Large language encoder (Liu et al., 2019) has roughly 355M parameters) and are trained on datasets consisting of millions of unlabeled data points—yielding a highly expensive training procedure (Sharir et al., 2020). Therefore, these encoders are lucrative targets for stealing attacks (Tramèr et al., 2016). In such attacks, an adversary extracts a victim encoder by submitting queries and using the outputs to train a local stolen copy, often at a fraction of the victim’s training cost (Sha et al., 2022; Dziedzic et al., 2022a). The stolen encoder can then be used for inferences without the owner’s permission, violating their intellectual property right and causing financial loss.

While stealing and defending supervised models has been heavily studied (Tramèr et al., 2016; Juuti et al., 2019; Orekondy et al., 2020), research on the topic of stealing and defending transformer-based encoders in the NLP domain is limited. Despite the immediate practical importance of this problem, to the best of our knowledge, all previous works on model stealing attacks and defenses against SSL
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encoders are conducted offline in contrived experimental settings (Cong et al., 2022; Sha et al., 2022; Dziedzic et al., 2022a;b), focusing on the vision domain with convolutional neural network (CNN)-based architectures, and do not attack the popular transformer (Vaswani et al., 2017) architecture. In our work, we focus on stealing state-of-the-art sentence embedding encoders (Gao et al., 2021) that are built on top of pre-trained transformers and exposed via public APIs (Clarifai, 2023).

We show how stealing attacks (Sha et al., 2022; Dziedzic et al., 2022a) can be successfully applied to extract transformer-based sentence encoders only through their returned representations. This corresponds to a real-world API setup. Our stealing requires much less computing power and much fewer data points than training the encoders from scratch. More specifically, we successfully steal sentence-encoders using only a small number of representations obtained through queries to the victim. We steal with down to 40x fewer queries than the number of original training data points and our stolen encoders achieve similar performances on benchmark tasks as their corresponding victims. We also show that this number can be further reduced by re-using representations obtained from the victim encoder for semantically similar sentences of the stealing queries.

The successful applicability of encoder stealing to transformer-based architectures in public API settings motivates the urgent need for defenses. We propose a new watermarking scheme to protect the encoders from theft. Our watermark relies on alternating between the actual sentence embedding task and a secretly chosen downstream task during the last iterations of training. This transforms the representations so that they preserve their high performance on general sentence embedding tasks while increasing their accuracy on the downstream task. To embed the watermark task, we append a fully-connected layer to the encoder. The additional layer acts as our secret key. We verify whether a given encoder is a stolen copy by attaching that layer to the suspect encoder and checking the agreement to the victim encoder’s output for the watermark downstream task. The victim and independent encoders have significantly different outputs whereas victim and stolen copies return similar outputs.

To summarize, we make the following contributions:

- We successfully steal sentence embedding encoders in a real-world API setting. Our stolen encoders achieve comparable performance to their respective victims on standard benchmarks assuming access to representations only. The stealing process uses less computing power than a victim’s training and up to 40x fewer queries than the number of samples in a victim’s training dataset.
- We further reduce the number of stealing queries by using semantically similar sentences while achieving comparable performance to the victims on standard benchmarks.
- To detect stolen sentence embedding encoders, we propose a method to watermark their representations by alternating between the actual embedding and a secretly chosen downstream task during the last iterations of training.

2 BACKGROUND AND RELATED WORK

Model extraction attacks. The goal of the model extraction attacks is to replicate a functionality of a victim model \( f_v \) trained on a dataset \( D_P \). An attacker has a black box access to the victim model and uses a stealing dataset \( D_s = \{ q_i, f_v(q_i) \}_{i=1}^{n} \), consisting of queries \( q_i \) and the corresponding predictions or representations returned by the victim model, to train a stolen model \( f_s \). Model extraction attacks have been shown against various types of models including classification (Tramer et al., 2016; Jagielski et al., 2020) and representation models (Sha et al., 2022; Dziedzic et al., 2022a).

Sentence Embedding Encoders. We use SimCSE (Gao et al., 2021) to learn sentence representations since it outperforms other methods and is exposed via public APIs (Clarifai, 2023). SimCSE proposes unsupervised and supervised approaches to generate sentence embeddings. It starts from a pre-trained checkpoint of a BERT-based encoder, e.g., RoBERTa, and takes the representation for the classification token ([CLS]) as sentence embeddings. In this work, we rely on the supervised approach leveraging pairs of sentences from natural language inference (NLI) datasets within a contrastive learning framework. It uses the entailment pairs as positives and contradictions as hard negatives.

\[ \text{https://clarifai.com/princeton-nlp/language-modeling/models/sup-simcse-roberta-large} \]
**Stealing Encoders.** Thus far, methods for stealing encoders through representations have been shown in the computer vision domain and only for CNNs (Sha et al., 2022; Dziedzic et al., 2022a). Previous work in the NLP domain focuses on classification tasks and performs stealing against fine-tuned models through labels based on a given pre-trained language encoder (Krishna et al., 2020; Zanella-Beguelin et al., 2021; He et al., 2021). Model extraction against NLP APIs is shown by (Xu et al., 2021), specifically for sentiment classification and machine translation tasks. The setup of previous work differs from ours which is concerned with stealing through representations instead of low-dimensional outputs, such as labels. This is motivated by the fact that these representations are exactly what new public APIs expose (Cohere, 2023; Clarifai, 2023). Distillation methods used in the NLP domain (Jiao et al., 2019) which could, in principle, be applied to stealing encoders, usually require white box access to the original model, for example, to the attention layers (Jiao et al., 2019). Therefore, distillation cannot be applied to stealing in public API-access scenarios.

**Defending Encoders.** Dataset inference (DI) (Maini et al., 2021; Dziedzic et al., 2022b) is a defense against model stealing attacks which relies on identifying stolen copies for ownership attribution. It enables a model owner or a third-party arbitrator to attribute the ownership of a potentially stolen model. Therefore, it uses the victim’s training dataset as a unique signature. Recently, watermarking (Uchida et al., 2017; Jia et al., 2021; Adi et al., 2018) methods have been proposed for encoders (Dziedzic et al., 2022a; Cong et al., 2022; Wu et al., 2022). The watermarking techniques use downstream tasks to detect a watermark while dataset inference for SSL (Dziedzic et al., 2022b) resolves ownership based on the representations directly. For a more detailed overview of related work, please see Appendix A.

### 3 Steeleing Transformer-Based Encoders

We aim at stealing BERT-based transformers that are fine-tuned to return sentence embeddings. Stealing is performed following previous work (Dziedzic et al., 2022a): (i) The adversary sends $N$ raw or augmented inputs to the victim encoder. These inputs can, in principle, be taken from any data distribution of the target domain, using open-source data. (ii) With the obtained representations, the adversary trains a stolen copy of the victim. The goal of this training is to maximize the similarity of the stolen copy’s output and the representations output by the victim. Therefore, the adversary either imitates a self-supervised training using a contrastive loss function, e.g., InfoNCE (Chen et al., 2020) or SoftNN (Frosst et al., 2019), or directly matches both models’ representations via the Mean Squared Error (MSE) loss.

Our stealing method operates in a public API setting where the adversary can query the encoders through a pre-defined interface to obtain high-dimensional representations for their inputs. Public APIs (Cohere, 2023) expose transformers which are first pre-trained on a large corpus of text data to return per-token representations and then fine-tuned to return high-dimensional embeddings for a given full-text input, e.g., a sentence. We find that public APIs (Clarifai, 2023) provide metadata about exposed encoders, which can contain information about datasets used for pre-training as well as the encoder architecture. Thus, we can instantiate our stolen encoders with the victim encoder’s architecture. We also follow the API setting and initialize the stolen copies of language encoders with publicly available pre-trained transformers.\(^3\)

**Re-using Representations.** For stealing sentence encoders more efficiently, we reduce the number of stealing queries by re-using representations over semantically similar sentences.\(^3\) This is possible since sentence encoders are required to return similar representations to such semantically similar sentences. Hence, when a stealing dataset holds such similar sentences (e.g., in the form of positive pairs, which is the case for all the datasets used in this work), we only have to query one of these sentences and assign the same representation to all semantically similar sentences to augment the dataset that the attacker uses for fine-tuning the stolen-copy. Our experimental evaluation in Section 5 shows the effectiveness of this approach.

---

\(^2\)We use transformers from Hugging Face [https://huggingface.co/].

\(^3\)This is relevant in public API settings since costs usually increase linearly with the number of queries and since the number of representations that can be obtained in a given time-unit is often limited. If furthermore reduces the computational costs of the stealing attack.
Figure 1: **Our Watermark for Sentence Encoders.** To embed our watermark for sentence embedding encoders, training alternates between the main task and a secretly chosen downstream task during the last iterations. For verification, the fully-connected (FC) layer is attached to a potentially stolen copy and agreement to the victim’s output on the downstream task is measured.

4 WATERMARKING SENTENCE-EMBEDDING ENCODERS

We develop a new watermarking-based defense against stealing sentence embedding encoders. We embed the watermark starting from an already fine-tuned encoder. This is a realistic scenario where the model owner would like to add a watermark post hoc at a low cost. To embed the watermark, we perform a few iterations of training, where we alternate between one iteration of the original sentence embedding training (with SimCSE), and then one iteration of training of the whole model for a downstream task. During training of the downstream task, we add an additional fully-connected layer, which serves as our secret key during verification. Our watermarking approach is visualized in Figure 1. In this work, we select SST2 (binary classification for sentiment analysis) as the watermark downstream task. Note, however, that a defender can select from many possible downstream tasks, reshuffle or flip the labels, or use their own private downstream task.

To resolve ownership, a verifier attaches the fully-connected layer (secret key) to the output of an encoder suspected to be a stolen copy. Then, agreement between the outputs of the victim encoder (plus the fully-connected layer), and the outputs of the potentially stolen copy (plus the same fully-connected layer) on the secret downstream task is measured as the percentage of labels where both outputs agree. We resolve that an encoder was stolen if the agreement is above the threshold of 95%, otherwise, the encoder is marked as independent.

5 EMPIRICAL EVALUATION

We evaluate our methods for stealing and defending transformer-based sentence encoders trained on different NLP datasets within a public API setup with black-box query access.

5.1 EXPERIMENTAL SETTING.

We steal from BERT-based sentence embedding encoders fine-tuned on nli-for-SimCSE [Gao et al., 2021] ("nli"), QQP [Iyer et al.] ("qqp"), and Flickr30k [Young et al., 2014] ("flickr"). For more insights on the datasets and our pre-processing, see Appendix B.1.

**Victim.** As victim encoders, we use TinyBERT-based encoders and fine-tune them for the sentence embedding task on nli, qqp, and flickr by using SimSCE [Gao et al., 2021]. For more details on data pre-processing and the datasets, see Appendix B.1. We fine-tune our encoders for 10 epochs, with batch size (bs)=128, learning rate (lr)=5e-5, and temperature=0.05. Additionally, we use transformers fine-tuned with nli from BERT [4] and RoBERTa [5] from Hugging Face as victim encoders. For fine-tuning and stealing over all encoders, we set the maximal input sequence length to 32 and use truncation and padding. The performance of our victim encoders can be found in Table 1.

4 https://huggingface.co/princeton-nlp/sup-simcse-bert-base-uncased
5 https://huggingface.co/princeton-nlp/sup-simcse-roberta-large
We further explore the impact of the number of stealing queries on the performance of the stolen Workshop on the pitfalls of limited data and computation for Trustworthy ML, ICLR 2023

workshop. We fine-tune the respective base encoders on nli, qqp, and flickr for using SimCSE. We keep with patience 200 iterations and factor 0.5. For RoBERTa, we use the same setup, however with a factor of 1e-5.

In Table 1, we evaluate our stolen encoders on the SentEval benchmark. For BERT, the difference in average accuracy across all benchmarks (AVG) between victim and stolen copy is comparable to their respective victim encoders over most benchmark tasks. For RoBERTa, the difference in average accuracy across all benchmarks (AVG) is even < 1%. This holds true also for the large qsp dataset (~2.6M training samples) and stolen copies obtained with only 60K queries, i.e., ~40x fewer queries than training samples. In general, the performance of encoders stolen with nli and qsp is higher than the one of encoders stolen with flickr. We suspect this is due to the low semantic diversity in flickr which consists only of 30K images with five semantically equal captions each, leading to a semantic overlap within the stolen copies.

We further explore the impact of the number of stealing queries on the performance of the stolen copies. Our results in Table 1 in Appendix C highlight a performance decrease when reducing the number of stealing queries. The performance drop is most significant between 10k and 20k queries. This motivates an evaluation of the effectiveness of our method to re-use representations for semantically similar sentences in this setup. We query the stolen model copy with 10k sentences.
Table 2: Re-using Representations for Stealing NLP Encoders. We assign the same extracted representation to a given query and its semantically similar sentences. # Samples denotes the final number of sentences used to fine-tune the stolen encoder. We steal from the victim encoders trained on the nli and flickr datasets using the queries from the nli dataset. We use the same notation as in Table 1.

<table>
<thead>
<tr>
<th>EN</th>
<th>Dv</th>
<th>Ds</th>
<th># Queries</th>
<th># Samples</th>
<th>CR</th>
<th>MPQA</th>
<th>MR</th>
<th>MRPC</th>
<th>SST2</th>
<th>SUBJ</th>
<th>TREC</th>
<th>Avg.</th>
<th>Avg.</th>
<th>SICKR</th>
<th>STSB</th>
<th>STSB</th>
<th>AVG</th>
<th>Δv</th>
</tr>
</thead>
<tbody>
<tr>
<td>fnl</td>
<td>nli</td>
<td>nli</td>
<td>10000</td>
<td>10000</td>
<td>84.58</td>
<td>87.64</td>
<td>78.59</td>
<td>79.45</td>
<td>85.42</td>
<td>85.45</td>
<td>95.56</td>
<td>68.19</td>
<td>59.25</td>
<td>81.75</td>
<td>58.63</td>
<td>61.87</td>
<td>75.82</td>
<td>9.70</td>
</tr>
<tr>
<td>fnl</td>
<td>nli</td>
<td>nli</td>
<td>20000</td>
<td>20000</td>
<td>84.58</td>
<td>87.64</td>
<td>78.59</td>
<td>79.45</td>
<td>85.42</td>
<td>85.45</td>
<td>95.56</td>
<td>68.19</td>
<td>59.25</td>
<td>81.75</td>
<td>58.63</td>
<td>61.87</td>
<td>75.82</td>
<td>9.70</td>
</tr>
<tr>
<td>flickr</td>
<td>nli</td>
<td>nli</td>
<td>10000</td>
<td>10000</td>
<td>72.74</td>
<td>78.71</td>
<td>70.21</td>
<td>72.25</td>
<td>79.01</td>
<td>71.15</td>
<td>80.85</td>
<td>91.82</td>
<td>55.92</td>
<td>69.95</td>
<td>75.12</td>
<td>65.67</td>
<td>74.23</td>
<td>73.71</td>
</tr>
<tr>
<td>flickr</td>
<td>nli</td>
<td>nli</td>
<td>20000</td>
<td>20000</td>
<td>73.38</td>
<td>81.39</td>
<td>71.3</td>
<td>71.15</td>
<td>80.85</td>
<td>91.82</td>
<td>55.92</td>
<td>69.95</td>
<td>75.12</td>
<td>65.67</td>
<td>74.23</td>
<td>73.71</td>
<td>8.60</td>
<td></td>
</tr>
<tr>
<td>flickr</td>
<td>nli</td>
<td>nli</td>
<td>20000</td>
<td>20000</td>
<td>73.75</td>
<td>83.33</td>
<td>71.59</td>
<td>72.15</td>
<td>80.28</td>
<td>91.53</td>
<td>57.65</td>
<td>71.5</td>
<td>75.75</td>
<td>66.63</td>
<td>75.37</td>
<td>74.60</td>
<td>7.72</td>
<td></td>
</tr>
</tbody>
</table>

To assess if a given source of semantically similar sentences is adequate for stealing a given encoder, we do not measure the semantic similarity between sentences, but the similarity of their representations. We query the victim encoder with a few pairs of sentences and compare their cosine similarity scores. We run an experiment using sentences from nli, qqp, and flickr datasets on the victim encoders based on BERT and trained on nli and flickr datasets as well, we use 200 sentences overall, where there are 100 semantically similar pairs, and present results in Table 3. We observe that stealing using the nli dataset works better since the sentences have higher cosine similarity scores. By such a quick assessment, we can determine which dataset might be better to use for a given stealing process.

Table 3: Semantic Similarity. We measure the semantic similarity between sentences from a given dataset using victim models trained on nli, qqp, and flickr datasets. Model extraction using nli works better than with flickr or qqp since the sentences from the nli dataset have higher cosine similarity scores.

<table>
<thead>
<tr>
<th>Victim model trained on</th>
<th>nli data</th>
<th>qqp data</th>
<th>flickr data</th>
</tr>
</thead>
<tbody>
<tr>
<td>nli</td>
<td>0.77±0.16</td>
<td>0.59±0.16</td>
<td>0.62±0.18</td>
</tr>
<tr>
<td>qqp</td>
<td>0.77±0.16</td>
<td>0.67±0.13</td>
<td>0.65±0.19</td>
</tr>
<tr>
<td>flickr</td>
<td>0.82±0.15</td>
<td>0.71±0.14</td>
<td>0.76±0.16</td>
</tr>
</tbody>
</table>

We also experiment with the setup where the adversary does not know the exact architecture of the victim encoder but only knows the family of possible encoders and the output dimensionality. Then, they might instantiate their stolen copy with an architecture different from the victim model’s. An example of different architectures with the same output dimensions is BERT-large and RoBERTa-large (both output representations of size 1024). In Table 6 (see Appendix C), we compare the performance of encoders stolen to the victim encoder’s original architecture vs the other similar architecture. We observe that stealing from a larger encoder (RoBERTa-large) to a smaller one (BERT-large) performs better than in the opposite direction.

5.3 Defending

We present the performance of the watermarked encoders as well as the success of our watermarking in Table 4. Our results highlight that a relatively small number of fine-tuning steps (e.g., 200 alternations between original and downstream tasks) are sufficient to embed the watermark into the encoder while preserving the high performance of the defended encoder on other unrelated and general downstream tasks. Furthermore, the embedded watermark successfully transfers to stolen copies. We use the initial fine-tuned sentence embedding encoder as the independent encoder, which is the most difficult scenario for the ownership resolution since the only difference between the victim and independent encoders results from the watermarking process. We show that even in this worst-case, the independent model is never incorrectly resolved as being stolen. To compute the
Table 4: **Watermarking Sentence Embedding Encoders.** We embed the watermark into an encoder and present the performance of the downstream task, the underlying encoder, and the comparison between the victim $f_v$, stolen $f_s$, and independent $f_i$ encoders. Steps denotes the number of fine-tuning steps for watermarking. Agreement ($Agr$) and accuracy ($Acc$) on the watermark downstream task (given in %), test loss ($L$), p-value ($p$), and effect size ($\Delta \mu$).

<table>
<thead>
<tr>
<th>Steps</th>
<th>$Agr(f_v, f_s)$</th>
<th>$Agr(f_v, f_i)$</th>
<th>$Acc(f_v)$</th>
<th>$L(f_v)$</th>
<th>$p(f_v, f_s)$</th>
<th>$\Delta \mu(f_v, f_s)$</th>
<th>$p(f_v, f_i)$</th>
<th>$\Delta \mu(f_v, f_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>97.59</td>
<td>88.3</td>
<td>57</td>
<td>0.68</td>
<td>0.77</td>
<td>0.74</td>
<td>0.79</td>
<td>0.27</td>
</tr>
<tr>
<td>200</td>
<td>96.44</td>
<td>67.54</td>
<td>65.37</td>
<td>0.65</td>
<td>0.76</td>
<td>0.73</td>
<td>0.79</td>
<td>0.64</td>
</tr>
<tr>
<td>300</td>
<td>97.71</td>
<td>72.59</td>
<td>65.37</td>
<td>0.63</td>
<td>0.76</td>
<td>0.73</td>
<td>0.8</td>
<td>0.63</td>
</tr>
<tr>
<td>400</td>
<td>96.56</td>
<td>59.98</td>
<td>69.95</td>
<td>0.61</td>
<td>0.76</td>
<td>0.73</td>
<td>0.79</td>
<td>0.61</td>
</tr>
<tr>
<td>500</td>
<td>96.33</td>
<td>60.66</td>
<td>71.1</td>
<td>0.59</td>
<td>0.75</td>
<td>0.71</td>
<td>0.79</td>
<td>0.6</td>
</tr>
<tr>
<td>600</td>
<td>96.79</td>
<td>62.73</td>
<td>71.56</td>
<td>0.59</td>
<td>0.74</td>
<td>0.69</td>
<td>0.78</td>
<td>0.59</td>
</tr>
<tr>
<td>700</td>
<td>96.44</td>
<td>62.61</td>
<td>71.44</td>
<td>0.58</td>
<td>0.72</td>
<td>0.67</td>
<td>0.77</td>
<td>0.58</td>
</tr>
<tr>
<td>800</td>
<td>96.79</td>
<td>56.31</td>
<td>71.85</td>
<td>0.56</td>
<td>0.71</td>
<td>0.66</td>
<td>0.76</td>
<td>0.57</td>
</tr>
<tr>
<td>900</td>
<td>96.34</td>
<td>59.75</td>
<td>73.39</td>
<td>0.55</td>
<td>0.71</td>
<td>0.65</td>
<td>0.76</td>
<td>0.56</td>
</tr>
</tbody>
</table>

p-values, we leverage the softmax outputs for the correct labels from the downstream task and use the t-test. The p-values indicate that there is a significant difference between the distribution of the confidence scores from independent vs victim encoders (p-value < 5%). In contrast, the difference is not significant between the victim and stolen encoders.

6 CONCLUSIONS AND FUTURE WORK

Through SSL, large amounts of data can be leveraged to train ML models, even when no labels for this data are available. Due to the costly training procedure on dedicated and expensive hardware, this approach is, however, limited to parties that can afford it. Such parties can then offer APIs access to their trained high-value encoders for generating representations of given input text for other parties, and thereby monetize their encoders. We demonstrate how to steal such transformer-based encoders by using only their output representations. Our stealing requires up to 40x fewer queries than the number of training data points used to train the victim and it yields stolen copies with comparable performance on standard benchmarks. This provides an incentive for attackers to steal the encoders at a much lower computing cost and the required number of data points than the training of such encoders from scratch. To protect the encoders, we propose a method for embedding a watermark into the encoders by fine-tuning a defended encoder with a specific downstream task. Our work highlights that, in particular, state-of-the-art sentence embedding encoders are easily stolen but hard to defend. Future work should address the lack of active defenses against stealing encoders that could prevent attacks as they are happening without degrading the performance of legitimate users. These defenses should increase the cost of extraction in terms of computation power and the required amount of data for queries to disincentivize attackers from stealing the sentence encoding encoders.
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A ADDITIONAL RELATED WORK

Self-Supervised Learning. In computer vision, one of the most popular self-supervised algorithms is contrastive learning (Chen et al., 2020; van den Oord et al., 2018), where representations that come from differently transformed views of the same image are brought closer to each other and the representations from views of different inputs are repelled. In NLP, a popular self-supervised pre-training approach is to mask selected words in the input sequence and train the model to predict that masked words (Devlin et al., 2018).

Transformers. Transformer (Vaswani et al., 2017) is becoming a ubiquitous architecture in NLP and computer vision. While the original transformer consists of an encoder and decoder component, our work only studies the encoder part for representation learning. Transformers are composed of several identical layers, namely a multi-head attention sublayer followed by a feed forward sublayer. The multi-head attention sublayer utilizes the self-attention mechanism to learn the pairwise relationships between all tokens. Self-attention is the key to the success of transformers, which makes parallel training and learning long-range dependency between tokens easier.

NLP transformers. In this work, we investigate BERT-based models (Devlin et al., 2018), pre-trained bidirectional transformers (Vaswani et al., 2017). In addition to BERT Base, we also use TinyBERT (Jiao et al., 2019), obtained by distilling BERT to a smaller transformer architecture, and RoBERTa Large (Liu et al., 2019), which is pre-trained on a larger dataset than BERT. Then we analyze the task of learning highly generic sentence representation, a fundamental problem in NLP (Kiros et al., 2015; Hill et al., 2016; Logeswaran & Lee, 2018).

B DETAILS ON THE EXPERIMENTAL SETUP

B.1 DATASETS

nli. We use (Gao et al., 2021)’s nli-for-SimSCE dataset, consisting of 275,602 data rows from SNLI (Bowman et al., 2015) and MNLI (Williams et al., 2018). Each row holds three sentences, an original sentence, a positive entailment and a contradiction. In training, the contradiction acts as a hard-negative.

qqp. We use the merv/qpp dataset from Hugging Face. The train split consists of 2,607,949 data rows, each holding two semantically equal questions. We use this data for training as positive pairs.

flickr. The flickr dataset consists of images, each annotated with five human-written captions. Following (Gao et al., 2021), we consider any two captions of the same image as a positive pair. We split the training and test set to 90%, 10%, making sure that all caption-pairs related to one image end up in the same set. This yields 286,050 positive-pair training examples. When using flickr as a dataset for stealing, we drop the duplicates arising from generating all possible caption pairs before sampling the stealing-queries. Thereby, we mitigate a too small diversity over the stealing due to repeated queries.


## C Additional Results

### C.1 Stealing with Fewer Queries

We depict the effect of stealing with fewer queries in Table 5.

<table>
<thead>
<tr>
<th>EN</th>
<th>$D_v$, $D_s$</th>
<th># Queries</th>
<th>CR</th>
<th>MPQA</th>
<th>MR</th>
<th>MRPC</th>
<th>SST2</th>
<th>SUBJ</th>
<th>TREC</th>
<th>Avg_STS</th>
<th>Ave_Fam</th>
<th>SICKR</th>
<th>STSB</th>
</tr>
</thead>
<tbody>
<tr>
<td>f_s</td>
<td>B* nli</td>
<td>60k</td>
<td>89.05</td>
<td>88.95</td>
<td>88.49</td>
<td>74.98</td>
<td>86.35</td>
<td>93.39</td>
<td>66.73</td>
<td>81.45</td>
<td>82.85</td>
<td>79.84</td>
<td>83.07</td>
</tr>
<tr>
<td>50k</td>
<td>88.04</td>
<td>88.68</td>
<td>78.96</td>
<td>75.74</td>
<td>86.01</td>
<td>92.76</td>
<td>64.49</td>
<td>80.98</td>
<td>82.1</td>
<td>78.96</td>
<td>82.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40k</td>
<td>87.83</td>
<td>88.29</td>
<td>78.87</td>
<td>75.96</td>
<td>86.12</td>
<td>92.78</td>
<td>64.91</td>
<td>80.67</td>
<td>82.11</td>
<td>78.99</td>
<td>82.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30k</td>
<td>87.18</td>
<td>89.13</td>
<td>78.26</td>
<td>76.4</td>
<td>84.4</td>
<td>92.83</td>
<td>65.33</td>
<td>79.09</td>
<td>81.93</td>
<td>76.9</td>
<td>81.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20k</td>
<td>86.41</td>
<td>89.16</td>
<td>78.45</td>
<td>75.44</td>
<td>84.9</td>
<td>92.98</td>
<td>71.37</td>
<td>74.39</td>
<td>82.6</td>
<td>71.93</td>
<td>76.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10k</td>
<td>83.81</td>
<td>87.52</td>
<td>78.08</td>
<td>74.39</td>
<td>84.06</td>
<td>93.28</td>
<td>73.27</td>
<td>60.03</td>
<td>82.06</td>
<td>53.86</td>
<td>66.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1k</td>
<td>80.15</td>
<td>83.09</td>
<td>77.42</td>
<td>70.68</td>
<td>84.75</td>
<td>93.0</td>
<td>68.12</td>
<td>45.45</td>
<td>79.67</td>
<td>53.14</td>
<td>37.75</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### C.2 Influence of the Architecture

We depict the effect of the architecture of the stolen model in Table 6.
Table 6: **Base Architecture Influence on Stolen Model Performance.** We follow SimCSE (Gao et al., 2021) and use the SentEval benchmark. $f_v$ denotes the victim encoder trained on data $D_v$. $f_s$ is the stolen encoder extracted using queries from a given stealing dataset $D_s$. For stealing, we use 60,000 stealing queries to the victim encoder and fine-tune our stolen copy with the resulting outputs for 20 epochs. We compare performance between encoders that steal from victims BERT-large (BL) and RoBERTa-large (R) into a stolen copy with either of this architecture. The victim models are taken from Hugging Face obtained by the SimCSE code-base, marked with an asterisks * ([https://github.com/princeton-nlp/SimCSE](https://github.com/princeton-nlp/SimCSE)) and steal using the nli dataset. We use the public tokenizer corresponding to the stolen copy’s architecture.

<table>
<thead>
<tr>
<th>EN</th>
<th>$D_v$</th>
<th>$D_s$</th>
<th>$f_v$</th>
<th>CR</th>
<th>MPQA</th>
<th>MR</th>
<th>MRPC</th>
<th>SST2</th>
<th>SUBJ</th>
<th>TRBC</th>
<th>Avg STS</th>
<th>Avg Tran</th>
<th>SICKR</th>
<th>STSB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_s$</td>
<td>BL*</td>
<td>nli</td>
<td>nli</td>
<td>BL (Baseline)</td>
<td>90.49</td>
<td>89.95</td>
<td>83.5</td>
<td>75.98</td>
<td>89.45</td>
<td>93.86</td>
<td>68.67</td>
<td>83.67</td>
<td>84.56</td>
<td>81.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>82.98</td>
<td>73.05</td>
<td>76.34</td>
<td>70.61</td>
<td>83.83</td>
<td>85.55</td>
<td>42.39</td>
<td>42.44</td>
<td>73.52</td>
<td>36.51</td>
<td>48.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_s$</td>
<td>R*</td>
<td>nli</td>
<td>nli</td>
<td>R (Baseline)</td>
<td>92.37</td>
<td>90.52</td>
<td>88.04</td>
<td>76.64</td>
<td>92.31</td>
<td>95.13</td>
<td>91.20</td>
<td>83.76</td>
<td>89.46</td>
<td>81.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90.24</td>
<td>89.67</td>
<td>83.07</td>
<td>76.25</td>
<td>89.68</td>
<td>94.07</td>
<td>72.45</td>
<td>78.96</td>
<td>85.06</td>
<td>77.27</td>
<td>80.65</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>