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Abstract001

As Large Language Models (LLMs) become002
increasingly used for question-answering (QA),003
relying on static, pre-annotated references004
for evaluation poses significant challenges in005
cost, scalability, and completeness. We pro-006
pose Search-AuGmented Evaluation (SAGE),007
a framework to assess LLM outputs without008
predetermined ground-truth answers. Unlike009
conventional metrics that compare to static ref-010
erences or depend solely on LLM-as-a-judge011
knowledge, SAGE acts as an agent that actively012
retrieves and synthesizes external evidence. It013
iteratively generates web queries, collects in-014
formation, summarizes findings, and refines015
subsequent searches through reflection. By re-016
ducing dependence on static reference-driven017
evaluation protocols, SAGE offers a scalable018
and adaptive alternative for evaluating the fac-019
tuality of LLMs. Experimental results on multi-020
ple free-form QA benchmarks show that SAGE021
achieves substantial to perfect agreement with022
human evaluations.023

1 Introduction024

Free-form Question Answering (QA) requires mod-025

els to generate precise natural language responses026

to broad, open-ended queries (Wang et al., 2023a).027

As such, it serves as a key benchmark for evaluating028

the factuality of Large Language Models (LLMs),029

which are increasingly integrated into real-world030

applications such as online search engines and vir-031

tual assistants. However, LLMs are prone to hal-032

lucination (Gou et al., 2024), and evaluating their033

factuality with standard protocols remains difficult.034

Traditional evaluation methods, including lexi-035

cal matching metrics such as Exact Match (EM)036

and F1, rely on comparisons to static ground-truth037

references. While convenient and efficient, these038

methods fall short of capturing the diversity of free-039

form QA outputs and are often infeasible to scale040

due to the high cost of human annotations (Chi-041

ang and Lee, 2023; Mañas et al., 2024; Zhu et al.,042

2023). More critically, instruction-tuned LLMs pro- 043

duce outputs that are often unpredictable, context- 044

dependent, and non-deterministic, making it im- 045

practical to pre-annotate reference answers for ev- 046

ery possible response (Yehudai et al., 2025; Li 047

et al., 2024). As a result, static, reference-driven 048

evaluation protocols are fundamentally misaligned 049

with the nature of free-form QA, where answers 050

are open-ended and often lack a single definitive 051

ground truth. 052

An emerging alternative reference-based evalua- 053

tion is the LLM-as-a-judge approach (Zheng et al., 054

2024; Chen et al., 2024), where one model, for 055

instance, is prompted to assess the output of an- 056

other based on task-specific criteria such as rel- 057

evance, depth, or creativity (Verga et al., 2024). 058

This method has shown promise in subjective tasks 059

such as summarization, dialogue, and instruction 060

following, where quality is shaped by style or user 061

preference and multiple interpretations are often 062

equally valid (Gu et al., 2025; Son et al., 2024). 063

However, its reliability deteriorates when the goal 064

shifts to objective correctness (Krumdick et al., 065

2025; Badshah and Sajjad, 2025; Gu et al., 2025). 066

For objective, fact-centric tasks such as free- 067

form QA, an unguided (i.e., reference-free) judge 068

is forced to lean solely on its frozen pre-trained 069

knowledge. This constraint exposes several recur- 070

ring failure modes: i) knowledge staleness where 071

the judges confidently endorse answers that became 072

outdated after their training cut off (Vu et al., 2024; 073

Cheng et al., 2024; Badshah and Sajjad, 2025); 074

ii) length or verbosity bias, where longer or more 075

detailed answers are overrated even when they con- 076

tain errors (Li et al., 2025b; Ye et al., 2024); iii) 077

prompt sensitivity, in which small variations to the 078

prompt or the order of candidate answers flip a cor- 079

rect/incorrect verdict (Ye et al., 2024; Thakur et al., 080

2025); and iv) hallucinated rationales, where the 081

judge develops supporting evidence to justify its 082

decision (Kamalloo et al., 2023). 083
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Figure 1: Given the question and candidate answer, SAGE begins with initial query from the question. The query
triggers web searches across multiple sources, followed by evidence summarization to extract key insights. The
reflection module assesses evidence sufficiency and relevance, triggering query refinement if needed. After N
iterations, the judge synthesizes the evidence to provide a final decision with rationale.

Given that pre-annotated reference answers084

at scale are impractical and reference-free085

LLM-as-a-judge setups remain unreliable for ob-086

jective tasks, we argue that, unlike subjective eval-087

uation, objective correctness cannot be assessed088

solely through an LLM’s parametric knowledge089

or its preferences. Therefore, we propose Search-090

AuGmented Evaluation (SAGE), a novel frame-091

work that bridges the stated gap by equipping092

LLM judges with the ability to actively collect093

and synthesize external evidence. Instead of costly094

human-annotated reference answers, SAGE dynam-095

ically and iteratively generates output-specific web096

queries, retrieves information, reflects on findings,097

and refines its search strategy to verify the correct-098

ness of model outputs.099

SAGE offers four key advantages: (1) it sub-100

stantially reduces dependency on the judge’s pa-101

rameter knowledge, (2) avoids the need for human-102

annotated reference answers, making evaluation103

more scalable, (3) grounds evaluations in up to104

date, verifiable information, and (4) enables assess-105

ment of novel or rapidly evolving topics where pa-106

rameter knowledge may be outdated or incomplete.107

Through experiments on free-form QA, we find 108

that SAGE is aligned with reference-based evalua- 109

tion and achieves substantial to perfect agreement 110

with human evaluators. 111

2 Methodology 112

We introduce Search-AuGmented Evaluation 113

(SAGE), a reference-free framework for evaluating 114

LLM responses. Unlike conventional approaches 115

that rely on fixed reference answers or human- 116

annotated ground truths, SAGE autonomously gath- 117

ers and integrates external evidence to assess the 118

correctness of free-form responses. Figure 1 illus- 119

trates the process of SAGE. 120

Let x ∈ X denote an input question of which 121

a candidate LLM C, such as GPT-3.5-turbo, pro- 122

duces a response ŷ ∈ Y according to ŷ = C(x). In 123

our framework, an LLM is employed as a judge, 124

denoted by J , to assess the correctness of ŷ based 125

on external evidence, i.e., augmented search. Algo- 126

rithm 1 presents the procedure of SAGE. It com- 127

prises of the following modules, where the LLM 128

agent acts in different roles, except for memory. 129
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Query Generation (Q): SAGE first generates a130

search query with a goal to retrieve relevant infor-131

mation from the web, which is then augmented132

with a judge to evaluate the correctness of the133

answer ŷ. It achieves this in an iterative pro-134

cess. In the first iteration (i = 1), the query q1135

is constructed solely from the input question x:136

q1 = Q(x). The goal is to retrieve background in-137

formation relevant to the question domain, without138

assuming the correctness of any particular answer.139

In subsequent iterations (i > 1), queries are refined140

using accumulated evidence and reflections stored141

in the short-term memory: qi = Q′(M). The142

query refinement resolves remaining uncertainty143

by retrieving more targeted information needed to144

verify the candidate answer ŷ.145

Web Search (S): The query qi is submitted to146

a web search via the Serper API,1 to return real-147

time results. For each query, we retrieve the top148

k = 3 search snippets or URLs, which serve as raw149

external evidence for the subsequent steps. The150

search results typically include titles, snippets, and151

source URLs, providing diverse perspectives from152

multiple unique sources. We refer to the web search153

results as S.154

Summarization (Σ): This condenses the re-155

trieved web search results S into a focused evi-156

dence segment: Ei = Σ(S(qi)). Σ extracts salient157

factual content while filtering out redundant or ir-158

relevant information. The resulting evidence Ei159

serves as a concise, interpretable knowledge unit160

that informs reflection.161

Reflection (R): The summarized evidence Ei is162

evaluated in relation to the input question x and163

the candidate answer ŷ to assess its relevance, suf-164

ficiency, and factual alignment. This step yields165

a reflection: Ri = R(x, ŷ, Ei), which captures166

whether the current evidence supports, contradicts,167

or is inconclusive with respect to ŷ. The reflection168

module also identifies missing information or ambi-169

guities that can guide subsequent query refinement.170

By explicitly reasoning over the current evidence,171

reflection enables SAGE to improve its evaluation172

behavior over multiple steps.173

Short-Term Memory: After each iteration, the174

tuple (qi, Ei, Ri) consisting of the generated query,175

corresponding evidence, and reflection is appended176

to the short-term memory buffer: M ← M ∪177

1https://serper.dev/

Algorithm 1 SAGE
Require: Question x, candidate answer ŷ, number of itera-

tions N
Ensure: Verdict v ∈ {0, 1} and rationale rJ
1: Initialize short-term memoryM← [ ] {Memory buffer

for query-evidence-reflection trace}
2: q1 ← Q(x) {Generate initial query from input question}
3: E1 ← Σ

(
S(q1)

)
{Retrieve and summarize external evi-

dence}
4: R1 ← R(x, ŷ, E1) {Reflect on evidence relevance and

sufficiency}
5: Append (q1, E1, R1) to memoryM
6: for i← 2 to N do
7: qi ← Q′(M)

{Refine query using accumulated mem-
ory}

8: Ei ← Σ
(
S(qi)

)
9: Ri ← R(x, ŷ, Ei)

10: Append (qi, Ei, Ri) to memoryM
11: end for
12: Etotal ←

⊕N
i=1 Ei {Aggregate evidence summaries}

13: Rtotal ←
⊕N

i=1 Ri {Aggregate reflections}
14: (v, rJ) ← J(x, ŷ, Etotal, Rtotal) {Final verdict and ratio-

nale}
15: return (v, rJ)

{(qi, Ei, Ri)}. This memoryM serves as an evolv- 178

ing trace of the evaluation process, accumulating 179

context that informs subsequent query refinement 180

and reasoning. The memory is append-only and 181

scoped to a single evaluation episode, ensuring that 182

each step builds upon the full history of prior ac- 183

tions, observations, and reflections. 184

Judge (J): After N iterations, the judge 185

module synthesizes all collected evidence to 186

assess the correctness of the candidate answer. 187

Specifically, it includes the aggregated evi- 188

dence summary and reflections. Based on such 189

prior components, J produces a binary verdict 190

v ∈ {0, 1} indicating whether ŷ is factually 191

correct, along with a natural language rationale 192

rJ : (v, rJ) = J(x, ŷ, Etotal, Rtotal). The overall 193

procedure is summarized in Algorithm 1. 194

195

Each of the above module uses a one-shot prompt 196

template that demonstrates the expected input- 197

output behavior. 198

3 Experimental Setup 199

3.1 Models 200

In our experiments, we utilize: Gemini-1.5- 201

pro (Team, 2024), GPT-3.5-turbo (Brown et al., 202

2020), and GPT-4o-mini (Team, 2023) both as can- 203

didates (C) and as judges (J) within the SAGE 204

framework, allowing us to assess both their ability 205

to generate accurate responses and to evaluate re- 206
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sponses from other models. We also explore the207

potential of a small LLM as a judge, including Mis-208

tral 7B (Jiang et al., 2023). All experiments are209

conducted with a temperature of 0 to maximize210

determinism and reliability, as increasing the tem-211

perature degrades the performance of LLM-based212

evaluators (Hada et al., 2024). For brevity, we refer213

to these models as Gemini, GPT-3.5, GPT-4o, and214

Mistral throughout our analysis.215

3.2 Datasets216

We evaluate SAGE on widely used free-form217

question-answering datasets that represent differ-218

ent question types, knowledge domains, and com-219

plexity levels. These includes AmbigQA (Min220

et al., 2020), HotpotQA (Yang et al., 2018), Triv-221

iaQA (Joshi et al., 2017), and Natural Questions222

(NQ-Open) (Kwiatkowski et al., 2019). Free-form223

question-answering underpins a broad range of224

practical applications, where maintaining accuracy225

and ensuring truthfulness are paramount (Gou et al.,226

2024). We also used FreshQA (Vu et al., 2023)227

to evaluate SAGE’s ability in detecting outdated228

knowledge. Due to computational constraints, we229

randomly sample 300 instances from each dataset,230

ensuring balanced representation across question231

types and difficulty levels. Each dataset provides232

reference answers that serve as ground truth for233

evaluators (see Appendix 8.1).234

3.3 Prompts235

Our prompting strategy uses templates for both re-236

sponse generation and evaluation. For candidate237

models, we use few-shot Chain-of-Thought (CoT)238

prompts with 6 examples per instance to elicit239

detailed, reasoning-based responses. This strat-240

egy is well-suited for free-form QA as it encour-241

ages explicit reasoning toward a conclusion (Gou242

et al., 2024). In SAGE, we design module-specific243

prompts that combine role instructions with a step-244

by-step reasoning guide (see Appendix 8.2).245

3.4 Baselines246

We compare SAGE against several established eval-247

uation approaches, including reference-based and248

reference-free methods. Moreover, we conduct a249

human evaluation using two QA datasets. In the250

following, we summarize each baseline method.251

Appendix 8.3 provides further details on them.252

Reference-based evaluation. We consider Exact253

Match (EM) and F1 for reference-based evalua-254

Candidate Task Cohen’s κ Macro F1

EM F1 RefGPT EM F1 RefGPT

GPT-3.5 AmbigQA 0.54 0.66 0.76 0.76 0.83 0.88
HotpotQA 0.60 0.76 0.90 0.79 0.88 0.95

GPT-4o AmbigQA 0.48 0.55 0.70 0.73 0.77 0.85
HotpotQA 0.54 0.66 0.77 0.76 0.83 0.88

Gemini AmbigQA 0.56 0.57 0.71 0.77 0.78 0.85
HotpotQA 0.49 0.66 0.76 0.73 0.83 0.88

Table 1: Agreement of reference-based metrics with
human majority. F1 scores are converted to binary using
a τ = 0.5.

tion. Kamalloo et al. (2023) shows that standard 255

automatic metrics can be misleading for free-form 256

QA (Kamalloo et al., 2023). Therefore, following 257

prior work (Wang et al., 2023a), we also employ 258

GPT-4 as an evaluator that assesses candidate an- 259

swers by comparing them to gold answers. To 260

avoid confusion with other models and methods, 261

we refer to this GPT-4 evaluator as RefGPT. As 262

depicted in Table 1, RefGPT demonstrates consis- 263

tently substantial agreement with human evalua- 264

tions compared to EM and F1. In the paper, we 265

mainly consider RefGPT as a reference-based eval- 266

uation baseline, unless specified. Moreover, due 267

to its high agreement with human evaluation, we 268

consider it as a silver human evaluation to calcu- 269

late the agreement of SAGE over all QA datasets 270

considered in the paper. 271

Reference-free evaluation. We adapt Judge 272

without search as a baseline, following the ap- 273

proach from Liu et al. (2023). In this setting, the 274

judge relies entirely on its pre-trained knowledge 275

to determine factual correctness. 276

Human Evaluation. We invite three graduate re- 277

searchers to evaluate model outputs on AmbigQA 278

and HotpotQA. Due to budget constraints, we lim- 279

ited the human evaluation to two datasets. Anno- 280

tators were presented with input questions, cor- 281

responding reference answers, and anonymized 282

model responses in a randomized order to prevent 283

position or model identity bias. Each response is 284

evaluated using a binary scoring system: 1 (“True”) 285

for responses that accurately aligned with reference 286

answers and demonstrated contextual relevance, 287

and 0 (“False”) for responses that deviated from 288

these criteria. The majority vote determines the 289

final judgment (see Appendix 8.3.3). 290

3.5 Evaluation Metrics 291

To assess SAGE’s performance, we use Accuracy 292

as the proportion of instances where the judge’s 293
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binary verdict aligns with the ground truth derived294

from reference answers through automatic metrics295

and RefGPT. We also utilize Macro-F1 to assess296

judges’ agreement with reference-based metrics.297

For AmbigQA and HotpotQA that include human298

annotations, we calculate Cohen’s Kappa (κ) and299

Macro-F1 scores to evaluate SAGE’s alignment300

with human majority votes. Additionally, we con-301

duct ablation studies to quantify the impact of spe-302

cific SAGE components, using changes in agree-303

ment with human judgments.304

4 Results305

As mentioned earlier, given the high agreement of306

RefGPT to human evaluation (Table 1), we con-307

sider it as a silver human evaluation to compare308

the results of SAGE with other baselines. For addi-309

tional results and analysis, we refer the readers to310

Appendices 9 and 10.311

4.1 Main results312

By integrating external evidence into pre-313

trained knowledge, SAGE outperforms judges314

without external evidence. In Table 2, SAGE315

shows consistently higher agreement with RefGPT316

compared to judges without access to references.317

For instance, GPT-3.5, as a judge within SAGE,318

shows an accuracy of 0.80 when evaluating itself319

on AmbigQA. In contrast, the same model without320

reference support achieves only 0.67, indicating321

lower agreement with GPT-4 reference-based judg-322

ments. Similar gains are observed for GPT-4o and323

Gemini, demonstrating that external evidence im-324

proves both precision and recall.325

SAGE strongly agrees with human evaluations326

To evaluate correlation with human judgment, we327

compared SAGE and baseline methods using ma-328

jority vote annotations from three expert annotators329

on AmbigQA and HotpotQA. As depicted in Ta-330

ble 3, judges without access to reference answers331

rely on their pre-trained knowledge, which often332

confirms the candidate’s answer as correct. As a333

result, their agreement with human annotations is334

low, with Cohen’s kappa scores often below 0.40.335

In contrast, SAGE achieves substantially higher336

agreement with human annotations. For instance,337

when GPT-4o evaluates itself without reference338

yields a κ of only 0.38 on HotpotQA, while the339

same judge model under SAGE reaches 0.70.340

Cohen’s κ measures agreement beyond chance341

but can mislead under class imbalance, known as342

Cand. Task Judge without search SAGE

GPT-3.5 GPT-4o Gemini GPT-3.5 GPT-4o Gemini

G
PT

-3
.5

AmbigQA 0.67 0.73 0.81 0.80 0.83 0.81
FreshQA 0.51 0.70 0.83 0.79 0.91 0.89
HotpotQA 0.58 0.64 0.66 0.70 0.76 0.73
NQ-Open 0.61 0.70 0.70 0.70 0.72 0.74
TriviaQA 0.80 0.85 0.84 0.84 0.89 0.82

G
PT

-4
o

AmbigQA 0.70 0.70 0.79 0.80 0.83 0.83
FreshQA 0.54 0.59 0.68 0.76 0.78 0.81
HotpotQA 0.57 0.63 0.62 0.70 0.77 0.77
NQ-Open 0.59 0.65 0.71 0.71 0.74 0.75
TriviaQA 0.82 0.86 0.81 0.84 0.86 0.80

G
em

in
i

AmbigQA 0.68 0.72 0.70 0.75 0.83 0.76
FreshQA 0.64 0.64 0.65 0.73 0.75 0.76
HotpotQA 0.61 0.63 0.61 0.75 0.76 0.75
NQ-Open 0.61 0.62 0.61 0.64 0.72 0.67
TriviaQA 0.81 0.82 0.79 0.83 0.85 0.80

Table 2: Judge without search and SAGE agreement
with RefGPT across candidates (cand.) and tasks. The
performance is measured as the accuracy of their agree-
ment with reference-based RefGPT judgments. Higher
scores indicate better agreement with RefGPT.

the kappa paradox (Cicchetti and Feinstein, 1990). 343

Therefore, we report Macro F1, which treats both 344

classes equally and provides a balanced view of 345

evaluation performance. In Table 3, LLM-as-a- 346

judge without access to reference answers shows 347

competitive macro F1 scores, but analysis reveals 348

a tendency to over-estimate correctness, leading 349

to inflated recall at the expense of precision (see 350

Figure 2). In contrast, SAGE delivers the highest 351

Macro F1 across models and tasks. 352

SAGE works better with larger models. 353

SAGE’s performance improves significantly when 354

using more capable judge models (i.e., based on 355

their leaderboard performance). In Table 3, GPT- 356

4o outperforms GPT-3.5 and Gemini across both 357

AmbigQA and HotpotQA. For instance, GPT-4o 358

reaches a macro F1 of 0.90 on AmbigQA when 359

judging GPT-3.5, higher than GPT-3.5’s 0.78 and 360

Gemini’s 0.83. 361

SAGE can detect untruthful facts and outdated 362

knowledge. SAGE excels at identifying false 363

facts by cross-referencing claims with external evi- 364

dence. For example, when evaluating the question 365

“Who sings the theme song for the show Half & 366

Half?”, a candidate model incorrectly answered 367

“Erica Campbell.” LLM judges without tools falsely 368

evaluated the answer as correct. However, SAGE 369

retrieved accurate evidence confirming that “Mel- 370

onie Daniels” performed the theme song. Us- 371

ing this information, SAGE correctly rejected the 372

candidate’s response, providing a clear rationale 373

grounded in the evidence. 374
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Candid. Task Judge without search SAGE

GPT-3.5 GPT-4o Gemini GPT-3.5 GPT-4o Gemini

κ Mac-F1 κ Mac-F1 κ Mac-F1 κ Mac-F1 κ Mac-F1 κ Mac-F1

GPT-3.5 AmbigQA 0.23 0.61 0.39 0.70 0.58 0.79 0.57 0.78 0.80 0.90 0.66 0.83
HotpotQA 0.16 0.53 0.26 0.61 0.35 0.67 0.41 0.71 0.56 0.78 0.53 0.76

GPT-4o AmbigQA 0.24 0.59 0.38 0.68 0.57 0.78 0.60 0.80 0.91 0.96 0.91 0.96
HotpotQA 0.17 0.53 0.38 0.67 0.36 0.68 0.54 0.77 0.70 0.85 0.68 0.84

Gemini AmbigQA 0.20 0.58 0.35 0.67 0.26 0.61 0.64 0.82 0.75 0.87 0.67 0.84
HotpotQA 0.17 0.55 0.27 0.62 0.27 0.62 0.63 0.82 0.69 0.85 0.59 0.80

Table 3: Cohen’s κ and Macro F1 between human majority and reference-free methods.

Figure 2: Distribution of true positive (TP), true negative
(TN), false positive (FP), and false negative (FN) rates
for each LLM judge in both Judge without search and
SAGE, averaged across AmbigQA and HotpotQA and
candidate models.

On outdated knowledge, the FreshQA (Vu et al.,375

2023) results show that SAGE consistently iden-376

tified outdated information in candidate outputs.377

For instance, when asked “Where is EMNLP this378

year?”, candidate models often provided outdated379

responses based on their training data. SAGE re-380

trieved current information indicating the correct381

location, “Suzhou, China.” (see Appendix 9.4).382

SAGE fixes incorrect reasoning traces. We an-383

alyzed cases where candidate models produced384

logically inconsistent or unsupported reasoning.385

SAGE’s reflection enables it to detect these incon-386

sistencies (see Table 10 in the Appendix).387

4.2 Error analysis388

To better understand the limitations of SAGE in389

evaluating candidate responses, we conducted a390

manual error analysis. We randomly sampled 100391

evaluation cases from the AmbigQA and HotpotQA392

datasets, focusing on instances where SAGE dis-393

agreed with human annotators. We categorized the394

errors into the following categories: 1) Contex-395

tual misunderstanding (23%): SAGE generates396

inaccurate or incomplete queries when it misinter-397

prets the intent of the candidate’s question. This398

is particularly evident in AmbigQA, where ques-399

tions are often intentionally ambiguous or lack suf- 400

ficient context, leading to the retrieval of irrele- 401

vant or contradictory evidence. Although SAGE’s 402

components help clarify intent by reformulating 403

the context, challenges remain when the question 404

itself is open to multiple interpretations. 2) In- 405

complete evidence (15%): SAGE fails when the 406

retrieved evidence is insufficient or lacks relevant 407

information, specifically for recent events with lim- 408

ited online coverage. 3) Reasoning error (32%): 409

Despite accurate evidence, the judge model misin- 410

terprets the information or applies flawed reason- 411

ing. 4) Hallucination (13%): In cases where evi- 412

dence is ambiguous or inconclusive, SAGE relies 413

on its pre-trained knowledge, resulting in halluci- 414

nated rationales. 5) Conflicting evidence (7%): In 415

some cases, SAGE encounters conflicting evidence 416

across multiple search iterations. The framework 417

is designed to iteratively refine its understanding; 418

however, judges sometimes over-rely on earlier 419

sources or fail to appropriately weigh the of con- 420

flicting information (details in Appendix 10.3). 421

4.3 Ablation study 422

Effect of iterations Figure 3 shows that effect 423

of number of iterations on SAGE’s performance. 424

We observe a consistent increase in performance 425

over zero iterations. Iteration 3, which serves as 426

our default configuration, consistently provides the 427

best trade-off between performance and efficiency. 428

We observed a slight drop in performance of some 429

models in the case of 2 and 4 iterations. In the 430

case of 2 iterations, the drop was due to occasional 431

off-topic queries during the refinement stage which 432

is later fixed in the subsequent iteration. The de- 433

cline in performance at iteration 4 across all models 434

was due to the overabundance of sources, resulting 435

in the accumulation of redundant or irrelevant in- 436

formation, increased context length, and potential 437
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Candidate Task Judge w/o Query SAGE

GPT-3.5 AmbigQA 0.84 0.90
HotpotQA 0.76 0.78

GPT-4o AmbigQA 0.84 0.96
HotpotQA 0.82 0.85

Gemini AmbigQA 0.85 0.87
HotpotQA 0.80 0.85

Table 4: Macro F1 scores between Judge w/o Query and
SAGE using GPT-4o as the judge. Note that directly us-
ing the input question without generating refined queries
is still considered a form of querying, but for clarity, we
refer to this setting as w/o Query.

model confusion. Nevertheless, results using any438

reasonable number of iterations show a consistent439

improvement over not using any iterations.440

Effect of query generation To evaluate the im-441

portance of the query generation module in SAGE,442

we remove that step and directly use the input443

question for evidence retrieval. Table 4 shows444

that SAGE consistently outperforms the query-free445

baseline, demonstrates the importance of the query446

generation step. The most notable improvements447

are observed on AmbigQA, where SAGE achieves448

a Macro F1 of 0.96 compared to 0.84 without query449

making. In HotpotQA, while the performance gain450

is smaller, SAGE still demonstrates clear advan-451

tages, particularly due to its ability to adaptively452

generate focused queries that facilitate multi-hop453

reasoning.454

Robustness of query refinement We examined455

whether SAGE’s query refinement introduces topic456

drift or irrelevant queries by manually analyzing457

100 instances from our error analysis. Since our458

SAGE configuration involves up to three iterations,459

this requires analyzing the queries at each stage.460

Table 5 shows that initial queries generated directly461

from the input question are generally on-topic and462

relevant to the core question being asked. How-463

ever, due to the ambiguity of some questions (e.g.,464

AmbigQA), we observe some off-topic queries in465

this stage. Topic drift, though not the most domi-466

nant error, did occur during the refinement stages467

(iterations 2 and 3). Out of the 200 refined queries468

analyzed in the refinement stages, only 6.5% of469

queries were judged “insufficient.”470

Impact of iterative evidence gathering To iso-471

late the value of iterative retrieval in SAGE, we472

introduce a minimal search-augmented baseline473

that performs only a single-pass retrieval. This474

baseline issues a web search using the input ques-475

Category Init. Query 2. Query 3. Query

Sufficient (On-topic) 77 69 70
Partial sufficient 15 25 22
Insufficient (Off-topic) 8 6 7

Table 5: Topic drift across 300 queries (100 inst × 3).

tion and collects the top-3 snippets without further 476

refinement. The judge model then evaluates the 477

candidate’s answer based on this context. 478

On AmbigQA, this naive baseline raises judge- 479

without-search κ in Table 3 from 0.38 to 0.65, 480

confirming that one round of external evidence al- 481

ready yields a substantial improvement. However, 482

SAGE’s pushes κ further to 0.91. A similar pattern 483

appears on HotpotQA, where κ climbs from 0.38 484

(without reference) to 0.58 (single-pass) and then 485

to 0.70 with SAGE. All configurations use GPT-4o 486

as the candidate and judge. 487

4.4 Cost analysis 488

With three iterations, SAGE issues 3 Serper queries 489
and processes 4,410 input and 989 output tokens 490

per judgement. At GPT-4o-mini2 and Serper rates3, 491
the per-instance cost is 492

4,410× $0.15
106

+ 989× $0.60
106︸ ︷︷ ︸

LLM=$0.00126

+ 3× $0.30
103︸ ︷︷ ︸

Search=$0.00090

= $0.00216. 493

Evaluating 300 AmbigQA instances, therefore, 494

costs $0.65 and finishes in 2.3 h (27s/instance). A 495

single annotator, given gold answers and averag- 496

ing 1min/instance, needs 5 h and $75 ($15h−1). 497

Thus SAGE is ≈ 2.2× faster and ≈ 115× cheaper, 498

while matching three humans-level agreement (κ ≈ 499

0.91). Note that throughout this cost analysis, 500

GPT-4o-mini serves as both the candidate and the 501

judge on AmbigQA. 502

5 Related Work 503

Evaluating LLMs is a critical yet challenging as- 504

pect of modern NLP research. We review existing 505

approaches across the following categories. 506

Free-form QA. It is a valuable benchmark for en- 507

suring the factuality of LLMs (Wang et al., 2023a). 508

This type of task is traditionally evaluated through 509

automatic metrics that rely on comparing model 510

outputs against expert-annotated reference answers 511

using metrics such as EM and F1 (Gou et al., 2024). 512

While efficient, such methods cannot capture the 513

2$0.15 per 106 input tokens; $0.60 per 106 output tokens.
3$0.30 per 103 queries.
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Figure 3: The effect of iterations. GPT-4o is used as a judge here.

diversity of responses, require costly reference an-514

notations, and fail to adapt to evolving factual in-515

formation (Kamalloo et al., 2023).516

Reference-based LLM judge. Recent work has517

attempted to address such limitations by utilizing518

LLMs for evaluation. Specifically, given the model519

answer for a question, an LLM is prompted with520

the original question, the candidate answer, and the521

dataset reference answer to evaluate the correctness522

of the model response (Wang et al., 2023a; Kamal-523

loo et al., 2023). This approach often returns a524

verdict in the form of a categorical label or a scalar525

score. Recent methods, for instance, PoLL (Verga526

et al., 2024) follow a similar template but utilize527

multiple LLMs for more reliable evaluations.528

Reference-free LLM judge. To avoid the need529

for reference answers to improve scalability,530

subsequent work explored reference-free LLM531

judges (Zheng et al., 2023). G-Eval (Liu et al.,532

2023) implements direct evaluation by prompt-533

ing models to assess outputs based on prede-534

fined criteria. Other methods include pairwise535

comparisons (Zheng et al., 2023), debate-style536

frameworks (Khan et al., 2024), and ensemble537

approaches (Zhang et al., 2024). These methods538

have demonstrated success in subjective evaluation539

tasks such as summarization or dialogue genera-540

tion, where human preferences rather than factual541

correctness are the primary concern. However, for542

objective correctness, reference-free LLM judges543

often struggle with reliability (Badshah and Sajjad,544

2025; Kim et al., 2024), because although we can545

provide them with detailed instructions at inference546

time, their factual grounding still depends entirely547

on the parametric knowledge encoded in their pre-548

trained weights and thus inherits its limitations.549

LLMs evaluation with search-augmentation. 550

An emerging category attempts to overcome the 551

limitations of LLM evaluators by incorporating 552

external tools. More closely related to our work, 553

FActScore (Min et al., 2023) decomposes long- 554

form generated text into atomic facts and ver- 555

ifies each against Wikipedia pages. Similarly, 556

SAFE (Wei et al., 2024) uses an LLM to split 557

long-form responses into individual facts, issue 558

a Google Search query for each, and reason about 559

relevance. In contrast to these methods, which 560

target long-form outputs and rely on splitting text 561

into atomic facts, our focus is short-form responses, 562

where the challenge is less about exhaustive claim 563

coverage and more about precise, reference-free 564

evaluation under uncertainty. Unlike prior search- 565

augmented evaluators that typically issue a single- 566

pass query, our method iteratively conducts output- 567

specific searching, summarization, reflection, and 568

refinement. This added iteration increases cost rela- 569

tive to a single pass but provides greater reliability, 570

particularly in ambiguous cases. 571

6 Conclusion 572

We presented SAGE, a framework for evaluating 573

LLMs that integrates external evidence through an 574

iterative process. Our experiments demonstrate that 575

SAGE achieves substantial to perfect agreement 576

with human evaluations. SAGE offers interpretable, 577

evidence-aware evaluations, making it a reliable al- 578

ternative to evaluate free-form QA. In the future, 579

we aim to reduce computational cost by using con- 580

formal prediction to invoke external tool calls only 581

when the model is uncertain in its judgment. We 582

also plan to extend SAGE to visual QA and code 583

evaluation by incorporating additional tools. We 584

believe SAGE can serve as a practical foundation 585

for LLM evaluation in real-world applications. 586
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7 Limitations587

Although SAGE significantly improves the reliabil-588

ity and accuracy of LLM evaluation in reference-589

free settings, it has several limitations. Addressing590

these limitations will enhance SAGE’s robustness,591

scalability, and effectiveness, making it more valu-592

able for evaluating LLM outputs in diverse, real-593

world scenarios.594

Context window constraints. While our short-595

term memory strategy reduces token input, limita-596

tions inherent in current LLM context windows still597

pose challenges, especially for longer evaluation598

sequences. SAGE short-term memory provides a599

persistent record of the evaluation process. While600

this enhances interpretability and traceability, it601

remains constrained by the model’s ability to pro-602

cess information within its context window during603

subsequent reasoning. Future work could explore604

integrating a long-term memory with a recall-based605

mechanism that selectively retrieves relevant traces606

from past evaluations, such as episodic and seman-607

tic memory (Park et al., 2023). This selective call-608

ing of traces will also reduce computational cost.609

Source bias and quality control. Although610

SAGE’s reflection module actively identifies in-611

consistencies across multiple evidence sources, our612

current implementation does not explicitly quantify613

source credibility. SAGE may inherit biases from614

external data sources (Zhan et al., 2024; Li et al.,615

2025a), which can cause further biases, such as616

sycophancy bias (Sharma et al., 2023), where the617

model aligns with false claims instead of critically618

assessing them. To mitigate the impact of source bi-619

ases and misinformation, future work should priori-620

tize the integration of credibility scoring or weight-621

ing mechanisms that dynamically assess evidence622

reliability.623

Dependency on Judge LLM capabilities.624

SAGE’s performance depends on the capabilities625

of the underlying judge model. Our experiments626

show a noticeable drop in performance when627

using smaller models such as Mistral 7B (see628

Appendix 9.3). Achieving near-perfect agreement629

requires stronger, more capable LLMs.630

Diminishing returns with iterative refinement.631

Our empirical analysis shows that performance632

gains plateau and sometimes degrade beyond a cer-633

tain number of iterative evidence-gathering steps634

due to redundant information and increased strain635

on the LLM context window. Although we cur- 636

rently select an optimal iteration count empirically, 637

future research can develop adaptive stopping crite- 638

ria, leveraging real-time evidence sufficiency met- 639

rics to halt iterations dynamically and efficiently. 640
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8 Experimental detail 888

8.1 Datasets 889

We evaluate SAGE on widely used free-form 890

question-answering datasets that represent different 891

question types, knowledge domains, and complex- 892

ity levels. Free-form question-answering under- 893

pins a broad range of practical applications, where 894

maintaining accuracy and ensuring truthfulness are 895

paramount (Gou et al., 2024). Evaluating large- 896

scale datasets can be costly; therefore, we randomly 897

sample 300 instances from each dataset, ensuring a 898

balanced representation across question types and 899

difficulty levels. This sampling strategy provides 900

a fair evaluation while maintaining computational 901

feasibility. Each dataset reference answers serve 902

as ground truth for our reference-based baseline 903

metrics, allowing us to compare the performance 904

of SAGE against established evaluation approaches. 905

Our selected datasets are: 906
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AmbigQA (Min et al., 2020) Contains questions907

with multiple valid answers due to inherent ambi-908

guities, challenging evaluators to consider multiple909

interpretations.910

HotpotQA (Yang et al., 2018) Features multi-911

hop reasoning questions that require synthesizing912

information from multiple sources.913

Natural Questions (NQ-Open) (Kwiatkowski914

et al., 2019) Consists of real user queries from915

Google Search, representing naturally occurring916

information needs.917

TriviaQA (Joshi et al., 2017) Includes trivia918

questions from various domains, testing breadth919

of knowledge and factual recall.920

FreshQA (Vu et al., 2023) Contains questions921

about recent events occurring after most LLMs’922

training cutoff, specifically designed to test knowl-923

edge updating capabilities.924

In the above datasets, we leverage their respec-925

tive validation splits for evaluation: the standard926

validation sets for AmbigQA and Natural Ques-927

tions, the validation split of the distractor subset for928

HotpotQA, and the unfiltered.nocontext validation929

subset for TriviaQA. For FreshQA, we adopt the930

version released on December 18, 2024.931

8.2 Prompting932

We employ a template-based prompting strategy933

for both response generation and evaluation. For934

candidate models, we utilize few-shot Chain-of-935

Thought (CoT) prompts (Gou et al., 2024), incor-936

porating 6 examples per dataset to encourage de-937

tailed, reasoning-driven, and structured responses938

(see Figure 4).939

SAGE prompts candidate LLMs using few-shot940

CoT reasoning to elicit faithful and interpretable941

outputs across each module. Each module in the942

evaluation pipeline is guided by a carefully con-943

structed prompt, often in a one-shot format, that944

combines role-playing instructions with explicit945

reasoning goals. Below, we describe the prompting946

strategy for each component.947

Query Generation. The query generation mod-948

ule converts an input question x ∈ X into an initial949

search query without referencing the candidate an-950

swer. The prompt instructs the model to reflect951

step-by-step on the most relevant aspects and key-952

words before proposing a final query.953

Evidence Summarization. To reduce raw search 954

results S(qi), the summarization module uses a 955

Chain-of-Thought (CoT) prompt that walks the 956

model through evaluating and synthesizing relevant 957

content. The prompt emphasizes factual grounding 958

and asks the model to avoid repetition and specula- 959

tion. 960

Iterative Reflection. The reflection module ana- 961

lyzes the current evidence summary Ei in relation 962

to the input question x and candidate answer ŷ. 963

The prompt guides the model to assess whether the 964

evidence supports, contradicts, or is inconclusive 965

with respect to the answer, and highlights missing 966

information. 967

Query Refinement. To improve the evidence re- 968

trieved in future steps, the query refinement module 969

generates a new query by analyzing the short-term 970

memory contents—specifically, the previous query 971

qi, evidence Ei, and reflection Ri. The Chain-of- 972

Thought (CoT) prompt instructs the model to iden- 973

tify remaining uncertainties or gaps and generate a 974

refined, more targeted query. 975

Judgment. Finally, the judgment module eval- 976

uates whether the candidate’s answer ŷ is factu- 977

ally correct based on the accumulated external evi- 978

dence. 979

The Chain-of-Thought (CoT) prompt instructs 980

the model to reason step-by-step using the evidence 981

and produce a binary decision, True/False decision, 982

along with rationale. 983

In cases where the evidence is insufficient or con- 984

tradictory, the prompt explicitly instructs the model 985

to either defer to its prior knowledge or explain un- 986

certainty. The output is formatted as a JSON object 987

with keys "decision" and "explanation." All 988

modules are executed within a single LLM agent 989

under a unified prompting interface. 990

8.3 Baselines 991

We compare SAGE against several established eval- 992

uation approaches: 993

8.3.1 Reference-Based Metrics. 994

We implement two widely-used automatic metrics 995

that rely on comparison with dataset-specific refer- 996

ence answers: 997

• Exact Match (EM) measures whether the 998

model’s answer exactly matches any of the 999

reference answers after normalization. 1000
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Candidate Answer Generation (Few-shot CoT)

Instructions: Answer each question step by step and conclude with: “So the answer is: [Answer].”
Q: What is the elevation range for the area that the eastern sector of the Colorado orogeny extends into? A: The
eastern sector of the Colorado orogeny extends into the High Plains, which rise from around 1,800 to 7,000 ft. So
the answer is: 1,800–7,000 ft.
Q: Musician and satirist Allie Goertz wrote a song about the "The Simpsons" character Milhouse, who Matt
Groening named after who? A: Milhouse was named after U.S. president Richard Nixon. So the answer is:
Richard Nixon.
Q: Which documentary is about Finnish rock groups, Adam Clayton Powell or The Saimaa Gesture? A: Adam
Clayton Powell is about an African-American politician, so the documentary about Finnish rock groups must be
The Saimaa Gesture. So the answer is: The Saimaa Gesture.
Q: What profession do Nicholas Ray and Elia Kazan have in common? A: Both were directors, screenwriters,
and actors. So the answer is: director, screenwriter, actor.
Q: Which magazine was started first, Arthur’s Magazine or First for Women? A: Arthur’s Magazine (1844) was
started before First for Women (1989). So the answer is: Arthur’s Magazine.
Q: Were Pavel Urysohn and Leonid Levin known for the same type of work? A: Both were mathematicians
(Levin is also a computer scientist). So the answer is: Yes.

Figure 4: Examples of few-shot CoT (Gou et al., 2024) prompts for candidate answer generation.

• F1 Score computes the harmonic mean of pre-1001

cision and recall between the token sets of the1002

model’s answer and the references, providing1003

a softer measure of overlap.1004

• RefGPT compares the model output with the1005

dataset reference answers. This method pro-1006

vides a context-aware evaluation beyond strict1007

token-level matching (Badshah and Sajjad,1008

2024b).1009

8.3.2 Judge without Tool-Augmentation1010

Following the approach from Liu et al. (2023),1011

we implement a reference-free baseline where the1012

judge LLM evaluates candidate answers based1013

solely on the question-answer pair, without access1014

to external tools or reference answers. The judge1015

relies entirely on its pre-trained knowledge to de-1016

termine factual correctness. This baseline isolates1017

the impact of tool augmentation in SAGE by main-1018

taining the same judge model while removing the1019

evidence retrieval mechanism.1020

8.3.3 Human Evaluation1021

We recruited three volunteer graduate researchers1022

from our lab with expertise in natural language pro-1023

cessing to evaluate model outputs on AmbigQA1024

and HotpotQA. Annotators were presented with in-1025

put questions, corresponding reference answers,1026

and anonymized model responses in a random-1027

ized order to prevent position or model identity1028

bias. Each response was evaluated using a binary1029

scoring system: 1 (“True”) for responses that ac-1030

curately aligned with the reference answers and1031

demonstrated contextual relevance, and 0 (“False”) 1032

for responses that deviated from these criteria. 1033

Evaluation Rationale Due to budget and re- 1034

source constraints, we focused our human evalua- 1035

tion on AmbigQA and HotpotQA. These datasets 1036

were chosen because they represent challenging 1037

real-world scenarios involving multi-hop reasoning 1038

and ambiguous question-answering, making them 1039

ideal for assessing SAGE’s effectiveness. Evalu- 1040

ating additional datasets would have significantly 1041

increased the time and cost of human annotations. 1042

Furthermore, we evaluated 300 randomly sam- 1043

pled instances from each dataset, resulting in 600 1044

samples per model across the two tasks. With three 1045

candidate models, the total number of samples eval- 1046

uated was resulted in 1,800. Conducting large-scale 1047

human evaluation beyond this would incur substan- 1048

tial annotation costs and additional cognitive load 1049

on annotators. By limiting the sample size, we 1050

maintained a balance between evaluation compre- 1051

hensiveness and resource efficiency. 1052

Evaluation Guidelines To ensure consistent as- 1053

sessments, annotators followed the guidelines in- 1054

spired by established evaluation protocols. Annota- 1055

tors were instructed to evaluate responses based on 1056

the following principles: 1057

• Semantic equivalence: A response is marked 1058

True if it conveys the same core information 1059

as the reference answer, even if phrased differ- 1060

ently using synonyms, paraphrasing, or struc- 1061

tural variations. Additional contextual infor- 1062

mation is acceptable as long as it is factually 1063
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Query generation

Your goal is to generate a targeted web search query.
Before producing the final query, carefully consider:

1. The question’s key concepts or keywords (e.g., important names, dates).

2. Whether the question might be ambiguous or reference multiple possible answers (e.g., a book with the
same title by different authors, or a modern text about a historical figure).

Question: {question}
Return your response as a JSON object with ALL three exact keys:

• "query": The search query string.

• "aspect": The specific aspect of the question to focus on.

• "rationale": A brief explanation of why this query is relevant, including your chain-of-thought reasoning.

Example Output:
{
"query": "Apollo 11 moon landing year + NASA + 1969",
"aspect": "historical event",
"rationale": "The question asks about Apollo 11's landing year,

so I'm including NASA, year, and 1969 to get relevant info."
}

Figure 5: Prompt used for initial query generation, guiding the model to produce focused and relevant search
queries.

correct and does not alter the original mean-1064

ing.1065

• Factual Accuracy: Responses that contain1066

factual errors, omit essential information,1067

or introduce misleading content are marked1068

False. If a response partially answers the ques-1069

tion but excludes critical elements, it is con-1070

sidered incorrect.1071

• Multiple Reference Answers: In cases with1072

multiple reference answers, a response is1073

deemed correct if it is fully aligned with at1074

least one reference.1075

• Fact-Checking: Annotators are allowed to1076

consult external resources, such as search en-1077

gines or online encyclopedias, to verify spe-1078

cific facts when uncertain. However, the ref-1079

erence answers served as the primary bench-1080

mark for correctness.1081

• Documenting Ambiguity: Annotators are1082

encouraged to document cases where the eval-1083

uation is uncertain or requires further clarifi-1084

cation. These cases were discussed collabora-1085

tively to ensure consensus.1086

By adhering to these guidelines, we ensured reli-1087

able and consistent human evaluations.1088

Inter Human Annotator Agreement We calcu- 1089

lated Fleiss’ Kappa (κ) and percent agreement to 1090

measure inter-annotator agreement. Fleiss’ Kappa 1091

is defined as: 1092

κ =
P̄ − Pe

1− Pe
, 1093

where P̄ is the average observed agreement among 1094

annotators, and Pe is the expected agreement by 1095

chance. Percent agreement (PA) is calculated as: 1096

PA =
N.Agreements

Total N.Annotations
× 100. 1097

8.4 Evaluation Metrics 1098

To assess SAGE’s performance, we use multiple 1099

evaluation metrics: 1100

Accuracy: We measure the proportion of in- 1101

stances where the judge’s binary verdict (cor- 1102

rect/incorrect) aligns with the ground truth derived 1103

from reference answers. 1104

Agreement with Human Judgment: For the 1105

AmbigQA and HotpotQA subsets with human 1106

annotations, we calculate Cohen’s Kappa (κ), 1107

majority voting, and Macro-F1 scores to assess 1108

agreement between SAGE’s verdicts and human 1109

majority votes. These metrics were chosen because 1110

they account for both agreement beyond chance 1111

14



Evidence summarization

You are a summarization assistant. Carefully review the raw search results and provide a concise summary
of the key information relevant to the question.
Raw Search Results: {raw_results}
Return your summary as plain text:

• Keep it neutral and focused on the question.

• If results conflict, mention that briefly.

• Do not add extra commentary.

Example Output (Plain Text):
"Result 1 says X about the event date,
Result 2 says Y but doesn't mention the exact date.
Overall, it references 1969."

Figure 6: Prompt for evidence summarization, guiding the model to generate a concise, unbiased summary from
raw search results.

(κ) and class balance (Macro-F1).1112

1113

Cohen’s Kappa: Cohen’s Kappa measures the1114

agreement between two annotators while correcting1115

for chance agreement. It is defined as:1116

κ =
Po − Pe

1− Pe
,1117

where Po is the observed agreement, and Pe is the1118

expected agreement by chance.1119

1120

Majority Voting: In majority voting, the final de-1121

cision is determined based on the majority of an-1122

notators’ labels. Given n annotators and a binary1123

classification, the majority label is defined as:1124

ymajority =

{
1 if

∑n
i=1 yi >

n
2 ,

0 otherwise,
1125

where yi represents the label assigned by the ith1126

annotator.1127

Macro F1 Score: Macro F1 evaluates the balance1128

between precision and recall for each class and1129

averages the results. It is calculated as:1130

Macro-F1 =
1

C

C∑
c=1

2 · Precisionc · Recallc
Precisionc + Recallc

,1131

where C is the number of classes, and Precisionc1132

and Recallc are the precision and recall for class c.1133

9 Additional results1134

In this section, we included additional results ob-1135

tained through our experiments.1136

Task Model Percent Agreement (%) Fleiss’ Kappa Samples

AmbigQA
GPT-3.5 98.3 0.972 300
GPT-4 98.3 0.976 300
Gemini 97.0 0.953 300

HotpotQA
GPT-3.5 98.3 0.978 300
GPT-4 98.3 0.978 300
Gemini 98.3 0.977 300

Table 6: Human annotator agreement results on Am-
bigQA and HotpotQA tasks.

9.1 Inter-human annotator agreement 1137

Table 6 presents the human annotator agreement re- 1138

sults for the AmbigQA and HotpotQA across three 1139

candidate models. The results indicate consistently 1140

high agreement among annotators. 1141

9.2 SAGE agreement with reference-based 1142

metrics 1143

Our proposed SAGE framework produces raw accu- 1144

racy scores that closely align with reference-based 1145

metrics such as F1 and RefGPT. Unlike instance- 1146

level evaluator comparison, the raw accuracies indi- 1147

cate how candidate models are scored by different 1148

evaluators. For instance, as given in Table 7, GPT- 1149

3.5 acting as a judge within SAGE achieves an 1150

accuracy of 0.64 when evaluating its own answers 1151

on AmbigQA, which is close to its reference-based 1152

F1 of 0.63. In contrast, the same model operating 1153

without external evidence (Judge without search) 1154

reports a drastically inflated raw accuracy of 0.81, 1155

overestimating its own performance. This inflation 1156

is consistent across tasks and models. On the other 1157

hand, EM often underestimates model quality, as 1158

it fails to recognize valid paraphrases and alterna- 1159

tive formulations. Overall, SAGE offers a balanced 1160
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Example prompt for iterative reflection

You are a research assistant tasked with analyzing the gathered evidence in relation to the question and
candidate answer. Think step by step—explain your reasoning and note any gaps or additional details that
might be needed. Do not provide a final decision; simply offer your chain-of-thought reflection.
Question: {question}
Candidate Answer: {candidate_answer}
Evidence Summary: {evidence_summary}
Return your response as a JSON object with a single key:

• "reflection": Your chain-of-thought reflection summarizing your analysis.

Example Output:
{
"reflection": "I observed that the evidence overwhelmingly confirms

that Apollo 11 landed on the moon in 1969, though there
is slight variation in the reported landing times across
sources. Additional authoritative sources might help
resolve these minor discrepancies."

}

Figure 7: Prompt for iterative reflection, instructing the model to analyze the relationship between the question,
candidate answer, and evidence summary.

and evidence-aware evaluation, reducing overcon-1161

fidence while maintaining better alignment with1162

reference metrics.1163

9.3 SAGE with a small open-source model1164

We used Mistral 7B to investigate how smaller1165

open-source models perform within our SAGE1166

framework. Specifically, we employed Mistral 7B1167

as a judge in SAGE to evaluate candidate GPT-3.51168

on the AmbigQA and HotpotQA datasets. This1169

evaluation provides insights into the effectiveness1170

of smaller models in assessing complex reasoning1171

and factual correctness.1172

Table 8 illustrates that Mistral 7B, despite its1173

smaller size, demonstrates a reasonable capability1174

in evaluating complex reasoning and factual cor-1175

rectness. On AmbigQA, Mistral 7B achieves a1176

Cohen’s Kappa of 0.60 and a Macro F1 of 0.80. On1177

HotpotQA, which involves multi-hop reasoning,1178

its Cohen’s Kappa of 0.33 and Macro F1 of 0.671179

point challenges in assessing factual accuracy and1180

reasoning depth.1181

However, a notable limitation of Mistral 7B is1182

its frequent difficulty in following instructions pre-1183

cisely, particularly when handling complex queries1184

that require deep understanding. Additionally, its1185

smaller context window limits its ability to main-1186

tain coherence across long reasoning chains. These1187

issues are evident in scenarios where the model1188

fails to properly parse iterative reflection responses1189

or refines search queries incorrectly. Furthermore,1190

Mistral 7B sometimes generates irrelevant reflec- 1191

tions or fails to recognize when no supporting ev- 1192

idence is available, leading to errors in judgment. 1193

Despite these challenges, Mistral 7B remains a 1194

valuable option for resource-constrained environ- 1195

ments where efficient evaluation is prioritized over 1196

peak accuracy (Badshah and Sajjad, 2024a). 1197

Although Mistral 7B reveals limitations in com- 1198

plex reasoning and instruction following, it still 1199

achieves meaningful alignment with human judg- 1200

ments and surpasses Judge without search base- 1201

lines. Since evaluation typically runs offline, users 1202

can select a judge model that balances performance 1203

and resource constraints. Furthermore, SAGE’s 1204

model-agnostic design ensures that it remains com- 1205

patible with ongoing improvements in smaller 1206

open-source LLMs, enhancing its accessibility and 1207

long-term utility. 1208

9.4 SAGE can detect untruthful facts and 1209

outdated knowledge. 1210

SAGE’s iterative evidence-gathering and reflection 1211

process enables it to detect untruthful claims and 1212

identify outdated information. By continuously 1213

refining its search queries and critically evaluating 1214

retrieved evidence, SAGE can distinguish between 1215

correct and incorrect candidate answers, even when 1216

the misinformation is subtle. This capability is 1217

particularly valuable in dynamic domains where 1218

factual knowledge changes over time. 1219

Table 9 presents an example where a candidate 1220
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Example prompt for query refinement

You are a research assistant. Before refining the search query, analyze the existing evidence and reflect on
what keywords might be missing or need emphasis. Think step by step and then produce your final refined
query.
Question: {question}
Current Search Query: {current_query}
Aggregated Evidence Summary: {evidence_summary}
Iterative Reflection: {iterative_reflection}

If the evidence still does not resolve the question or if there might be an alternative perspective, incorporate
additional, more specific keywords to explore those possibilities. For instance:

• Add relevant dates or historical context.

• Use synonyms or alternate phrasings for ambiguous or repeated terms.

• Specify a domain or subject area (e.g., “film,” “novel,” “historical figure”) if it reduces confusion.

• Highlight the location, time period, or any unique aspect not yet included in the current query.

Return your response as a JSON object with ALL three exact keys:

• "query": The refined search query.

• "aspect": The specific aspect being targeted with the refined query.

• "rationale": A brief explanation of your reasoning (chain-of-thought) and why this refinement is needed.

Example Output:
{
"query": "Apollo 11 detailed timeline moon landing 1969",
"aspect": "chronological sequence",
"rationale": "The initial query did not specify the temporal progression

of events. I refined it to target a detailed timeline of
the Apollo 11 mission in 1969 to capture the sequence of
key events."

}

Figure 8: Prompt for query refinement, guiding the model to analyze evidence and generate more targeted queries.

answer incorrectly claims that the last perfect game1221

in Major League Baseball was thrown by Félix1222

Hernández in 2012. Through iterative search and1223

reflection, SAGE discovers recent evidence con-1224

firming that Domingo Germán pitched a perfect1225

game in 2023, successfully identifying the outdated1226

information and concluding that the candidate’s an-1227

swer is incorrect.1228

We further evaluated SAGE’s performance us-1229

ing FreshQA (Vu et al., 2023). In this evaluation,1230

we used GPT-4o as the judge model within SAGE1231

to assess the accuracy of candidate responses gen-1232

erated by GPT-3.5. The results demonstrate that1233

SAGE performed notably well in these contexts,1234

achieving an agent-based raw accuracy of 38.33%,1235

which is significantly closer to reference-based met-1236

rics compared to its EM score of 25.00% and F11237

score of 35.40%. This highlights SAGE’s strength1238

in adapting to evolving information and accurately1239

identifying untruthful or outdated claims. From 1240

these raw scores, it is also evident that a pre-trained 1241

model like GPT-3.5 often struggles to accurately 1242

respond to factual questions in rapidly evolving 1243

domains. 1244

9.5 SAGE fixes incorrect reasoning traces. 1245

SAGE’s iterative search and reflection process en- 1246

ables it to identify and correct flawed reasoning in 1247

candidate answers. Even when a final answer is cor- 1248

rect, the candidate’s reasoning may contain factual 1249

errors. By refining its search queries and critically 1250

analyzing the evidence, SAGE can highlight such 1251

errors and provide a more accurate rationale. 1252

Table 10 presents an example where the candi- 1253

date’s answer correctly concludes that Sherwood 1254

Stewart was born before Javier Frana. However, 1255

the reasoning contains a factual inaccuracy, falsely 1256

stating Stewart’s birth year as 1957 instead of the 1257

correct 1946. Through iterations, SAGE gathers 1258
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Prompt to the judge model

You are a critical evaluator. You have:
1. The question and the candidate answer,
2. The evidence summary from multiple iterative searches (which may contain overlapping or conflicting
information),
3. The chain-of-thought reflection from prior steps,
4. Your own broad knowledge (only if the above are inconclusive).

Follow these guidelines:
- If the summarized evidence and reflections strongly conflict with the candidate answer, conclude "False".
- If the evidence strongly confirms the candidate answer, conclude "True".
- If the evidence is inconclusive or incomplete, but your own knowledge supports the answer, you may conclude
"True" if confident. Otherwise, conclude "False" or state insufficient information.
- When the retrieved evidence is irrelevant, prioritize the chain-of-thought reflections and your own knowledge.

Produce your conclusion in JSON with:
- "decision": "True" or "False"
- "explanation": A concise reason (including your step-by-step reasoning) describing how you arrived at the
verdict.

Input:
Question: {question}
Candidate Answer: {candidate_answer}
Evidence Summary: {evidence_summary}
Reflection: {reflection}

Example Output:
{

"decision": "True",
"explanation": "The evidence overwhelmingly confirms that Apollo 11

landed on the moon in 1969. While minor discrepancies
exist in the reported times, they do not undermine the
main conclusion. Additional verification is unnecessary."

}

Figure 9: Prompt for the judgment step, instructing the model to analyze evidence and reflections to generate a final
verdict with justification.

evidence to correct this mistake while maintaining1259

the correct conclusion.1260

10 Additional ablations and analysis1261

This section presents three extensions to our study.1262

First, we compare SAGE with three stronger non-1263

iterative baselines to evaluate its relative perfor-1264

mance. Second, we assess the framework’s robust-1265

ness to prompt variations. Third, we analyze failure1266

cases to better understand the limitations and po-1267

tential areas for improvement in SAGE.1268

10.1 Comparison with stronger non-iterative1269

baselines1270

We evaluate three non-iterative baselines that ex-1271

clude SAGE’s iterative summarise–reflect–refine1272

process but retain the judgment prompt. These1273

methods help disentangle the contributions1274

of search augmentation, sampling-based self-1275

consistency, and model diversity.1276

Across all baselines, we use GPT-4o to generate 1277

the candidate answer. For the Single-Pass Tool- 1278

Augmented Judge and Self-Consistency settings, 1279

GPT-4o also serves as the judge model. In the 1280

Multi-LLM Majority Voting setup, GPT-4o is the 1281

candidate model, while three different judge mod- 1282

els, including GPT-4o, GPT-3.5, and Mistral 7B, 1283

independently evaluate the same input to support 1284

diverse model reasoning. 1285

10.1.1 Single-Pass search-augmented judge 1286

To isolate the effect of web access alone, we in- 1287

troduce a baseline that issues exactly one web 1288

query and performs no further reasoning or iter- 1289

ation. Given a question q and candidate answer ŷ, 1290

the judge LLM formulates a single Serper search, 1291

retrieves the top-3 snippets, and immediately pro- 1292

duces a TRUE/FALSE verdict with rationale. All 1293

prompt instructions are identical to those in the full 1294

SAGE pipeline; the only change is the removal 1295

18



Candidate Task Reference-based Judge w/o Search (Acc.) SAGE (Acc.)

EM F1 RefGPT (Acc.) GPT-3.5 GPT-4o Gemini GPT-3.5 GPT-4o Gemini

GPT-3.5

AmbigQA 0.50 0.63 0.67 0.81 0.75 0.74 0.64 0.70 0.65
FreshQA 0.25 0.35 0.35 0.74 0.53 0.39 0.43 0.37 0.34
HotpotQA 0.34 0.47 0.50 0.86 0.76 0.70 0.50 0.54 0.53
NQ-Open 0.36 0.53 0.56 0.91 0.83 0.78 0.69 0.70 0.62
TriviaQA 0.74 0.81 0.81 0.89 0.86 0.82 0.81 0.85 0.78

GPT-4o

AmbigQA 0.47 0.61 0.63 0.88 0.79 0.76 0.63 0.63 0.63
FreshQA 0.29 0.39 0.45 0.73 0.81 0.65 0.47 0.57 0.53
HotpotQA 0.34 0.47 0.50 0.86 0.77 0.68 0.50 0.48 0.53
NQ-Open 0.32 0.48 0.54 0.92 0.87 0.80 0.69 0.67 0.62
TriviaQA 0.76 0.84 0.80 0.93 0.90 0.86 0.85 0.87 0.80

Gemini

AmbigQA 0.53 0.66 0.67 0.86 0.80 0.85 0.63 0.64 0.67
FreshQA 0.33 0.44 0.54 0.65 0.82 0.81 0.49 0.54 0.61
HotpotQA 0.35 0.50 0.53 0.83 0.79 0.75 0.50 0.51 0.55
NQ-Open 0.36 0.53 0.56 0.91 0.86 0.91 0.73 0.71 0.72
TriviaQA 0.79 0.86 0.82 0.91 0.92 0.89 0.87 0.88 0.82

Table 7: Raw performance of candidate LLMs obtained through different evaluators.

Candidate Task Accuracy Cohen’s Kappa Macro F1

GPT-3.5 AmbigQA 0.74 0.5910 0.7955
GPT-3.5 HotpotQA 0.62 0.3282 0.6617

Table 8: Mistral 7B as a judge within SAGE evaluating
GPT-3.5 answers on AmbigQA and HotpotQA.

of the query-summarize–reflect–refine loop. This1296

baseline, therefore, quantifies the benefit of a one-1297

shot evidence grab, sitting midway between the1298

Judge without Search-Augmentation and the full1299

iterative framework.1300

As shown in Table 11, on AmbigQA, this naive1301

tool baseline raises Cohen’s κ from 0.381 (judge1302

without tools) to 0.658, confirming that one round1303

of external evidence already yields a substantial1304

improvement. However, SAGE’s pushes κ fur-1305

ther to 0.914. A similar pattern appears on Hot-1306

potQA, where κ climbs from 0.375 (no tool) to1307

0.583 (single-pass) and then to 0.701 with SAGE.1308

10.1.2 Self-consistency judge1309

For Self-Consistency (Wang et al., 2023b), we let1310

the GPT-4o judge sample 10 independent verdicts1311

at temperature 0.7 and take a simple majority. In1312

self-consistency, we excluded access to the refer-1313

ence answer, so the model relies exclusively on its1314

parametric knowledge.1315

Table 11 shows that self-consistency gives a1316

modest boost over the vanilla judge (no search),1317

but it still lags far behind the search-augmented1318

baselines, confirming that external evidence, es-1319

pecially when gathered iteratively, is critical for 1320

reliable objective judgment. 1321

10.1.3 Multi-LLM majority voting 1322

Inspired by PoLL (Verga et al., 2024) and 1323

DAFE (Badshah and Sajjad, 2025), we instructed 1324

three different LLMs: GPT-4o, GPT-3.5, and Mis- 1325

tral 7B with the same question and candidate an- 1326

swer, asking each to provide a True/False verdict 1327

along with a brief explanation. By applying ma- 1328

jority voting across the three model outputs, we 1329

determined the final answer. This ensemble ap- 1330

proach leverages the diverse reasoning patterns of 1331

different models, increasing overall robustness and 1332

reducing individual model biases. This approach 1333

yields κ = 0.609 on AmbigQA and 0.527 on Hot- 1334

potQA, outperforming self-consistency but falling 1335

short of the single-pass web call (κ = 0.658/0.583) 1336

and significantly below SAGE (κ = 0.914/0.701). 1337

10.2 Prompt variations 1338

To evaluate SAGE’s robustness to prompt design, 1339

we re-ran the full framework (with GPT-4o as both 1340

candidate and judge) under three prompt variants: 1341

• Original (1-shot CoT): Our default config- 1342

uration, which includes detailed instructions 1343

and a single CoT example per module. 1344

• Few-shot CoT: An extended version of the 1345

prompt containing three CoT examples in- 1346

stead of one. 1347
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Component Content

Question When was the last perfect game thrown in baseball?
Candidate answer The last perfect game in Major League Baseball was thrown by Félix Hernández of the Seattle

Mariners on August 15, 2012. So the answer is: August 15, 2012.
Initial query last perfect game in MLB history
Evidence summary The last perfect game in MLB history was thrown by Domingo Germán of the New York Yankees

on June 28, 2023, against the Oakland Athletics.
Reflection The candidate answer states that the last perfect game was thrown by Félix Hernández in 2012.

However, the evidence confirms that the last perfect game was actually thrown by Domingo Germán
in 2023. This indicates the candidate answer is outdated.

Refined query perfect game baseball MLB after 2012
Final decision False (True Negative)
Explanation The candidate answer states that Félix Hernández threw the last perfect game on August 15, 2012.

However, all evidence confirms that Domingo Germán pitched a perfect game on June 28, 2023.
This makes the candidate answer outdated and incorrect.

Table 9: Example where SAGE detects an outdated fact in the candidate answer by identifying recent evidence
through iterative search and reflection.

• Simplified (0-shot w/o CoT): Prompt that1348

removes CoT examples for every module.1349

As shown in Table 12, the few-shot prompt1350

yields a modest improvement over the original 1-1351

shot setup. Removing CoT examples entirely re-1352

sults in a performance drop of at most 3 percentage1353

points in both Cohen’s κ and macro-F1. Interest-1354

ingly, the default configuration remains highly sta-1355

ble: re-running SAGE with the original prompt1356

reproduced the same κ and F1 scores as reported1357

in prior experiments, underscoring its consistency.1358

10.3 SAGE failure cases1359

To better understand the limitations of SAGE in1360

evaluating candidate responses, we conducted a1361

manual error analysis. We randomly sampled 1001362

evaluation cases from the AmbigQA and HotpotQA1363

datasets, focusing on instances where SAGE dis-1364

agreed with human annotators. The errors were1365

categorized into different categories, with represen-1366

tative examples presented in the Tables.1367

Contextual misunderstanding. SAGE gener-1368

ates inaccurate or incomplete queries when it misin-1369

terprets the intent of the candidate’s question. This1370

is particularly evident in AmbigQA, where ques-1371

tions are often intentionally ambiguous or lack suf-1372

ficient context, leading to the retrieval of irrelevant1373

or contradictory evidence.1374

Table 13 presents an example where SAGE faced1375

a contextual misunderstanding. The question asked1376

about the opening date of the Royal Liverpool Hos-1377

pital before redevelopment. However, the candi-1378

date answer referred to the hospital’s reopening1379

in 2022, following redevelopment, rather than its1380

original opening date in 1978. Despite iterative 1381

search and reflection, SAGE failed to align with 1382

the actual intent of the question, leading to a false 1383

final decision. 1384

Incomplete evidence. SAGE fails when the re- 1385

trieved evidence is insufficient or lacks relevant 1386

information, especially for verifying specific fac- 1387

tual claims (see Table 14). 1388

Reasoning error. Despite accurate evidence, the 1389

judge model misinterprets the information or ap- 1390

plies flawed reasoning. Reasoning errors often oc- 1391

cur when the model fails to apply appropriate logic 1392

to the available evidence or when it misrepresents 1393

the intent of the question. Table 15 illustrates a case 1394

where SAGE incorrectly concluded that Guglielmo 1395

Marconi was the first to achieve wireless telegra- 1396

phy communication. The evidence suggested that 1397

while Marconi developed the first practical system, 1398

earlier demonstrations, including those by Jagadish 1399

Chandra Bose, may have preceded it. 1400

Hallucination. In cases where evidence is un- 1401

clear or inconclusive, SAGE relies on its pre- 1402

trained knowledge, resulting in hallucinated ra- 1403

tionales. Hallucination errors often occur when 1404

the model confidently asserts false information 1405

without sufficient evidence. Table 16 illustrates a 1406

case where SAGE incorrectly concluded that Sarah 1407

Michelle Gellar, a cast member of Scream 2, was a 1408

star of the TV show Roseanne, despite the absence 1409

of supporting evidence. 1410

At each round, SAGE’s reflection module takes 1411

the aggregated evidence summary and generates 1412

a chain-of-thought reflection, pointing out which 1413
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Component Content

Question Who was born first, Javier Frana or Sherwood Stewart?
Answer Let’s think step by step. Javier Frana was born in 1966. Sherwood Stewart was born in 1957.

1957 (Sherwood Stewart) < 1966 (Javier Frana), so Sherwood Stewart was born first. So the
answer is: Sherwood Stewart.

Query Javier Frana birthday
Summary Javier Frana was born on December 25, 1966. No evidence was found regarding Sherwood

Stewart’s birthdate.
Reflection The candidate answer claims that Sherwood Stewart was born in 1957, but the evidence only

confirms Javier Frana’s birth year. Further search is required to verify Stewart’s actual birthdate.

Iteration 2
Query Sherwood Stewart tennis birthdate
Summary Sherwood Stewart was born on June 6, 1946, according to multiple sources. Javier Frana was

born on December 25, 1966.
Reflection While the candidate answer initially provides an incorrect birth year for Stewart (1957), the

evidence confirms that he was actually born in 1946. The candidate’s final conclusion that
Stewart was born first remains correct despite the factual error.

Final decision True(True Positive)
Explanation The candidate answer correctly identifies Sherwood Stewart as being born first. Although it

initially provided an incorrect birth year for Stewart, the evidence from iteration 2 confirms the
correct birthdate as 1946. Therefore, the final answer is correct, but the reasoning was flawed.

Table 10: Example where SAGE detects and corrects an incorrect reasoning trace. While the candidate’s final
answer is correct, the system highlights the factual inaccuracy in the intermediate reasoning.

Task Judge without search Self-Consistency Multi-LLMs Single-Pass SAGE

AmbigQA 0.381 0.515 0.609 0.658 0.914
HotpotQA 0.375 0.493 0.527 0.583 0.701

Table 11: Cohen’s κ agreement between LLM-based evaluators and the human majority vote. SAGE achieves
the highest alignment with human judgments across both AmbigQA and HotpotQA. Single-Pass denotes tool use
without iteration or SAGE components (i.e., summarize, reflect, and refine).

attributes seem well-supported, which appear con-1414

tradictory or missing, and where further detail is1415

needed.1416

The next query is generated from that reflection,1417

so contradictions are an explicit signal to search for1418

clarifying evidence. We do not hard-code a credi-1419

bility score; instead, SAGE relies on cross-source1420

agreement and iterative follow-up. All retrieved1421

snippets and their domains will be released so that1422

future work can plug in credibility weighting with-1423

out altering the loop.1424

Conflicting evidence. At each round, SAGE’s1425

reflection module takes the aggregated evidence1426

summary and generates a CoT reflection, pointing1427

out which attributes seem well-supported, which1428

appear contradictory or missing, and where further1429

detail is needed. The next query is generated from1430

that reflection, so contradictions are an explicit sig-1431

nal to search for clarifying evidence. However, in1432

some cases, SAGE encounters conflicting evidence1433

across multiple search iterations. It sometimes1434

struggles to appropriately resolve contradictory in-1435

formation. Table 17 presents a scenario where the 1436

model failed to handle conflicting evidence when 1437

assessing the number of band members in Lush and 1438

P.O.D. 1439

Topic drift in query refinement. To analyze how 1440

often SAGE’s query refinement step introduces 1441

topic drift or irrelevant queries, we examined this 1442

within the 100 instances from our error analysis. 1443

Since our SAGE configuration uses up to 3 itera- 1444

tions (1 initial query, up to 2 refined queries), this 1445

involved inspecting the query generation process 1446

across these stages. 1447

11 Ethical considerations 1448

SAGE aims to enhance evaluation transparency 1449

and factual accuracy by grounding judgments in 1450

externally retrieved, verifiable evidence. However, 1451

several ethical considerations require attention. 1452

Reliance on external sources. The evidence 1453

quality in SAGE depends significantly on the 1454

retrieved external content, which may introduce 1455
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Task Prompt Variant Cohen’s κ Macro-F1

AmbigQA
Original (1-shot CoT) 0.914 0.957
Few-shot CoT 0.920 0.960
Simplified (0-shot) 0.882 0.932

HotpotQA
Original (1-shot CoT) 0.701 0.850
Few-shot CoT 0.706 0.853
Simplified (0-shot) 0.672 0.824

Table 12: SAGE performance under prompt variations. The default (1-shot CoT) remains robust, while removing
CoT examples results in a small but consistent performance drop.

Component Content

Question When does the new Royal Liverpool Hospital open before redevelopment?
Answer The new Royal Liverpool Hospital is scheduled to open in 2022, following delays in construction

and redevelopment. So the answer is: 2022.
Search query Royal Liverpool Hospital original opening date before redevelopment.
Summary The new Royal Liverpool Hospital opened in 1978 after services were transferred from the old

Liverpool Royal Infirmary.
Reflection The candidate answer claims that the new hospital was scheduled to open in 2022. However,

the evidence confirms its original opening was in 1978. The judge misinterpreted the question’s
intent, mistaking the redevelopment’s reopening for the original opening date.

Iteration 2
Query Royal Liverpool Hospital redevelopment opening date 2022.
Summary Structural repairs were completed, allowing the hospital to reopen in 2022. The move to the new

hospital began on September 28, 2022.
Reflection The evidence confirms the hospital reopened in 2022, but the question specifically asks about the

original opening before redevelopment. Despite the accurate evidence about the redevelopment
timeline, the candidate answer misaligned with the question intent.

Final decision True (False Positive)
Explanation SAGE concluded that the candidate answer was correct, accepting the 2022 reopening as the

answer. However, the correct answer was 1978, referring to the hospital’s original opening. This
was a case of contextual misunderstanding.

Table 13: Example of a contextual misunderstanding where SAGE misinterpreted the question’s intent by focusing
on the hospital’s reopening in 2022 instead of its original opening in 1978.

unintended biases or inaccuracies. Although our1456

iterative refinement explicitly mitigates biases1457

by cross-checking multiple sources, SAGE does1458

not currently include explicit credibility scoring.1459

Researchers and practitioners should remain1460

cautious about inherent biases in external sources1461

and proactively manage credibility assessments.1462

1463

Human oversight and accountability. SAGE1464

substantially improves automated LLM evaluation1465

accuracy, but human oversight remains critical,1466

especially in high-stakes decision-making contexts.1467

It is imperative to recognize the inherent limita-1468

tions of automated evaluations, maintain human1469

accountability and critical review, particularly1470

when evaluating sensitive or consequential content.1471

1472

Computational costs and accessibility. SAGE’s1473

iterative, tool-augmented process significantly1474

increases computational costs and inference 1475

latency compared to simpler evaluation methods, 1476

as explicitly shown in our analysis. Although 1477

this computational overhead is justified by gains 1478

in accuracy for offline evaluation scenarios 1479

such as benchmarking and auditing, researchers 1480

must consider the environmental and resource 1481

accessibility implications. We encourage future 1482

research to optimize computational efficiency and 1483

ensure broad accessibility. 1484

1485

By continuously addressing these ethical dimen- 1486

sions, SAGE can support more reliable, transparent, 1487

and socially responsible AI evaluation practices. 1488
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Component Content

Question Wing Chun starred Michelle Yeoh and a Hong Kong actor, martial artist, and film director who
won what tournament multiple times?

Candidate answer The Hong Kong actor in Wing Chun is Donnie Yen. Donnie Yen won the multiple times wushu
tournament champion. So the answer is: wushu tournament.

Evidence summary The film "Wing Chun," released in 1994, stars Michelle Yeoh and Donnie Yen, directed by Yuen
Woo-ping. The search results do not provide evidence that he won multiple wushu tournaments.

Reflection The evidence summary lacks any mention of specific wushu tournament victories by Donnie
Yen. The absence of evidence to validate the candidate’s claim indicates incomplete information.
Additional reliable sources would be required to confirm the accuracy of the answer.

Final decision False (False Negative)

Table 14: Example of incomplete evidence where SAGE could not retrieve sufficient information to verify the
candidate’s claim.

Component Content

Question Who made communication by wireless telegraphy for the first time?
Answer The first successful communication by wireless telegraphy was achieved by Guglielmo Marconi.

He is credited with developing the first practical system for wireless telegraphy in the late 19th
century. So the answer is: Guglielmo Marconi.

Query first successful wireless telegraphy transmission + inventor + date
Summary Guglielmo Marconi is known for creating a practical radio wave-based wireless telegraph system.

He began working on wireless telegraphy in the 1890s.
Reflection The candidate answer asserts that Guglielmo Marconi made the first successful wireless telegra-

phy communication. While the evidence supports Marconi’s development of the first practical
wireless telegraph system, the question explicitly asks who made the first communication, not
the first practical one. Further evidence is required to investigate whether anyone transmitted
information wirelessly before Marconi.

Iteration 2
Query pre-Marconi wireless experiments OR early electromagnetic communication OR history of radio

waves before 1900 OR wireless telegraphy before Marconi
Summary While Marconi is credited with the first practical wireless telegraphy system, there were earlier

demonstrations of electromagnetic wave transmission, including Jagadish Chandra Bose’s 1895
experiment. Wireless telegraphy was also reported on ships in 1891.

Reflection The evidence indicates the existence of earlier wireless communication attempts, particularly by
Jagadish Chandra Bose. Despite this, the candidate answer incorrectly concluded that Marconi
was the first without addressing these earlier cases. The system failed to recognize the distinction
between "first communication" and "first practical system."

Final decision False (False Negative)
Explanation While the evidence confirms that Guglielmo Marconi developed the first practical wireless

telegraphy system, the evidence also suggests prior communications using wireless methods.
The distinction between a practical system and the first-ever communication was not correctly
reasoned, leading to an incorrect final decision.

Table 15: Example of a reasoning error where SAGE misinterpreted the question’s intent, failing to account for
earlier instances of wireless telegraphy communication.
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Component Content

Question Which "Roseanne" star is in Scream 2?
Answer Let’s think step by step. "Roseanne" star in Scream 2 is Sarah Michelle Gellar. So the answer

is: Sarah Michelle Gellar.
Query Roseanne Barr Scream 2 cast
Summary Laurie Metcalf, who played Jackie Harris on the TV series Roseanne, also appeared in the film

Scream 2 in 1997. Sarah Michelle Gellar, while a star in Scream 2, is not a Roseanne star.
Reflection The candidate answer incorrectly claims that Sarah Michelle Gellar was a star on Roseanne.

This statement is a hallucination as no evidence supports this claim. The evidence correctly
identifies Laurie Metcalf as the only Roseanne star in Scream 2.

Iteration 2
Query Roseanne cast members in Scream 2
Summary Laurie Metcalf, who starred as Jackie Harris in Roseanne, is confirmed to be in Scream 2. Sarah

Michelle Gellar also appeared in the film, but she has no connection to Roseanne.
Reflection The evidence confirms Laurie Metcalf’s participation in both Roseanne and Scream 2. Despite

further evidence confirming no connection between Gellar and Roseanne, the model
continued to assert a false claim.

Final decision False (False Negative)
Explanation The candidate answer confidently asserted that Sarah Michelle Gellar was a Roseanne star,

despite all evidence indicating that Laurie Metcalf was the only Roseanne star in Scream 2. This
case is a clear example of hallucination, where the model generated a false fact with misplaced
confidence.

Table 16: Example of hallucination where SAGE falsely identified Sarah Michelle Gellar as a star of Roseanne.

Component Content

Question Do Lush and P.O.D. both consist of four band members?
Answer Let’s think step by step. Lush is a British rock band with four members. P.O.D. is an American

rock band with four members. So both Lush and P.O.D. consist of four band members. So the
answer is: Yes.

Query number of members in Lush band + number of members in P.O.D. band
Summary Lush originally consisted of four members: Miki Berenyi, Emma Anderson, Steve Rippon, and

Chris Acland. P.O.D. currently consists of four members: Sonny Sandoval, Traa Daniels, Marcos
Curiel, and Wuv Bernardo. However, another source mentions only two members of Lush,
suggesting a potential inconsistency.

Reflection The evidence confirms P.O.D. has four members, but Lush’s member count is inconsistent across
sources. The model failed to resolve the contradiction, leading to a flawed decision.

Iteration 2
Query Lush band members timeline 1987-1998 + P.O.D. band members lineup history
Summary One source claims Lush had five members initially, including Meriel Barham, but another states

they had four, with Steve Rippon later replaced by Phil King. P.O.D. remains consistently
reported as a four-member band.

Reflection The conflicting evidence remains unresolved. Instead of recognizing the uncertainty, the
model inaccurately concluded that both bands had four members.

Final decision False (False Negative)

Table 17: Example of conflicting evidence where SAGE failed to resolve contradictions in band member counts.
While P.O.D.’s four-member structure is consistent, the model ignored Lush’s membership changes over time and
incorrectly concluded both bands consist of four members.
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